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Proposal of a Broadcaster Support Method using  

MR Stamp in 360-degree Internet Live Broadcasting 
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*Graduate School of Software and Information Science, Iwate Prefectural University, Japan

y-saito@iwate-pu.ac.jp

Abstract - In this study, we investigate the use of Mixed 

Reality (MR) stamp which supports broadcasters in reducing 

communication errors from viewers to a broadcaster in 360-

degree internet live broadcasting. There is a problem that the 

broadcaster is unable to grasp the viewer's POV (Point Of 

View) compared to the conventional broadcasting method. 

We have confirmed that this problem could be reduced by 

combining an equirectangular video and 2D stamp which 

presents the viewer's interests in a simple image on the 

video. On the other hand, the 2D stamp system has three 

issues. The issues are (1) the stamp cannot be fixed on the 

target object, (2) the broadcaster must check a PC display to 

see the stamp, and (3) it is difficult to understand the 

position of the stamp in real space. 

In this study, we propose MR stamp which can be displayed 

and fixed on the real space, which enables the broadcaster to 

check a holographic stamp on the real space through an MR 

device. To realize our proposal, we implemented the 

proposed system using Microsoft's HoloLens 2 which is a 

head mounted display (HMD) as the MR device. It can show 

holograms in real space by recognizing real space. We also 

evaluated the effectiveness of the MR stamp compared with 

the 2D stamp and found that the MR stamp with the spatial 

audio solved the three issues of the 2D stamp. 

Keywords: 360-degree internet live broadcasting, Mixed 

Reality, MR stamp, Broadcaster support method 

1 INTRODUCTION 

YouTube started a 360-degree internet live broadcasting 

service from 2016 and it enables anyone to easily use the 

360-degree internet live broadcasting service now. 360-

degree internet live broadcasting is a service that combines

internet live broadcasting with 360-degree videos using an

omnidirectional camera. In 360-degree internet live

broadcasting, a broadcaster can provide a 360-degree video

to viewers in real-time without caring about the view angle

of the camera. The viewers can change the POV according

to their interests and communicate with the broadcaster

using text chat.

The 360-degree internet broadcasting, however, has a lot 

of new problems. One of the problems is that the 

broadcaster cannot be aware of the viewers’ POV. In the 

conventional internet live broadcasting, it uses a web camera 

which has a single lens and the single lens definitely shows 

the viewers’ POV. The broadcaster can see what they are 

watching by the direction of the lens. On the other hand, 

360-degree internet live broadcasting uses an 

omnidirectional camera that has a wide-angle lens or 

multiple lenses. It prevents the broadcaster from seeing what 

the viewers are watching by the direction of the lens.  

There are many studies about the role of gaze information 

in remote communication [1][2]. In the studies, it concludes 

that the communicatee’s gaze information indicates the 

target of interest or center of the topic. The gaze information 

in the remote communication is similar to the viewers’ POV 

in the 360-degree internet live broadcasting. The broadcaster 

sometimes cannot understand the context of the viewers’ 

comments and it causes communication errors between the 

broadcaster and the viewers. 

To solve the problem of communication errors, we have 

proposed stamp functions in 360-degree internet live 

broadcasting [3]. In this study, the stamp functions help the 

broadcaster to understand what the viewers are talking about 

and find the object. However, it remains three issues in the 

proposed system, which are (1) the stamp cannot be fixed on 

the target object, (2) the broadcaster must check a PC 

display to see the stamp, and (3) it is difficult to understand 

a position of the stamp in the real space. These issues should 

be solved to realize smooth communication between the 

broadcaster and the viewers. 

In this study, we propose MR stamp which is a new stamp 

function using MR that can be displayed and fixed in real 

space. It enables the broadcaster to check a holographic 

stamp on the real space through an MR device. The MR 

stamp can solve the issues of the previous stamp function. 
The contributions of this paper are summarized as 

follows: 

 We proposed a new broadcaster support method called

MR stamp in 360-degree internet live broadcasting.

 We developed and evaluated a prototype system of the

MR stamp using HoloLens 2.

 We clarified that the MR stamp enabled the

broadcaster to find a target object in a relatively short

time and spatial audio could help the broadcaster to

find the MR stamp.
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The rest of this paper is organized as follows. Section 2 

describes our previous work about stamp functions in 360-

degree internet live broadcasting. Section 3 describes an 

overview of the proposed system and a use case of the MR 

stamp. Section 4 describes the implementation of the 

proposed system. Section 5 describes a first evaluation 

experiment to clarify the effects of the proposed system and 

reveal its problem. Section 6 describes a second evaluation 

experiment improving the proposed system. Section 7 

summarizes this study. 

2 PREVIOUS STUDY 

We have proposed  stamp functions in 360-degree internet 

live broadcasting to support communication between the 

broadcaster and the viewers. In this section, we explain the 

stamp functions in the previous study and its known issues. 

2.1 Stamp Functions in 360-degree Internet 

Live Broadcasting 

There are two stamps which are “Look” and “Go” stamps 

in the previous study as shown in Fig. 1. Figure 2 shows a 

user interface of the viewer in the previous study. The 

viewers can watch the 360-degree live video in spherical 

format and change the POV as they want. The viewers are 

also able to use the Look and Go stamp by selecting the kind 

of stamp and clicking on the video. The stamps are shown in 

the same place as the video on the user interface of the 

viewers and the broadcaster. Figure 3 shows the user 

interface of the broadcaster. The 360-degree video is 

displayed in equirectangular format. The broadcaster can 

check the stamps that are sent from the viewers without 

changing the POV.  

We evaluated the previous stamp function and found their 

advantages. The stamp function improved the easiness of 

communication between the broadcaster and the viewers 

compared with the case that the stamp was not used. The 

broadcaster could easily understand what the viewer talked 

about and found the object. Moreover, the stamp function 

increased the frequency of communication between the 

broadcaster and the viewers. 

2.2 Known Issues 

Although the previous study has advantages, there are 

three issues as follows. 

(1) The stamp cannot be fixed on the target object.

A stamp only has information of a direction from the

omnidirectional camera at a particular time. Therefore, the 

stamp cannot be fixed on the target object and it causes a 

positional shift of the stamp when the omnidirectional 

camera is moved. 

(2) The broadcaster must check a PC display to see the

stamp.

In the previous study, the broadcaster has to carry a laptop 

PC and check stamps from the viewers through the display. 

The check of the laptop PC display consumes time and 

prevents smooth communication between the broadcaster 

and the viewers. Besides that, it is dangerous to see the 

laptop PC while walking and it is inconvenient not to be 

able to use a hand which keeps the laptop PC. 

(3) It is difficult to understand the position of the stamp in

the real space.

Figure 1: Stamps in the previous study. 

Look stamp Go stamp

Figure 2: User Interface of viewer in the previous study. 

Stamps

Selection of stamps

360-degree Video in spherical format

Figure 3: User Interface of broadcaster in the 

previous study. 

360-degree Video in equirectangular format

Stamps
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The stamps are shown on the 360-degree video in 

equirectangular format. When a stamp appears on the video, 

the broadcaster must find the position of the stamp in real 

space. The distortion of the 360-degree video in 

equirectangular format makes it difficult to find the 

direction of the stamp. 

3 PROPOSED SYSTEM 

The MR stamp aims to solve the issues of the previous 

study using MR and realize smooth communication between 

the broadcaster and the viewers. 

3.1 Effectiveness of MR 

MR is a technology that displays holograms of virtual 

objects in real space and the users can interact with the 

holograms. Several researches show the effectiveness of MR 

in remote communication between users.  

Lee [4] developed an MR remote collaboration system 

that shared 360-degree live video. In this system, a 

hologram of the remote user’s hand is displayed in real 

space through the MR device. The hand gestures by the 

hologram help to understand each other’s focus and improve 

their communication. Johnson [5] studied the effect of MR 

guidance. An experiment was conducted to understand how 

to provide explicit spatial information in a collaborative MR 

environment. The experiment result showed the MR 

guidance realized effective referencing through deixis. Other 

several researches show the effectiveness of the hologram 

for remote communication [6, 7] 

From the related work, the reduction effect of 

communication errors can be also expected by introducing 

the MR technology for the stamp function in 360-degree 

internet live broadcasting.  

3.2 System Model 

Figure 4 shows a model of the proposed system. The 

proposed system is included in the existing 360-degree 

internet live broadcasting system. A broadcaster provides 

360-degree live video to viewers using the 360-degree

internet live broadcasting system. The viewers can send a

2D stamp which is implemented in the previous study to the

broadcaster. The proposed system receives the 2D position

information of the stamp and transforms it into 3D position

information. The proposed system displays an MR stamp

using the 3D position information and the broadcaster can

check the MR stamp in real space through an MR device.

The proposed system can solve three issues in the 

previous section. The first issue which is that “The stamp 

cannot be fixed on the target object” can be solved by fixing 

the stamp on the real space using MR. The second issue 

which is that “The broadcaster must check a PC display to 

see the stamp” can be solved by using an MR device which 

is a type of HMD. The third issue which is that “It is 

difficult to understand the position of the stamp in the real 

space” can be solved by directly displaying the stamp on the 

target object in the real space using MR. 

Table 1 shows a comparison between the 2D stamp of the 

previous study [3] and the MR stamp. In terms of time to 

find the target object, the MR stamp would shorten the time 

because it does not need to check a PC display and 

understand the position of the stamp in the real space. In 

terms of the number of communication errors to find the 

target object, the MR stamp would also reduce the errors 

because it can be fixed on the target object. Moreover, the 

broadcaster would find the MR stamp easier to find the 

target object than 2D stamps because it has the advantage of 

less time and errors to find the target object besides that the 

MR device frees a hand which keeps the laptop PC. 

3.3 Use Case 

In this study, we suppose that an omnidirectional camera 

is fixed on an arbitrary position and 360-degree internet live 

broadcasting is performed indoors. The reason is that the 

usage environment should be simple for the first step of this 

study. We also suppose it is used at the showroom and the 

exhibition.  

Figure 5 shows a use case of the proposed system. The 

viewers can send an MR stamp to the broadcaster if they 

want to see a particular object in a showroom. The 

broadcaster can understand the request from the viewers 

easier than when only comments are used. Since 2020, 

online virtual events have been increasing because of 

COVID-19. In online virtual events, it is said that more 

opportunity for real two-way communication between the 

broadcaster and viewers [8]. In online conferences, it is 

reported that they cannot have smooth relationships with 

each other between participants [9]. The MR stamp would 

realize smooth two-way communication between the 

broadcaster and the viewers in various online virtual events.  

Broadcaster 

with a MR deviceViewers

This is a very 

popular bed! 

Broadcaster’s sight through the MR device

I am curious about 

this bed

Alice: I like it.

Bob: I agree.

Carol: It's a luxury one.

Figure 5: A use case of the proposed system. 

Figure 4: A model of the proposed system. 

Table 1: Comparison between 2D stamp and MR stamp. 

Easiness to findErrors to findTime to find

DifficultMany errorsLong time2D stamp

EasyFewer errorsShort timeMR stamp
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4  IMPLEMENTATION 

We implemented a prototype system of the MR stamp 

using Hololens2. In this section, we describe the architecture 

of the prototype system and its main application. 

4.1 System Architecture 

The prototype of the proposed system is based on the 360-

degree internet live broadcasting system of the previous 

study. Figure 6 shows the architecture of the prototype 

system. The red square shows new implementation in this 

study and the other parts are diverted from the previous 

study. A broadcaster can start 360-degree internet live 

broadcasting using the client for broadcaster on a web 

browser. The 360-degree internet live broadcasting server 

distributes it to viewers. The viewers can watch the 360-

degree live video and send 2D stamp and comments in the 

same manner as the previous study. The stamp/comment 

server forwards it to all clients for viewers and an MR 

device of the broadcaster. We use Microsoft HoloLens 2 as 

the MR device. In the HoloLens2, the MR stamp application 

is running. The application presents the MR stamp and 

comments to the broadcaster. The broadcaster can check the 

MR stamp in real space through the HoloLens 2. 

4.2 MR Stamp Application 

The MR stamp application receives 2D position 

information of the stamp and needs to transform it to 3D 

position information for the MR stamp. To realize the 

coordinate transformation, we use a Raycast function in 

Unity, which irradiates a 3D ray from an origin point to a 

target direction and detects intersecting collisions. The 

origin point is the coordinates of the omnidirectional camera. 

The target direction can be given by the coordinates of the 

stamp. The HoloLens 2 has a function of spatial mapping. 

The spatial mapping provides a detailed representation of 

real space surfaces in the environment around HoloLens 2. 

The raycast detects the intersecting collisions with the real 

space surfaces and returns the 3D coordinates. The MR 

stamp is displayed on the 3D coordinates. 

Figure 7 shows an example of the MR stamp. The MR 

stamp is shown as a 3D square frame so that it is easy to 

check the target object from the broadcaster. The MR stamp 

disappears after a period of time (10 seconds in this 

implementation). 

The comments from the viewers are displayed on a 

comment window as shown in Fig. 8. The comment window 

tracks the broadcaster’s sight.  

Figure 7: An example of the MR stamp. 

Figure 8: Comment window through HoloLens 2. 

Figure 6: Architecture of the prototype system. 

Omnidirectional 

Camera

ViewersStamp and 

Comment

Send/Recv

Function

360-degree internet
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Stamp/Comment
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360-degree

live video
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Comments

2D stamp,

Comments

MR Stamp 

Application

MR device (HoloLens 2)

Node.js
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5 FIRST EVALUATION 

We conducted an experiment to evaluate the effectiveness 

of the MR stamp using the implemented prototype system. 

The purpose of the evaluation is to check whether the three 

issues of the previous study can be solved or not by using 

the MR stamp.  

5.1 Environment and Procedure 

We compare the prototype system (MR stamp system) 

with the stamp system of the previous study (2D stamp 

system). In the experiment, A broadcaster performs 360-

degree internet live broadcasting and two viewers watch the 

broadcasting. In the room of the broadcaster, there are 

various objects. The viewers talk about an object in the 

broadcaster’s room using the MR/2D stamp and comments. 

The broadcaster looks for the target object and 

communicates with the viewers. The evaluation items are as 

follows; (1) time to find the target object, (2) number of 

communication errors, and (3) subjective easiness to find the 

target object.  

The experiments were conducted 4 times. There were one 

broadcaster and two viewers per time and the participants 

were students at our university. The broadcasting time was 

30 minutes. Figure 9 shows the procedure of the experiment. 

At first, a viewer sends a stamp to the broadcaster. The 

target object and the viewer who performs the task are 

predetermined by the task instruction. The broadcaster looks 

for the target object referring to the stamp. After the target 

object is found, the broadcaster confirms whether the object 

is correct or not by speaking to the viewer. The viewer 

replies whether it is correct or not. If it is not correct, the 

broadcaster continues to find the target object. The search 

task with stamp is performed 2 times. At last, we ask the 

broadcaster how easy to find the target object in 5-point 

scale with a questionnaire. This procedure was performed 

for both the MR stamp system and the 2D stamp system. 

The order of the MR stamp and 2D stamp system was 

random to keep fairness. 

Figure 10 shows the target objects used in the experiment. 

Target A and C are comprehensible ones to find because 

there is nothing around the object (hereafter, single object). 

Target B and D are mistakable ones to find because there are 

several similar objects around the object (hereafter, multiple 

objects). In addition to these target objects, there are several 

dummy objects in the broadcaster’s room. We locate the 

target and dummy objects scattered in all directions to make 

the broadcaster look around to find the object. Figure 11 

shows the location of all objects in the broadcaster’s room.  

5.2 First Evaluation Results 

Figures 12 and 13 show the evaluation results of the first 

evaluation. There are the results of 4 broadcasters with 2D 

and MR stamp systems. In terms of Target, “Single” means 

the single object such as Target A and C, and “Multiple” 

means multiple objects such as Target B and D. “Time to 

find” denotes the time from when a stamp was displayed to 

when the broadcaster found the correct target object. 

“Errors” denotes the number of times when the broadcaster 

indicated incorrect objects.  

 The average time to find the target object in the 2D stamp 

system is 11.25 seconds in the case of the single object and 

20.25 seconds in case of the multiple objects. The total of 

the average time in the 2D stamp system is 15.75 seconds. 

In the MR stamp system, it takes 18 seconds in the case of 

the single object and 13.25 seconds in case of the multiple 

objects. The total of the average time in the MR stamp 

Figure 9: Procedure of the experiment. 

① Viewer sends a stamp
• The target object and the sending viewer are predetermined.

② Broadcaster looks for the target object referring to the stamp
• After the target object is found, the broadcaster says “Is this what you talk 

about?”.

• If true, the viewer sends a comment “YES”.

• If false, the viewer sends a comment “NO” and the broadcaster continues to 

find the target object.

• It is finished after two target objects are found.

③ Questionnaire 
⚫ The broadcaster evaluates subjective easiness to find the target object

in 5-point scale.

2 times 

changing 

the system

Figure 11: Location of all objects in the 

broadcaster’s room. 

desk

desk1

4

desk

2

desk 3

desk

5

6

78

1：Target A (single object) 5：Dummy (stuffed animal)

2：Target B (multiple objects) 6：Dummy (pile of books)

3：Target C (single object) 7：Dummy (tool case)

4：Target D (multiple objects) 8：Dummy (helmet)

desk
Camera 

and PC

Figure 10: Target objects. 

Target C：Coffee maker Target D：Stuffed white tiger on a cardboard box

Target A：Black backpack Target B：Blue labeled folder
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system is 15.625 seconds. The average number of errors in 

the 2D stamp system shows 0.25 and 0.5 in the single and 

multiple objects respectively. The total of the average 

number of errors in the 2D stamp system is 0.375. The 

average number of errors in the MR stamp system shows 

0.25 and 0.25 in the single and multiple objects respectively. 

The total of the average number of errors in the MR stamp 

system is 0.375. We conducted a Student’s t-test for the 

results of the total average and there is no significant 

difference in the average time to find (p = 0.98) and the 

average number of errors (p = 0.63) between the 2D and MR 

stamp systems. 

Figure 14 shows the result of the questionnaire which is 

about the subjective easiness to find the target object in 5-

point scale. The average points of the 2D stamp system are 

4.5 and 3.25 in the single and multiple objects respectively. 

The total average in the 2D stamp system is 3.85. The 

average points of the MR stamp system are 4.25 and 3.75 in 

the single and multiple objects respectively. The total 

average in the MR stamp system is 4. We conducted a 

Student’s t-test for the results of the total average and there 

is no significant difference in the subjective easiness to find 

the target object (p = 0.83). 

From these results, we didn’t find the effectiveness of the 

MR stamp system. In the free descriptive answer of the 

questionnaire, there were several same answers that “It was 

difficult to find the MR stamp”. Even if the MR stamp can 

help the broadcaster find the target object, the broadcaster 

cannot find the location of the MR stamp itself in the 

experiment. We expect that an additional function to find 

the location of the MR stamp will improve the effectiveness 

of the MR stamp system. 

6 SECOND EVALUATION WITH SYSTEM 

IMPROVEMENT 

In the first evaluation, there was no difference in the 

effectiveness between the 2D stamp system and the MR 

stamp system. The viewing angle of HoloLens2 is 

approximately 52 degrees diagonal (28.5 degrees vertical, 

43 degrees horizontal), which is narrower than the human 

viewing angle. Because it can only see MR stamps within a 

limited range. it is difficult to find the location of the MR 

stamps within a certain time. Since the prototype system had 

a problem in that it was difficult to find the location of the 

MR stamp itself, we tried to improve the prototype system 

to find the MR stamp easily and conduct a second 

evaluation using the improved prototype system. 

6.1 System Improvement 

To help the broadcaster find the MR stamp, we introduce 

spatial audio into the MR stamp. The spatial audio enables 

the broadcaster to perceive sound all around and be aware of 

the location of the sound source. Titus [10] studies the 

effectiveness of spatial audio in finding the location of a 

maker. He finds that the spatial audio helps the user with an 

HMD to find a rough location of the maker although it is not 

enough to specify the exact location of the maker. In our 

MR stamp system, the broadcaster would find the MR stamp 

if he/she can be aware of a rough location of the stamp. 

We implemented the spatial audio to the MR stamp using 

a spatial audio function of MRTK (Mixed Reality Toolkit). 

When the MR stamp is displayed, the spatial sound is 

generated from the location of the MR stamp. The 

broadcaster can hear the spatial sound through the 

HoloLens 2 and find the MR stamp quickly. 

We also conducted a preliminary experiment to check 

how accurately the user could grasp the direction of the 

spatial sound using HoloLens 2. From the experiment, the 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

2D stamp (Single Target)

2D stamp (Multiple Target)

MR stamp (Single Target)

MR stamp (Multiple Target)

Score (5-point scale) 

Broadcaster A Broadcaster B Broadcaster C Broadcaster D

Figure 14:  Questionnaire result of subjective easiness 

to find the target object in the first evaluation. 
Figure 12:  Evaluation result of time to find the target 

object in the first evaluation. 

0 5 10 15 20 25 30 35 40

2D stamp (Single Target)

2D stamp (Multiple Target)

MR stamp (Single Target)

MR stamp (Multiple Target)

Time (sec)

Broadcaster A Broadcaster B Broadcaster C Broadcaster D

Figure 13:  Evaluation result of the number of errors to 

find the target object in the first evaluation. 

0 1 2 3

2D stamp (Single Target)

2D stamp (Multiple Target)

MR stamp (Single Target)

MR stamp (Multiple Target)

Errors (No. of times)

Broadcaster A Broadcaster B Broadcaster C Broadcaster D
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user could grasp the horizontal direction of the spatial sound 

approximately. Although the accuracy was low and it was 

not sufficient to grasp the accurate direction, it could 

support the MR stamp. On the other hand, it was hard to 

grasp the vertical direction of the spatial sound in this 

implementation. Since the target objects were placed 

horizontally in the first evaluation, the problem that the 

vertical direction could not be grasped would not be affected. 

6.2 Second Evaluation Results 

We conducted a second evaluation using the improved 

prototype system with spatial audio. The environment and 

the procedure are the same as the first evaluation. 

Figures 15 and 16 show the evaluation results of the 

second evaluation. The average time to find the target object 

in the 2D stamp system is 17.5 seconds in the case of the 

single object and 19.75 seconds in case of the multiple 

objects. The total of the average time in the 2D stamp 

system is 18.625 seconds. In the MR stamp system, it takes 

5 seconds in the case of the single object and 5 seconds in 

case of the multiple objects. The total of the average time in 

the MR stamp system is about 5 seconds. The average 

number of errors in the 2D stamp system shows 0.25 and 0.5 

in the single and multiple objects respectively. The total of 

the average number of errors in the 2D stamp system is 

0.375. The average number of errors in the MR stamp 

system shows 0 and 0 in the single and multiple objects 

respectively. The total of the average number of errors in the 

MR stamp system is 0. We conducted a Student’s t-test for 

the results of the total average. There is a significant 

difference in the average time to find (p = 0.01) and a 

significant trend in the average number of errors (p = 0.08) 

between the 2D and MR stamp systems. Although the errors 

in the 2D stamp would be caused by the first issue “The 

stamp cannot be fixed on the target object”, no errors 

occurred in the MR stamps. 

Figure 17 shows the result of the questionnaire which is 

about the subjective easiness to find the target object in 5-

point scale. The average points of the 2D stamp system are 3 

and 2.25 in the single and multiple objects respectively. The 

total average in the 2D stamp system is 2.625. The average 

points of the MR stamp system are 4.75 and 4.5 in the single 

and multiple objects respectively. The total average in the 

MR stamp system is 4.625. We conducted a Student’s t-test 

for the results of the total average and there is a significant 

difference in the subjective easiness to find the target object 

(p = 0.0007). 

From these results, we can find the effectiveness of the 

MR stamp system with special audio. In terms of the three 

issues of the previous study, the first issue which is that 

“The stamp cannot be fixed on the target object” is solved 

because the number of errors decreases in the proposed 

system. The second issue which is that “The broadcaster 

must check a PC display to see the stamp” is solved because 

the time to find the target object decreases. The third issue 

which is that “It is difficult to understand the position of the 

stamp in the real space” is solved because both the number 

of errors and the time to find the target object decreases. 

7 CONCLUSION 

In this study, we proposed MR stamp which can be 

displayed and fixed on the real space, which enables the 

broadcaster to check a holographic stamp on the real space 

through an MR device. We implemented a prototype system 

of the MR stamp with special audio. In the evaluation of this 

study, we verified the effectiveness of the MR stamp 

compared with the 2D stamp using the prototype system. 

Figure 15:  Evaluation result of time to find the target 

object in the second evaluation. 
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Figure 16:  Evaluation result of the number of errors to 

find the target object in the second evaluation. 
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Figure 17:  Questionnaire result of subjective easiness to 

find the target object in the second evaluation. 
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We found that the MR stamp with the spatial audio made it 

easier for the broadcaster to intuitively grasp the location of 

the stamp. In addition, a comparison with the 2D stamp 

system revealed that there was a significant difference in the 

time to find the target object and the subjective easiness to 

find the target object. There was also a significant trend in 

the average number of errors between the 2D and MR stamp 

systems. From the result, we found that the MR stamp could 

solve the issues of the 2D stamp. In the future, it is 

necessary to improve the accuracy of the stamp display. 
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Abstract - Recently, public cameras are widely used and are 

deployed in various places. These multiple cameras can be 

used for tracking lost children or criminals. For person 

tracking, most systems transmit feature data of people such 

as feature values or person images to a server. The server 

compares the data with others and judges whether they are the 

same person. Artificial intelligence and numerical analyses 

techniques can be used for the comparison. However, in this 

conventional scheme, the computational loads of the server is 

proportional to the data amount that is transmitted to the 

server. This increases as the number of cameras increases. 

Hence, in this research, we propose a scheme for distributing 

the computational loads of the server arose in the 

conventional scheme. Moreover, we propose two methods to 

determine the timing for camera devices to transmits feature 

data to other cameras. We evaluate these proposed methods 

and compare their performances. The simulation results show 

that the average traffic for each camera device can be reduced 

significantly compared to that under the conventional scheme. 

Keywords: public cameras, feature data, processing servers, 

peer-to-peer. 

1 INTRODUCTION 

Due to the recent trend of Society 5.0 and Smart city, the 

development of comfortable cities using IT technology has 

attracted great attention. Understanding how and when 

people through the city can be useful in solving various social 

issues, such as marketing and research on human flow. 

Therefore, obtaining the travelling routes of people moving 

around the city contributes to the comfortable cities. If 

feasible to track people using many security cameras 

deployed in towns and cities, we can track many people 

widely. 

 Some schemes to detect a person in multiple images 

obtained from multiple cameras that do not share the same 

field of view have been proposed. These schemes track 

people by identifying the same person recorded in other 

cameras. The process of determining the same person from 

multiple images obtained from multiple cameras is called 

Person Re-identification and has been studied in recent years. 

These research uses deep learning or deep distance learning 

[1-4] to obtain feature values with high computational power, 

as well as using unsupervised learning [5]. 

Various research has been conducted to improve the 

accuracy of person re-identification, such as research on 

methods using unsupervised learning [5, 6]. However, when 

identifying the same person from multiple images obtained 

from multiple cameras, a wide communication bandwidth is 

required if all the images are transmitted to the server. In 

addition, if all the information obtained from the cameras are 

transmitted to the server and the person re-identification 

process is performed on the server, the load on the server 

increases as the number of cameras and persons tracked 

increases. Even in the case of using cloud video analysis 

services, the load on the analysis server increases. 

Hence, in this paper, we propose a person tracking method 

that does not concentrate the load on the server. In the 

proposed method, a camera network is built by multiple 

camera devices that can communicate with each other. When 

a person is captured in a camera's field of view, the feature 

data of the person image are calculated. The camera device 

then transmits the calculated feature data to the camera 

devices where the person is going to be captured next. The 

camera device that receives the feature data compares the 

feature data of each captured people with those received 

before and judges whether the captured person is captured 

before by other camera devices. For example, in the cases that 

a person is captured by a camera A and after that captured by 

a camera B, the person may move to the place where the 

camera B shoots after the place where the camera A shoots. 

By deploying many cameras and shooting wider area, the 

system can enable more accurate tracking. Since each camera 

device performs the process of person re-identification using 

the model in the camera, our proposed method has a large 

possibility to suppress the concentration of the load on the 

server as the number of cameras and persons increases. 

Furthermore, to evaluate the traffic of communication is 

generated when people are tracked using our proposed 

method, we develop a simulator. In the simulator, we assume 

that the camera devices are deployed at each intersection in a 

grid-shape roads. We also assume that the people through the 

rads from the left top corner to others randomly. We compare 

the average communication traffic of the server under a 

conventional method and that of our proposed method. We 

confirm that our proposed method can distribute the load. The 

organization of the paper is as follows. Section 2 inscribes 

existing research on person re-identification, a problem 
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deeply related to this research. Section 3 inscribes the 

proposed method, and the evaluation results are shown in 

Section 4. Finally, we conclude the paper in Section 5. 

2 RELATED WORK 

Person re-identification is the problem of identifying the 

same person from images of people captured by multiple 

cameras that do not share the same field of view. Given a 

query image, the person re-identification system searches for 

a person identical to the query image in the gallery images, as 

depicted in Fig.1. Numerous research improved the accuracy 

of person re-identification. Some of them consider person re-

identification as a classification problem in which each 

person in a gallery image is a different class or not and use 

the SoftMax loss function to train the model. Others use 

distance learning such as triplet loss, etc. [7-10]. 

Person re-identification is expected to have a wide range of 

applications in computer vision, such as surveillance, 

behavior analysis, and person tracking. But on the other hand, 

it has a major problem. When using multiple person images 

captured by multiple cameras that do not share the same field 

of view to perform person re-identification, the following 

inter-camera gaps are unavoidable due to the nature that the 

person images used were captured by different cameras [8].  

• Variety of perspectives

• Variety of lighting

• Variety of resolutions for captured people

The variety of perspectives refers to the fact that the

characteristics of postures and the characteristics of looks 

change due to the different angles at which the people are 

captured in each camera. Variety of lighting refers to the 

changes in the lighting conditions in cameras’ field of views 

depending on the camera positions and the times when people 

are captured. The appearances of people captured change 

under another lighting, such as the appearance of colors, etc. 

Variety of resolutions for captured people refers to the 

changes in the size of the bounding boxes for captured people. 

This changes the resolution of the resulting person image. 

The variety of resolutions also makes person re-identification 

difficult in that the resolution of a person captured in faraway 

positions is relatively low. Therefore, person re-identification 

systems that can give a higher accuracy even when the 

influences of these varieties are large. 

Numerous research efforts have endeavored to mitigate 

these challenges. In [7], an adversarial network is used to 

obtain a more accurate feature representation that eliminates 

gaps between cameras as much as possible. The method 

proposed in [9] uses StarGAN to transform the styles of 

people in images. The method transforms the images of the 

people captured by a camera device to the images that 

consider the shooting conditions (background, lighting, etc.) 

of other cameras, then it uses these images as training data to 

reduce the influence of gaps between cameras. Also, there is 

a study that investigate how the variety of viewpoints affects 

the accuracy of person re-identification, as in [8].  

Although numerous research has been conducted to reduce 

the influence of above differences in conditions between 

cameras, the following problems still exist. 

•Generating pedestrian images using GAN is too time

consuming. 

• Performance is significantly degraded when multiple

people are captured in the field of view. 

•Because model learning relies on external features of

clothes, which occupies a large area of the human body, 

performance deteriorates significantly when a human's cloth 

changes during the process or when there are multiple people 

wearing the same clothes. 

For the case where the camera images overlap, [11] 

performs partial figure re-identification using local features. 

Systematically investigating the impact of clothing changes 

on the accuracy of existing re-identification models, [12] 

generates pedestrian images with different attire to address 

this challenge. In [13], a method that person re-identification 

with removing the external information of clothes and 

focuses on body shape information is proposed. 

However, the systems that adopt these existing methods 

need to collect all camera images to a computational server. 

This causes a large communication and processing loads on 

the server. Even in the traditional approach, wherein cameras 

solely transmit feature data of identified individuals to the 

server, the computational loads concentrated on the server. 

We aim to relief this loads for person re-identification in the 

paper. 

3 PROPOSED METHOD 

In this section, we first provide an overview of the proposed 

person tracking method. After that, we explain the detail. 

3.1 Summary 

Authors considered the idea of tracking a person through 

surveillance cameras in a city or facility using a conventional 

re-identification method, as explained in Section 2. In this 

case, the method involves transferring images captured by 

cameras to a server via a computer network. The subsequent 

processing of person re-identification on the server requires a 

large amount of communication traffic for image 

transmission. Moreover, the methods in which information 

obtained from the video is transferred to the server and the 

person re-identification process is performed on the server 

increases the load on the server as the number. In this case, 

the method of transferring the images captured by the 

cameras to a server via a computer network and processing 

the person re-identification on the server requires a large 

communication traffic for the transmission of the images. 

Figure 1: Overview of person re-identification 
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Moreover, the methods in which information obtained from 

the video is transferred to the server and the person re-

identification process is performed on the server increases the 

load on the server as the number. 

The communication and the processing loads of the server 

increase in proportional to the number of the cameras. 

Therefore, the server's load becomes excessively high to track 

people in wide area. The authors propose a person tracking 

scheme to solve these problems in which features are 

transmitted among cameras. In our proposed method, a 

camera network is built using multiple camera devices that 

can communicate with each other, and the travelling paths of 

people in the target area are tracked by repeatedly 

transmitting and receiving feature data between camera 

devices and re-identifying people. The load on the server 

itself can be distributed to the clients while the sum of the 

load is almost the same as the load in the centralized case. 

If re-identification fails, the system cannot track the person. 

Thus, the tracking performance can deteriorate compared 

with the system that a server manages all the cameras. 

However, our proposed system can distribute the 

communication and processing loads arose on the server in 

the above system. 

3.2 Tracking Method 

In this section, we describe the process flow of person 

tracking using camera device network. The proposed method 

is based on the following four assumptions.  

•All camera devices that are connected to the camera device

network can communicate with each other and transmit 

feature data.  

•All camera devices have a neural network model that

calculate the feature values of a captured person. The input of 

the model is him/her image. Each camera device gets the 

images from their connected cameras. 

•The locations and the angles of the cameras are fixed, and

the positioning of all cameras is assumed to be known in 

advance.  

• All camera devices can estimate the direction of

movement of a person using the coordinate and the interframe 

information. 

Under the above assumptions, the camera devices 

connected to the computer network track the travelling path 

of a person by repeatedly transmitting feature data and 

judging whether the person is the same person. The following 

is an overview of the process flow when a person is 

successfully tracked between Camera A and B.  

1. Camera A captures a new person X.

2. Camera A detects a person, acquires a person image,

and computes the feature of the person X using a neural

network model.

3. The destination camera device is determined by the

destination determination method (detailed in Section

3.4) and the feature X is transmitted.

4. Camera B adds the feature X to the gallery.

5. A person moves and is captured by Camera B.

6. Camera B computes the feature values and compares

them with the feature values X in the gallery to

determine that they are the same person or not.

7. The fact that the person captured by Camera A was also

captured by Camera B indicates that the person moved

from A to B.

Figure 2 shows an image of a person re-identification 

process. In Fig. 2, there are two separate images of people on 

the left side, and they are input to the same neural network 

model (NN model). The distance between the output features 

is calculated. The distance is between the features is used to 

judge whether the persons in the images are the same person 

or not.  

3.3 Processes for Each Camera 

The flow of processes executed by each camera device is 

shown below.  

1. A person is captured by the camera.

2. Obtain bounding boxes and calculate features with NN

models.

3. Person identification by comparing the calculated

features with those in the gallery.

4. If these match, go to 7.

5. If these do not match, the feature data are transmitted

to a camera device that is determined using the

destination determination method (see Section 3.4)

because the person is a newly detected person. The

received camera device adds the feature data to the

gallery.

6. Return to 1.

7. Notifies the server that a person has been detected.

8. The feature data of the person are again transmitted to

the camera device determined using the destination

determination method. The received camera device

adds the feature data to the gallery.

9. Return to 1.

3.4 Destination Determination Method 

In this section, we describe a method for determining the 

destination camera device for transmitting feature data to 

another camera. When a person is captured by one camera, it 

is assumed that its feature data needs to be transmitted to 

neighboring camera devices to track the person. This is 

because the cameras neighboring to the camera device that a 

Figure 2: An image of a person re-identification process 
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person captured is likely to be captured in the next. However, 

in the method where the feature data are transmitted only to 

the neighboring cameras, there is a possibility that the 

tracking of a person fails if the neighboring cameras fail to 

detect the person. One of the solutions for avoiding the 

failures is transmitting the feature data to further neighboring 

camera devices (the neighboring camera devices of the 

neighboring camera devices, etc.). Therefore, in the proposed 

method, we introduce a parameter N that indicates the number 

of the communication hops from the source camera device to 

transmit the feature data. 

As described in Section 3.2, camera devices can predict the 

direction of moving people, and therefore, it is possible to 

limit the transmission destinations by using the direction. 

That is, the direction of movement can be used to limit the 

transmission destination. The transmitted feature data are 

deleted after a certain time has elapsed, preventing feature 

data that are not used for tracking from remaining in the 

gallery.  

Based on the above approach, we propose two types of 

methods for determining the transmission destination. The 

image of each method is shown in Fig.3. The first one is to 

transmit feature data to all the neighboring cameras within N 

hops when a person is captured by a camera device. The value 

of the parameter N influences the success rate of the person 

tracking. However, it is difficult to get the success rate by 

mathematical analysis from the value of N. Therefore, N 

should be determined so that the success rate satisfies the 

application requirement by the trial and error. The 

transmission timing is when the moving direction of the 

person is predicted. After the reception, the camera devices 

that are not likely to capture the person need to delete the 

feature data from the gallery (the proactive method). The 

other one does not transmit feature data when a person is 

captured by a camera device but transmits feature data to the 

camera devices that exist in the destination direction when the 

direction of the person is predicted (the reactive method). 

3.4.1 Proactive Method 

The flow of the proactive method is shown in Fig. 4. The 

gray areas in the figure represent roads. The people walk on 

those areas. For simplicity, the roads are grid-shaped as 

shown in the figure, but the same process can be applied to 

roads that are not grid-shaped. The camera devices are 

assumed to be located at each intersection, and the locations 

of the camera devices are marked with the numbers (1 to 6). 

The parameter N is set to 2, which indicates how many 

cameras are to transmit the feature values to the next camera. 

Procedure 1 shows how the features are transmitted when a 

person is detected by Camera 1. Camera 1 transmits the 

feature data of the person to the surrounding N (= 2) camera 

devices when it detects a person. (Cameras with red numbers 

are the those hold the feature data.)  

In Procedure 2, the person moves from the area that Camera 

1 shoots to the area that Camera 2 shoots. Camera 1 judges 

that Camera 2 is the camera that may capture the person in 

the next based on its direction. 

Figure 5: Processes for each camera device in the proactive 

method 

Figure 3: Time to start communication under 

our proposed method. 

Figure 4: The flow of the proactive method 
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In Procedure 3, Cameras 4 and 6 are notified to remove the 

feature values from the gallery. This avoids the cameras that 

are unlikely to capture the person from continuing to have the 

feature values and reduces the number of candidates for the 

person re-identification.  

Figure 5 shows the processes for each camera device in the 

proactive method. In the proactive method, when a new 

person is captured in the field of view of a camera, it 

calculates the feature values of the person. Then, the camera 

device determines whether the captured person is the same 

person that other camera devices capture before, by 

calculating the distance among feature values. When it finds 

the same person, it transmits only the information that the 

person was captured to the server. In the proactive method, 

after that, the camera device transmits the feature data of the 

captured person as well as own Camera ID to N (at maximum) 

neighboring camera devices. In this case, the system can 

avoid duplicate transmissions because it is possible to find the 

camera devices to which the feature data has been transmitted 

in the past from the list of camera IDs. If the same person is 

not found, it is assumed that the person is a new person and 

the feature data is transmitted to all camera devices to N (at 

maximum) neighbors. If the direction of the person is 

predictable from the direction and the location information at 

the time of frame-out, the number of galleries for person re-

identification can be reduced by notifying the camera devices 

to delete the feature data stored that is not likely to capture 

the person. 

3.4.2 Reactive Method 

The flow of the reactive method is shown in Fig. 6. The road 

and the camera devices deployment are the same as the 

example for the proactive method in the previous subsection. 

Unlike the proactive method, the reactive method starts 

transmitting feature data after the moving direction of the 

person is found.  

Procedure 1 shows the movement of the person from the 

area that Camera 1 shoots to that of Camera 2. In Procedure 

2, the feature values are transmitted only to the camera device 

that exist in the direction of the person when Camera 1 detects 

it. We assume that the direction is predictable based on the 

travelling path of the person in the camera's field of view, 

such as the trajectory of the person and the position at which 

the person frames out.  

 The reactive method has the advantage of reducing the 

amount of communication because each camera device 

predicts the direction in which a person is moving and 

transmits the feature data only to the camera devices that exist 

in the direction. On the other hand, if the direction of the 

person cannot be predicted correctly, the feature data are not 

transmitted to the camera devices in the direction of the 

person, thus the tracking fails. If the terrain is complex, or if 

it is considered difficult to correctly predict the direction of a 

person due to the positional relationship among cameras, the 

probability of tracking failures can be high.  

Figure 7 shows the processes for each camera device in the 

reactive method. In the reactive method, as in the proactive 

method, each camera device calculates feature data and re-

identifies people when a new person is captured in the field 

of view. However, the feature data are not transmitted 

immediately, but only to the N neighboring cameras in the 

direction of their movement after predicting them based on 

their trajectories.  

4 EVALUATION 

To evaluate the amount of communication traffic generated 

when tracking a person under our proposed method, we 

created a simulator and measured the performances. This 

section inscribes the simulator specifications, evaluation 

items, and the results. Because there are no existing methods 

that transmit feature data in camera networks, we show only 

the performance of our proposed method. 

4.1 Simulation Specifications 

To systematically evaluate the performance of our proposed 

methods, we assume that the roads are grid-shape as shown 

in Fig. 8. A camera network is built with camera devices that 

can communicate with each other and are located at each 

intersection.  

Figure 6: The flow of the reactive method 
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All camera devices have a neural network model for feature 

extraction. The input data of the model is the face images of 

the humans recorded by the camera devices. The output data 

of the model is the feature values of the inputted face images. 

Accordingly, we assume that each camera device judges 

whether the persons in the images are the same person based 

of the distance values between their feature values. The 

feature values are the output data of the model. Regarding 

about the features used in the neural networks, they depend 

on the models. 

We use three different maps to simulate various map sizes, 

as shown in Fig. 8. The figure shows cameras (assuming these 

can capture both vertical and horizontal streets) arranged in a 

grid where the square of the number of streets is the number 

of intersections. One section of the grid is fixed by 10 meters. 

The map becomes larger as the number of cameras increases. 

 4.1.1 Parameters 

We change the following five parameters in the simulator. 

•The parameter to determine the number of the camera

devices that receive the feature data. When the value is

N, the feature data are transmitted to N neighboring 

camera devices. 

•The number of persons flowing into the tracking area per

a second.

•The number of camera devices deployed in the tracking

area was assumed to be either between 4 and 49.

•Since a person entering an intersection is not always

detected by the camera, the detection probability can be

changed as a parameter ranging from 0.0 to 1.0. This 

value depends on perspective, lighting, and resolutions 

in real situations, but these conditions are various and 

thus we give the probability as a parameter. 

•We establish the communication bandwidth allocated for

transmitting feature data, facilitating the calculation of

transmission delay time. 

4.1.2 Performance Indexes 

As one of the indexes of the communication load on the 

cameras, we use the amount of communication traffic. The 

communication traffic of the feature data generated when a 

person moves in a map under the conditions of set parameters. 

Our developed simulator can calculate and output the delay 

time required for transmission by setting the communication 

bandwidth. We calculate the success rate of tracking from the 

delay. If the delay is longer than the time needed to move a 

person one block, the tracking fails.  

4.1.3 Person Travelling Model 

People walk at a speed of 1 meter per a second. Since one 

section of the grid is 10 meters long, the time between one 

camera capturing the person and the next is 10 seconds. A 

person enters the map at the upper left corner and exits at the 

lower left, the upper right, and the lower right corners. The 

number of people exiting from each exit is adjusted to be the 

same. 

4.2 Evaluation Results 

We get the results under the following situations. 

4.2.1 Evaluation Items 

The change in the communication traffic under the 

condition of different number of the camera devices and 

different people inflow. 

The change in the tracking success rate in the proposed 

method changing the communication bandwidth. The 

tracking success rate is the rate that the number of the people 

that are tracked from the time to enter the tracking area to the 

time to exit divided by the number of the entered people. 

When the communication delays among the camera devices 

are all shorter than the one block travelling time of a person, 

the person is tracked in the tracking area. 

Figure 8: A map for the simulation 

(25 camera devices) 
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Figure 9: Communication traffic changing the number of 

crosses (number of camera devices) and the people inflow 
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Comparison of the average communication traffic of the 

server in a conventional method, in which the camera devices 

transmit the feature data to the server with that under our 

proposed method.  

4.2.2 Communication Traffic for 

Transmitting Feature Data 

We evaluated how the communication traffic changes when 

the number of cameras is changed to between 4 and 49, and 

when the number of people per second is changed to 1, 2, 3, 

or 4. In this evaluation, we assume that the communication 

traffic for one set of feature values is 22.586 [Kbit] assuming 

a 50-dimensional vector of float32 as the feature data. In 

addition, three 16-bit regions are allocated to record IDs for 

identifying the person and the cameras that have passed 

through. This results in a total of 48 bits of header information 

being appended. This value is the average data size of the 

actual features in the data set. Also, this is an example setting. 

The detection probability for each camera device is set to 0.8. 

The results are shown in Fig. 9. The vertical axis represents 

the communication traffic for transmitting feature data. The 

unit is Kbps. The horizontal axis represents the number of 

crosses. From the results, it can be considered that there is a 

proportional relationship between the number of people and 

the communication traffic. In the proposed method, the 

communication traffic ranges from 15 [Kbps] to 24 [Kbps] 

when the number of the camera devices is between 4 and 49 

and the number of people per second is between 1and 4. The 

number of cameras can be calculated from the number of 

crosses, as in Fig. 8.  

Figure 10 shows a graph of the communication traffic per 

number of cameras when the number of people per second is 

set to 1. The vertical axis indicates the communication traffic, 

and the horizontal axis represents the number of crosses. 

From this graph, it can be considered that there is a 

proportional relationship between the number of cameras and 

the number of transmissions. When the number of crosses 

exceeds 4, the communication volume reaches a certain limit, 

which, according to the experimental results of proactive 

method, is 15.9 [Kbps] to 16.4 [Kbps]. In this experiment, 

camera bandwidth was constant at 4.6 [Kbps]. It is considered 

that if the number of cameras is increased, after the start of 

the simulation, the communication delay will increase, and 

the tracking will not be successful. The communication traffic 

seems to have reached a certain limit.  

4.2.3 Tracking Success Rate 

To track a person without tracking failures due to latency, 

it is necessary to provide more bandwidth than the amount of 

communication generated. If the amount of communication 

per second generated by tracking exceeds the bandwidth 

provided, the delay in transmitting feature data will increase 

as tracking continues, and the delay will diverge to infinity.  
 For example, if the number of the camera devices is 20 and 

the number of people per second is 1, the amount of 

communication generated by the proactive method is 73.9 

[Kbps]. If the bandwidth is only 46 [Kbps], the tracking of a 

person travelling at the beginning will succeed, but the 

tracking of a person travelling after a certain time will not 

succeed because the transmission delay will be too large. 

Figure 11 shows the simulation result for this situation. The 

horizontal axis represents the number of people per second, 

and the vertical axis is the total of average communication 

traffic for successful tracking. Assuming that the 

communication protocol is LoRa, we set the bandwidth by 46 

[Kbps]. One of the merits of LoRa is low power consumption. 

LoRa can contribute to the recent trend of energy saving. 

Therefore, we assume the system environment in that such an 

energy saving communication protocols are used. These 

protocols unfortunately have a drawback that the 

communication speed is also low. The detection probability 

is set to 0.9. The success rate of the tracking becomes 0 when 

the number of people flowing into the tracking area increases 

Figure 10: Communication traffic changing the number of 

crosses (number of camera devices) 
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and the amount of communication exceeds the bandwidth. 

This indicates that if the bandwidth is not sufficient for the 

number of people through the area, the tracking will fail due 

to delay.

4.2.4 Features Data Size by Resolution 

To compare the amount of communication by features 

according to the number of pixels, the average feature data 

were calculated for each image size of 320 × 240, 640 × 480, 

1280 × 960, and 2560 × 1920, assuming face recognition 

using the OpenCV library's cascade classifier. The feature 

data sizes for each of the four resolutions are shown in Fig. 

12. The average communication traffic (amount of data

received per unit time) for the proposed method was

simulated and compared. The video bandwidth was set to 460

[Kbps], which is 10 times the roller video bandwidth. The

arrival time interval was set to 1 second. The simulation

results are shown in Fig. 13. The horizontal axis is the average

feature data size. The vertical axis is the communication

traffic, which ranged from 17.5 [Kbps] to 248.1 [Kbps]. From

this figure, it can be observed that the proposed reactive

method can communication traffic according to the feature

data size if the video bandwidth is 46.0 [Kbps], whereas the

conventional method can only perform to 58.7 [Kbps] to

183.7 [Kbps].

4.2.5 Comparison of Communication Traffic 

We simulated and compared the average communication 

traffic of the server (the amount of data received per unit of 

time) and that under the proposed method. This traffic arises 

when all the feature data of the people captured by a camera 

device are transmitted to the server or other camera devices. 

The simulation results are shown in Fig. 14. The horizontal 

axis is the person detection probability explained in Section 

4.1.1. 

The communication traffic for each camera device in our 

proposed method is reduced about 12th at most compared to 

the average communication traffic under the conventional 

method, in which the server identifies the same person on the 

server. This indicates that the load that was concentrated on 

the server in the conventional method is distributed to each 

camera device under our proposed method. 

5 CONCLUSION 

A human tracking scheme in which each camera device 

transmits the camera image to a server causes a large 

communication and processing loads on the server. This 

lengthens the delay for tracking and deteriorates the tracking 

success rate. Hence, in this research, we proposed a human 

tracking method in which each camera device transmits 

feature values of captured people among camera devices. We 

focus on the problem that the processing load of the server 

increases in proportional to the number of the cameras, not 

the absolute value of the processing load itself. We proposed 

two methods to determine the timing for camera devices to 

transmits feature data to other cameras. We developed a 

simulator for the evaluation and simulated the situation in that 

the number of the camera devices is between 4 and 49, and 

the tracking area is a grid-shape roads. From the simulation 

results, we have found a possibility that it is possible to 

significantly reduce the average traffic per camera device 

compared to the average traffic on the server. 

Our future work includes the evaluations of the recognition 

rate and the comparison between that of centralized case and 

that of the decentralized case. Moreover, we will focus on the 

processing load reduction of the cameras in the future. 
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Abstract - Reports of damage posted to social networking 
services (SNSs) by residents of disaster-stricken areas at the 
time of a disaster are expected to be of great use. They may 
be a valuable source of information in areas where it is dif-
ficult to install, operate, and maintain observation devices or 
where devices are missing. However, their effective use for 
damage assessment has not yet been determined. Therefore, 
a study on the complementary use of SNS data for flood anal-
ysis using data assimilation to improve damage assessment 
is urgently needed. In this paper, we report the evaluation 
results of data assimilation assuming that SNS data can be 
collected stably, and we discuss how useful SNS data are for 
flood damage assessments.

Keywords: flood estimation, state-space model, temporal-
spatial analysis, data assimilation

1 INTRODUCTION

There are concerns that the risk of floods will intensify on a 
global scale. The Fifth Assessment Report of the In-
tergovernmental Panel on Climate Change (IPCC) stated that 
global warming is gradually progressing, and it is likely that 
the frequency and intensity of rainfall will change accord-
ingly [1]. There are many areas worldwide where the fre-
quency and intensity of heavy rain and flooding are increas-
ing [2], [3]. Among the measures against flood damage, ob-
serving rainfall, rivers, and flooding and understanding the 
changing situations of rainfall and rivers as well as their in-
fluences enable people to determine what actions should be 
taken and to take effective steps to prevent or mitigate dam-
age. Many previous studies have attempted to estimate flood 
risks using area vulnerability. For example, in [4], the flood 
risk in the city was estimated with a detailed spatial resolu-
tion of approximately 2 meters. [5], [6] conducted research to 
estimate index-based flood risk using a theoretical hydraulic 
engineering model. Furthermore, a Chinese case in [7] ex-
amined recognition of risks during the 1997 Red River flood 
situation. Studies are actively conducted to correctly analyze 
risks by presenting risks to people in affected areas and rais-
ing awareness of individual flood risks, which can lead to mit-
igation behavior [8], [9].

However, these previous studies are not temporal estima-
tion methods; rather, they are static estimation approaches 
used to calculate maximum water level. A static estimation 
result is a risk estimation in which the risk value might change 
due to rainfall fluctuations. Considering evacuation behavior,

dynamic risk estimation is required because flood situations
change very rapidly with flooding phenomena over streets due
to water overflowing from small rivers and waterways spread-
ing throughout the city in a complicated manner and due to
rainwater that cannot be completely drained. Therefore, it is
necessary to calculate the high temporal-spatial flood level,
which fluctuates according to the rainfall situation, to under-
stand risk with a high temporal resolution for guiding evac-
uation behavior. Our research goal is to detect flooding as
time-series data with only a limited number of observation
devices.

This paper investigates whether SNS data can be used to
assess flooding. SNS data are effective for determining flood
levels even in places where it is difficult to install, operate,
and manage observation devices. Although there have been
many studies on flood damage detection using SNSs, their ef-
fectiveness has not been clarified, and the amount and content
of data collected are not fixed depending on the flood damage
case. This paper validates the SNS data using the following
procedure based on our state-space model (SSM), which was
used in our previous research. The purpose of SNS data val-
idation is to investigate whether SNS data can contribute to
the accuracy of flood assessment and under what conditions
SNS data can improve accuracy.

Then, we also suggest a system for an appropriate SNS use
case that could further improve the accuracy of flooding as-
sessment by adding SNS data as well as observation data and
calculating flooding conditions for the entire affected area. To
realize this system, it is necessary to validate the effectiveness
of the SNS data.

We generate quantified SNS data from flood simulations in
this paper. To generate the SNS data, we use time-series data
collected from observation devices at multiple locations. The
results of flood analysis simulation were assimilated using the
time-series data to simulate the SNS locations, the timing of
postings, and numerical flood levels. Then, we determine the
errors in the simulated SNS data. Afterward, we regenerate a
flood level at the observation location based on the simulated
SNS data with errors and examine the error accuracy against
the data assimilation accuracy.

2 RELATED WORKS

2.1 Flood Monitoring

Traditional river sensors [10], [11] have succeeded in de-
tecting disaster signs in large-scale rivers, which have the ad-
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vantage of stable monitoring and the disadvantage of instal- 

lation limitation (i.e., very large equipment, high installation 

cost of several million dollars, and complicated preconfigura- 

tion). Improvements in installation limitations enable the pos- 

sibility of a large number of sensor installations and reliable 

detection to improve monitoring sensors with higher resolu- 

tion. Flood prediction, hydrological techniques [12] or artifi- 

cial neural networks [13], [14] are proposed as high prediction 

methods. Predicting rising river levels has resulted in highly 

precise river inflow in the view of large-scale river analyses. 

However, these previous methods cannot predict the flooding 

of smaller rivers and waterways. This is because complex wa- 

ter flow prediction requires analyzing complicated relation- 

ships among a plurality of confluent rivers and factoring in 

the impact of rainfall dynamics. 

2.2 Risk Estimation with Higher Spatial 

Resolution 

Various studies have already attempted to generate infor- 

mation about places that are dangerous. In case studies, such 

as [15], [16], their research aimed to present risks on maps. 

Sinnakaudan et al. [15] developed an ArcView GIS extension 

as an efficient and interactive spatial decision support tool for 

flood risk analysis. Their extension is capable of analyzing 

computed water surface profiles and producing a related flood 

map for the Pari River in ArcView GIS. In another GIS-based 

flood risk assessment, Lyu et al. [16] studied the Guangzhou 

metro system’s vulnerability. Their results showed the vul- 

nerability of several metro stations using the flood event that 

occurred in Guangzhou on May 10, 2016. 

Some studies have proposed modeling methods that collect 

data strictly as input data [4], [17], [18]. Ernst et al. [4] pre- 

sented a microscale flood risk analysis procedure as a 2-meter 

grid, relying on detailed 2D inundation modeling and on a 

high-resolution topographic and land-use database. However, 

detailed risk estimation requires detailed data measurements, 

such as laser altimeter data, and it is not realistic to measure 

these data in all areas. 

2.3 Flood Detection through Social 

Networking Services 

Another way to learn about flooded areas is through social 

networking services (SNSs). Kim et al. [19] stated that so- 

cial networking is the fourth most popular information source 

for accessing emergency information. Then they applied so- 

cial network analysis to convert emergency social network 

data into knowledge for the 2016 flood in Louisiana. Their 

objective was to support emergency agencies in developing 

their social media operation strategies for a disaster mitiga- 

tion plan. This study explored patterns of interaction between 

online users and disaster responses. 

Sufi et al. [20] designed a disaster monitoring system on 

social media feeds related to disasters through AI- and NLP- 

based sentiment analysis. Their system has a mean accuracy 

of 0.05. They report that their system shows potential disaster 

locations with an average accuracy of 0.93. Teodorescu [21] 

designed a method to analyze SNSs for forecasting and relief 

and mitigation measures. His method analyzes SNS-related 

time series with the aim of establishing correlations between 

the disaster characteristics and the SNS response. Although 

studies using SNS have been applied in many flood damage 

cases, SNS data are not always posted as expected, and the 

accuracy may not be achieved as reported in these studies. 

2.4 Issues and Approaches 

To find safe evacuation routes, it is important to determine 

the situation regarding the roads in urban areas. Currently, 

flood damage assessment is based on two methods: numeri- 

cal simulation (e.g., flood analysis) and monitoring using low- 

resolution ground observation data (precipitation and river wa- 

ter levels). 

Numerical simulations are based on differential equations 

for flood flow in urban areas for a given amount of precipi- 

tation, and the maximum flood level in a detailed given area 

(e.g., a 10-m grid) is calculated. Based on the calculated re- 

sults, areas that are anticipated to be hazardous during heavy 

rainfall are published. However, the analysis uses an ideal 

model that assumes fixed parameters, such as the amount of 

precipitation, its runoff coefficient, and the outflow conditions 

of drainage channels. Therefore, in urban areas with complex 

rainfall distributions and land uses, the analytical results and 

actual flood levels will differ. As a result, flooding of roads 

occurs prior to the announcement of warnings and evacuation 

information, leading to damage. 

On the other hand, monitoring establishes thresholds for 

dangerous water levels at specific locations where there is 

concern about road underpasses and river breaches. This 

method involves situation monitoring to detect the 

occurrence of flooding based on observation data. This 

method easily assesses   the actual damage but has limited 

observation points. 

SNS data are expected to solve these monitoring limita- 

tions. As indicated in the previous section,  the importance 

of SNSs in flood damage detection has long been known and 

has been applied in many flood damage cases. However, there 

is a fundamental problem with water damage detection using 

SNS. That is, SNS data are not necessarily posted in every 

case. While it may work effectively in floods with a high 

number of postings, it is highly likely that it will not be as 

accurate as reported in floods with a low number of postings. 

In particular, it may be difficult to post while ensuring safety 

in heavily damaged areas, and communication problems may 

prevent posting. We are convinced that these problems are 

obstacles to the effective use of SNSs for flood damage detec- 

tion. Therefore, in this paper, we investigate how much SNS 

data regarding the number of postings, their contents, and the 

timing of postings would be effective for damage assessment. 

We intend to develop a system for improving the accuracy 

of flood level estimation through data assimilation using het- 

erogeneous data for investigation in this paper. We have previ- 

ously proposed a method for estimating the expansion process 

of flooding by applying data assimilation using heterogeneous 

observation time-series data to simulate flood analyses. Our 

estimation method showed a significant improvement, with an 

error of less than 9 cm. We are planning to add SNS data to 

this estimation method to further improve its accuracy and to 
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the time of the flood as simulated measurement values. Based
on simulated measurement values, 3⃝an SNS generator gener-
ates simulated SNS data. Using simulated SNS data collected
in this phase, we perform 4⃝data assimilation that combines
flood analysis simulations and observed data, and calculate
under what conditions the SNS data should be collected to
improve flood estimation accuracy. The process of generat-
ing simulated SNS data here involves data analysis in a cyber-
physical system. By feeding the analytical results back to the
data assimilation process, that is, the physical space, we ex-
pect to improve the accuracy of data assimilation and dissem-
inate contributions by the SNS Promotor. The purpose of this
research is to verify the accuracy of flood estimation using
simulated SNS data and to determine the accuracy, precision,
and timing of postings on SNSs that can be used in times of
disaster.

3.3 Main Objective of This Paper

Of the three phases required to develop our system, this
paper focuses on Phase 1: SNS Data Validation. This phase
is shown in the blue box in Fig. 1. The objective is to in-
vestigate whether SNS data containing various errors (some-
times the errors are considered to have a significant impact)
are effective in improving the accuracy of data assimilation
and flood estimation. The 3⃝′validation data are simulated as
expected data that would be posted based on the characteris-
tics of the SNS data. We use Twitter as the SNS data source.
These SNS data contain various errors in location, timing of
postings, and flood water levels. However, these data are gen-
erated by a simple simulation and are not fully replicated in
the SNS data.

When using SNS data for analysis, we need a process to
convert text- and image-based posts into numerical values.
The quantification of SNS data does not ensure an accurate
calculation of flood levels, since the data representation of
text-based SNSs is ambiguous; thus, it affects the quantifica-
tion of flood levels. SNS data reporting water levels during
flooding could include measurement of water levels (e.g., 30
cm) or be expressed in comparison to a body (e.g., up to his
or her knee). Not only water levels but also location and tim-
ing contain errors in quantification, depending on the type of
data representation. We investigate the SNS data impact con-
sidering this error on statistical flood analysis, such as data
assimilation.

3.4 SNS Data Validation for Data Assimilation

The basic idea of Phase 1 is described as follows: SNS
Data Validation for Data Assimilation in this paper is illus-
trated in Fig. 2(a), state-space model (SSM) using SNS Data.
The purpose of SNS data validation is to investigate whether
SNS data can contribute to the precise estimation of flood as-
sessment and under what conditions SNS data can improve
accuracy. Since we are unable to determine the error rate
contained in the SNS data collected at the time of flooding, we
generate alternative quantified SNS data from simulations. To
generate the SNS data, we use time-series data collected from
observation devices at multiple locations. The results of flood

(a) SSM: Observation Data

(b) SSM: SNS Data

Figure 2: SNS Data Validation for Data Assimilation
(st1,...,i:observation location, mdk:SNS data posting

location)

analysis simulation are assimilated with the time-series data
to simulate the SNS locations, the timing of postings, and nu-
merical flood levels (Fig. 2(b)( i )). For this data assimilation,
we used the spatial-temporal SSM proposed in our previous
study [22](Fig. 2(a) SSM using Observation Data). Note that,
a spatial-temporal state-space model in this paper, is applied
without using the waterway and sewer data used in the pre-
vious study [22], because these data are generally limited in
availability.

Then, we determined the errors in the simulated SNS data
(Fig. 2(b)(ii)). This process assumes the errors in location,
time, and water level value that are present in the textual data
of the actual SNS data. Afterward, we regenerate a flood level
on the observation location based on the simulated SNS data
with errors and examine the accuracy of the errors on the data
assimilation accuracy (Fig. 2(b)(iii)). This regeneration uses
a state-space model that applies the state-space model of the
previous study [22] toward the spatial direction. Here, if there
is a small difference between the time-series data and the data
assimilation results at the observation location, the SNS data
are applicable to flood assessment by data assimilation. In
contrast, if the data assimilation accuracy is low despite the
small error appended to the simulated SNS data, then there
are problems using the SNS data.

3.4.1 Process( i ) Simulated SNS data for Flood Analysis
Simulation

The process flow is shown in Fig. 3. In process( i ), the results
of the flood analysis simulation are assimilated with time-
series data collected from observation locations to simulate
the locations, timing of posting, and flood water level values.
This section outlines the spatial-temporal state-space model
used in our data assimilation. The basic flood analysis is
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Figure 3: SNS Data Process Flow (st1,...,i:observation
location, mdk:SNS data posting location)

based on a conventional simulation that uses a surface flood-
ing model. This method calculates the amount of runoff at
each grid location by expressing the flooding flow as a con-
tinuous equation and motion equations.

A continuous equation is defined as follows.

∂h

∂t
+

∂M

∂x
+

∂N

∂y
= 0 (1)

The motion equations are given as follows:

∂M

∂t
+

∂UM

∂x
+

∂VM

∂y
+ gh

∂H

∂x
+

1

ρ
τx(b) = 0 (2)

∂N

∂t
+

∂UN

∂x
+

∂V N

∂y
+ gh

∂H

∂y
+

1

ρ
τy(b) = 0 (3)

Each parameter is defined as t: time, H: water level, h:
flood level, U : flow velocity (X direction), V : flow velocity
(Y direction), g: gravity acceleration, ρ: water density, M :
flux (X direction), and N : flux (Y direction) (M = uh, N =
vh).

Here, the shear force in the x direction τx(b) and the shear
force in the y direction τy(b) are defined as follows.

τx(b) =
ρgn2U

√
U2 + V 2

h
1
3

(4)

τy(b) =
ρgn2V

√
U2 + V 2

h
1
3

(5)

The roughness coefficient n (the resistance value of river
water to touch obstacles) can be expressed as follows, consid-
ering the influence of a building.

n2 = n2
0 + 0.020× θ

100− θ
× h

4
3 (6)

（n:bottom roughness coefficient, no:composition equivalent
roughness coefficient,and θ:building occupancy rate)

Equation (1)-(3) calculates flood level h for each grid, ac-
counting for the runoff from the inside of the sewer line to the
ground surface and the flooding to the ground surface due to
rainwater. For the above equations, the inflow into each grid
represents the flux into each grid from adjacent grids and the
effect of buildings on the inflow in each grid.

We define D as the two-dimensional space corresponding
to the region of interest and divide D into m grids of d meters
each. Let si ∈ D denote the location coordinates of each
grid (si is denoted by i). Using equation (1)-(3), we calculate
ht(i) for the flood level of each grid at time t.

Then, using the state-space model, we estimate the flood
level of grid sk from the observations y(i)t collected at the ob-
servation location at time t. Grid sk(k = 1, 2, 3....,m) is the
location indicated by the SNS data. The state-space model is
represented by two types of observation equations; the flood
analysis simulation result ht(i) at grid si, and the difference
between the flood analysis simulation and the observed value
at the observation location. This state-space model is defined
by the equations (7)(8)(9).

y
(i)
t = Str

(i)
t +G

(i)
t x

(i)
t + e

(i)
t (7)

r
(i)
t = r

(i)
t−1 + v

(i)
t (8)

x
(i)
t = x

(i)
t−1 + u

(i)
t (9)

The r
(i)
t denotes the state at time t and v

(i)
t denotes noise.

The term G
(i)
t x

(i)
t represents the total inflow/outflow, and

x
(i)
t is the difference between the flood analysis simulation

results and the observed values. The u
(i)
t denotes the noise

at time t. G
(i)
t is the adjacency matrix indicating the spatial

component.

3.4.2 Process(ii) Appending Errors to Simulated SNS 
Data

Now, in process(ii), we append the error component to the 
simulated SNS data. Actual SNS data show a variety of rep-
resentations of water levels. For example, “It is flooded up to 
my knees,” “The car is flooded,” or pictures are posted with 
comments such as “It is raining so hard.” This paper consid-
ers SNS data that express water levels in words or show flood 
condition. The flood level ht(k) indicated by the SNS data is 
assumed to contain an error component e. The represen-tation 
type of the SNS data is considered to be a factor that causes 
errors due to the quantification of the SNS data (Table 1). We 
assume that the type of data representation occurs for each of 
the posted location, time, and water level values. For water 
level values, SNS data can be expressed in the form of 
measurement, comparison with an object, or description of 
the situation. In the case of measurement, it is considered to 
be measured by a guess, which results in a difference from 
the actual water level.

When compared with objects, water levels are explained 
based on objects such as knee height or up to the ankles, but
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the sizes of these objects vary from each user, so even if quan-
tified, they differ from the actual water level. Although this
is only an assumption, the average length below the knee for
Japanese people is 46.7 cm for males and 42.9 cm for females,
a difference of approximately 4 cm even in the average value.
In the describing the situation, the data mostly describe the
flooding aspect, with little mention of water levels; conse-
quently, it is expected that quantification itself is often dif-
ficult. In cases of pictures showing flood conditions, errors
could be contained during the estimation process of convert-
ing the images to numerical data.

For information representation of location, the following
information can be considered: GPS, address, road/river, land-
mark, and city/town name. When GPS data are attached to
SNS data, the exact location at the time of posting can be re-
flected in the quantified SNS data. However, if the location
indicated by the posted message differs from the location at
the time of posting, there is an error compared with the posted
location. The same error occurs for other types of data rep-
resentations. In some cases, addresses of flooded areas are
posted for rescue in flooding situations. Although there may
be an error of a few meters, the location information would be
approximately correct. If a road/river is described as a loca-
tion, it is considered difficult to determine the exact location
from the text content itself. In the case of landmarks, the data
may indicate the location in front of the landmark, whereas
it is also possible that the data indicate the location where
the landmark is visible, in which case a large error of ap-
proximately 100 meters or more would occur. For city/town
names, we consider a significant error of several kilometers
when identifying the location due to the wide range of areas
indicated by the data.

For the time information, the following three forms are
considered: timestamp, comparison, and date/time range. The
timestamp shows the exact date and time in the simulated
SNS data. For comparison, it is considered to be a popu-
lar form of time; nevertheless, representations, such as ”just
now” are likely to include an error of several tens of minutes,
as the sense of time differs among individuals. Additionally,
it is assumed that there are many cases describing a range of
dates/times, such as ”approximately 21:00” or ”this evening”.
While errors are expected to be small for numerical time rep-
resentation, in the case of ”night” and other representations,
errors are likely to be on the order of several hours. Further-
more, as with location, there are cases in which the time of
posting also differs from the time of flooding. This difference
may result in a significant error in the time representation.

We define the error components at location sk, resulting
from the quantification, as the error in the representation type
e∆v,∆l,∆t(k), the error relative to the posting location/time
ζ∆l′(k), and the error from the time of posting ζ∆t′(k).

3.4.3 Process(iii) Flood Level Estimation and its Valida-
tion

Process(iii) regenerates the time-series data for the observa-
tion location to investigate the error impact on the data assim-
ilation accuracy based on the simulated SNS data with error
ht(k) + e∆v,∆l,∆t(k) + ζ∆l′,∆t′(k). Here, we employee a

Table 1: SNS Data Representation Types

Data Types Example
Level measurement 30 cm

comparison knee height
description looks like river

Location GPS 34.9104, 135.8002
address 1-1 Gokasho,Uji-city,

road/river Route 24
landmark In fromt of Kyoto Station

city/town name Uji city
Time timestamp 2022/7/8/21:00

comparison just now
range approximately 21:00

state-space model that utilizes the model detailed in 3.4.1 in
the spatial direction. For equation (7)(8)(9), at time t, the
simulated SNS data ht(k) + e∆v,∆l,∆t(k) + ζ∆l′,∆t′(k) is
substituted into y

(i)
t to estimate the flood level h′(k′) of the

target location sk′ . Simulated SNS data on a particular loca-
tion is not continuous time-series data. Thus, there is only
one t in the simulated SNS data, and the state-space model in
process(iii) is applied only applied spatially.

The difference between the restored water level h′(k′) and
the actual water level h(k′) is shown as the effect of the error
component e∆v,∆l,∆t(k) + ζ∆l′,∆t′(k) on the data assimila-
tion method. This paper validates the SNS data effectiveness
by comparing flood level h′(i) regenerated from the simu-
lated SNS data at location k with the actual observed water
level h(i).

3.5 Evaluation and Discussion
3.5.1 Evaluation Purpose and Flood Case

This evaluation investigates the data representation effect that
text-based SNSs have on flood level quantification. SNS data
reporting water levels during floods often include the mea-
surement of water levels or are expressed in comparison to a
body of water. In addition to water levels, location and time
also contain errors in quantification, depending on the type
of representation. We investigate the SNS data impact with
these errors on statistical flood analysis, including data as-
similation. Based on the results, we will discuss what SNS
data form would contribute to flood assessments.

Our evaluation is based on SNS data simulated by a state-
space model with observed flood data. We append errors to
the simulated SNS data and observe the effects of the errors.
Then, we determine errors that could occur due to the quan-
tification of the SNS data, as shown in Fig. 4. This paper
uses flood observations collected in Tsushima city, Aichi Pre-
fecture, Japan, from October 22 to 23, 2017, due to rainfall
caused by Typhoon 23. A rainfall amount of 32 mm/h was ob-
served at 23:00 at the precipitation gauge nearest to our target
area (Aisai Observatory, Aichi Prefecture). Using these rain-
fall data as input values, we calculated a flood analysis sim-
ulation with the flood analysis simulation NILIM 2.0. With
the results of the simulated flood analysis, we apply the flood
estimation method using the state-space model. To generate
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Figure 4: Appending Errors to Simulated SNS Data

simulated SNS data, the state-spatial model with observation
data uses water level observation data at waterways collected
every 5 minutes from pressure-type sensors installed at four
locations in the target area.

Detailed information about the observation locations is pre-
sented as follows. Observation locations 1 and 2, and 3 and
4 are on the same waterway. The distance between observa-
tion locations 1 and 2 is approximately 500 meters, and the
distance between locations 3 and 4 is approximately 600 me-
ters. Observation location 4 is connected to the sewer. Two
waterways are approximately 500 meters apart. There are no
floodgates between the observation locations. The difference
in elevation in this area is within 0.30 meters, and the ele-
vation values (elevation model by the Geospatial Information
Authority of Japan) are equal at all four observation locations.
The heights from the bottom of the waterway to the road are
1.01, 1.14, 0.72, and 1.28 meters, and the usual water lev-
els are 0.06, 0.07, 0.16, and 0.31 meters. On the day of the
flood, the installed sensor devices showed, water overflowing
the waterways and flood levels of up to 0.26, 0.25, 0.63, and
0.48 meters above the road.

3.5.2 Evaluation Procedure

The evaluation randomly extracts simulated SNS data accord-
ing to the number of SNS data from the posted area size in
Table 2. Errors appending to the simulated SNS data are pa-
rameterized to indicate fluctuations. The parameters that in-
dicate the fluctuation of each error are shown in Table 2. We
begin by using the number of SNS data posted and the area
size where SNS data were posted as two common parameters.
Subsequently, we adopt four different parameters to generate
the errors as in (1)-(4). We repeat the above procedure five
times and compute the mean value of the estimation. A total
number of 489,637 simulated SNSs appended with the fol-
lowing errors are applied to the state-space model to calculate
the estimated water levels for the four observation sites with
time-series data.

Evaluation (1) There are two types of time information er-
rors originating from the representation of time information:
fluctuations in the estimation of time information from posted

Table 2: Parameters related to Error Fluctuations

Parameters Fluctuations
Number of SNS data 8,24,48,80,120,435

Posted area size (Radius)
10,20,30,40,50,

100[meters]
(1)Posting time lags 10,20,30,40[minites]

(2)Posting location (Radius)
10,20,30,40,50,

100[meters]
(3)Water level value error 0,10,20,30[cm]

(4)Number of fake data (Ratio)
10,20,30,40,50,
60,70,80,90[%]

SNS data, and fluctuations due to the gap between the posted
time and the flooding conditions indicated by the posting mes-
sages. We append these two fluctuations of time information,
e∆t(k) and ζ∆t′(k), to the simulated SNS data as posting
time lags behind flood conditions. The value of the param-
eter: posting time lags in Table 2 adds a delay to the time of
the simulated SNS data.

Evaluation (2) Location errors originating from the repre-
sentation of location information can be considered as fluc-
tuations in location information when location information is
estimated from posted SNS data, and fluctuations due to the
gap between the location indicated by the posted messages
and posting location. These two location fluctuations e∆l(k)
and ζ∆l′(k) are appended to the simulated SNS data as post-
ing location gaps. We randomly swap the location informa-
tion of the simulated SNS data within the radius area indicated
by the parameter: posting location gaps in Table 2.

Evaluation (3) The error, resulting from the information
representation of the water level value, could be the fluctu-
ation of the value when the water level is estimated from the
posted SNS data. Although this fluctuation can have a range
of different values, this paper assumes a fixed parameter for
the error in order to verify the effect of the SNS data. We add
the value indicated by the parameter: water level value error
in Table 2 to the water level in the simulated SNS data.

Evaluation (4) Furthermore, SNS data can be considered
to include the posting of fake data. To evaluate the effect
of the fake data on the assessment of flooding, we substitute
the simulated SNS data with the fake data. We prepare two
types of fake data; fake data that posts under flooding condi-
tions ”no flooding is occurring (water level: 0 m)”, and fake
data that post regardless of the current water level ”flooding
is occurring to the extent of the first floor of a building (water
level: 1.5 m)”. We parameterize the ratio of fake data among
the simulated SNS data to calculate the estimated water level.
Then we substitute 0 or 1.5 meters of simulated SNS data at
the rate indicated by the parameter number of fake data in
Table 2.
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Figure 5: Preliminary result: SSM with Observation Data

Table 3: RMSE: SSM with Observation Data

Location mean minimum maximun
st1 0.19 0.12 0.24
st2 0.20 0.15 0.23
st3 0.38 0.28 0.43
st4 0.28 0.18 0.33

3.5.3 Results

Preliminary result: SSM with Observation Data To com-
pare accuracies, this section shows the estimated flood level
l
(i)
tT ,k using the state-space model with observation data (Fig. 2

SSM using observation data). Of the four observation lo-
cations, we apply the observation data from three locations
(from time t = 0 to t = 50) to ”SSM using Observation
Data” to estimate the flood water level at the remaining one
location (the water level at st1 is estimated using the water
level time-series data at st2, st3, and st4). The estimation re-
sults are shown in Fig. 5. The black lines indicate the actual
observed flood water levels, and the magenta, green, blue, and
orange dots indicate the estimated water levels using the state-
space model. Root Mean Squared Error: RMSE between the
mean of the estimation results and the actual observed values
is shown in Table 3.

In Fig. 5 (a), the estimated water level at st1 was the most
accurate using the data from st3, with an average RMSE of
0.19 meters. The estimated water level for st2 in Fig. 5 (b)
was nearly the most accurate, with an average RMSE of 0.20
meters, using data from st3. Both the estimation for st3 in
Fig. 5 (c) and st4 in and Fig. 5 (d) using data from other ob-
servation locations were less accurate, with average RMSEs
of 0.38 meters and 0.28 meters, respectively. The results of
either estimation resulted in a large difference from the water
level at the flood peak. These results are due to the failure of
the ”SSM using Observation Data” to follow the rising and
falling water levels. In our previous study [22], the maximum

Table 4: RMSE: Result(1)：Posting Time Lags

Time Lags [minutes] 10 20 30 40
mean 0.09 0.10 0.12 0.14

st1 minimun 0.00 0.00 0.00 0.06
maximun 0.42 0.45 0.29 0.24

mean 0.06 0.06 0.07 0.09
st2 minimun 0.00 0.00 0.00 0.00

maximun 0.51 0.42 0.26 0.23
mean 0.16 0.16 0.16 0.12

st3 minimun 0.00 0.00 0.00 0.00
maximun 0.31 0.31 0.30 0.24

mean 0.09 0.09 0.08 0.05
st4 minimun 0.00 0.00 0.00 0.00

maximun 0.52 0.46 0.22 0.31

error was 9 cm because we included data of waterways and
sewers. However, this paper does not use those data, in order
to apply our system in areas where it is difficult to collect the
data. For all observation locations, we found that estimation
using data from distant observation locations resulted in large
errors.

Result (1)：Posting Time Lags This section describes the
results of the estimation when time lags are appended to the
simulated SNS data. The values of the time lags are gener-
ated as delays of 10, 20, 30, and 40 minutes. The RMSEs be-
tween estimated flood levels and actual observations applied
to the state-space model are shown in Table 4. For st1 and
st2, the larger the time delay is, the larger the mean value of
the RMSE is. However, for st3 and st4, the larger the time
lags are, the smaller the RMSE is. When the time delay was
10 minutes, the estimated water level difference was 0.09 me-
ters, an improvement by 10 cm from the estimated value in
3.5.3. The minimum value of RMSE was 0.00 meters for all
sti, equal to the observed value. On the other hand, the max-
imum value of RMSE was 0.52 meters, resulting in a large
error.

We found that the large time lag did not result in a very
significant effect on the estimated water level. One reason for
this may be that the actual flood levels were not large, with a
maximum of 0.6 meters, and there was no sudden water level
rise at any of the observation locations. However, it was found
that the time delay in the SNS data was allowable for a flood
of this scale.

Result (2)：Posting Location Gaps As in the Posting Lo-
cation Gaps we rewrote the location information of the simu-
lated SNS data within a specific area. We randomly changed
the values of the appended location gaps to different location
information from the true location of the area with a radius of
10, 20, 30, 40, 50, and 100 meters. Table 5 shows the RMSEs
of the flood estimation results using simulated SNS data with
location gaps. The minimum value was 0.00 meters, equal
to the actual observed value in all observation locations. For
st1 and st2, the RMSE increases with the location gap. The
mean RMSE for st3 and st4 is approximately the same re-
gardless of the location gap, whereas the maximum RMSE
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Table 5: RMSE: Result(2)：Posting Location Gaps

Location Gaps
[meter] 10 20 30 40 50 100

mean 0.08 0.08 0.08 0.08 0.09 0.09
st1 minimun 0.00 0.00 0.00 0.00 0.00 0.00

maximun 0.23 0.25 0.24 0.25 0.26 0.29
mean 0.06 0.06 0.06 0.06 0.06 0.07

st2 minimun 0.00 0.00 0.00 0.00 0.00 0.00
maximun 0.19 0.19 0.20 0.19 0.19 0.33

mean 0.15 0.15 0.14 0.14 0.14 0.16
st3 minimun 0.00 0.00 0.00 0.00 0.00 0.00

maximun 0.29 0.30 0.29 0.29 0.29 0.30
mean 0.09 0.09 0.08 0.08 0.08 0.08

st4 minimun 0.00 0.00 0.00 0.00 0.00 0.00
maximun 0.22 0.22 0.34 0.30 0.37 0.58

results in a larger RMSE as the location gap increases. Com-
paring only the mean values, the RMSE values are almost the
same for any sti. This finding can be explained by the fact
that our location gap area radius is at most 100 meters, which
is a small area. Thus, the estimation results indicate the possi-
bility of estimating the flooding situation for flooding of this
scale, even if there is a gap in the posting location within these
area sizes.

Result (3)：Water Level Value Error This section shows
the results of applying the state-space model with error values
appended to the simulated SNS data as Water Level Value
Error in Table 6. When no error values were added, the mean
values of st1 and st2 showed the smallest RMSE. The larger
error value resulted in a larger RMSE. On the other hand, st3
and st4 showed a large RMSE for mean value.

Figure 6 compares the time-series data of the actual ob-
servations with the mean value of the estimated values. For
st1 and st2, as the water level changes, the water level esti-
mated from the SNS data also changes and shows little dif-
ference from the actual observation. In addition, larger error
values tend to provide larger estimates of the results. More-
over, ST3 and ST4 result in a difference by approximately
0.20 meters between the estimated result (error value: 0) and
the actual water level at the peak of the flooding. We consider
that the estimated values were closer to the actual observed
value when the error value was increased since there was such
a large difference at the error value of 0. One possible reason
for this is that the values of st3 and st4 were estimated to be
lower due to the use of data from other observation locations
when generating the simulated SNS data.

Table 6 shows that the minimum value is almost 0.00 me-
ters, even when large values are added as errors. However,
the maximum value results in an extremely large value. In
st1 and st2, the mean values of RMSE do not change signif-
icantly after adding the error value, contrary to this the error
value: 0.30 meters in st4 shows an RMSE of 0.52 meters,
which is a large error. Accordingly, this would require a data
collection method and analysis process that reduces the error
in values, and a process to validate the reliability when large
water levels are estimated would be required.

Table 6: RMSE: Result(3)：Water Level Value Error

Value Error [meter] 0.00 0.10 0.20 0.30
mean 0.04 0.05 0.10 0.15

st1 minimun 0.00 0.00 0.01 0.06
maximun 0.13 0.17 0.27 0.30

mean 0.04 0.03 0.07 0.12
st2 minimun 0.00 0.00 0.00 0.03

maximun 0.26 0.15 0.25 0.39
mean 0.21 0.17 0.13 0.08

st3 minimun 0.00 0.03 0.00 0.00
maximun 0.30 0.28 0.25 0.22

mean 0.13 0.09 0.06 0.05
st4 minimun 0.00 0.00 0.00 0.00

maximun 0.22 0.18 0.37 0.52

(a) st1 Estimation Value (b) st2: Estimation Value

(c) st3: Estimation Value (d) st4: Estimation Value

Figure 6: Result(3)：Water Level Value Error (Mean Value)

Result (4)：Number of Fake Data We describe the estima-
tion results of substituting simulated SNS data for fake data.
The fake data were either 0 or 1.5 meters values at 10, 20, 30,
40, 50, 60, 70, 80, and 90% of the simulated SNS data used
in the state-space model. This evaluation did not add error
values to the water level values.

Table 7 shows an abstract of the RMSE results. Compared
to Table 6, the RMSE was larger and less accurate for the
results with the addition of the fake data. The RMSE becomes
larger as the ratio of fake data increases. When the ratio of
fake data 0 is 90%, st3 has an error of 0.69 meters. When the
fake data were set to 1.5 meters, a larger error resulted, with
a maximum error of 1.20 meters. In st2, with 0 fake data,
the maximum error was 1.5 meters. The process of averaging
offsets this error value, as the amount of fake data is as small
as 10%, resulting in a mean value of 0.15 meters.

Table 7 indicates that if the ratio of fake data is as small as
10 or 20%, the error would not be significant. Moreover, st3,
where the ratio of fake data is even 20%, shows a large error
in the mean RMSE, This arises from low estimation accuracy
even without error value st3. This evaluation did not add error
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Table 7: RMSE: Result(4)：Number of Fake Data

Ratio [%] 10 30 50 70 90
mean 0.07 0.13 0.21 0.29 0.36

0.0 minimun 0.00 0.00 0.00 0.00 0.00
st1 maximun 0.46 0.46 0.46 0.46 0.46

mean 0.15 0.36 0.57 0.81 1.02
1.5 minimun 0.00 0.00 0.00 0.00 0.00

maximun 1.20 1.20 1.20 1.20 1.20
mean 0.07 0.14 0.21 0.30 0.37

0.0 minimun 0.00 0.00 0.00 0.00 0.00
st2 maximun 1.50 0.46 0.46 0.46 0.46

mean 0.14 0.34 0.56 0.80 1.01
1.5 minimun 0.00 0.00 0.00 0.00 0.00

maximun 1.50 1.20 1.20 1.20 1.20
mean 0.26 0.34 0.42 0.51 0.58

0.0 minimun 0.01 0.01 0.01 0.07 0.07
st3 maximun 0.69 0.69 0.69 0.69 0.69

mean 0.22 0.20 0.44 0.63 0.81
1.5 minimun 0.00 0.00 0.00 0.00 0.00

maximun 1.01 1.04 1.04 1.04 1.04
mean 0.17 0.25 0.33 0.41 0.49

0.0 minimun 0.00 0.00 0.00 0.00 0.00
st4 maximun 0.59 0.59 0.59 0.59 0.59

mean 0.18 0.32 0.50 0.71 0.90
1.5 minimun 0.00 0.00 0.00 0.00 0.00

maximun 1.14 1.14 1.14 1.14 1.27

values to the simulated SNS data other than the fake data. We
also consider that adding error value, time lags, and location
gaps to the SNS data will further increase the error.

3.5.4 Discussion

The evaluation applied simulated SNS data with error data
appended to the data as fluctuations in four aspects (1)-(4), to
compare the estimated results to actual water levels. (1) time
lag and (2) location gap showed that a narrow range of fewer
than 100 meters does not significantly affect the RMSEs. For
(3) water level error and (4) fake data, we found that as long
as the error is small and the ratio of fake data is small, the esti-
mation accuracy does not reduce significantly. All evaluations
showed significant improvements compared to the state-space
model with observations. This finding shows that the observa-
tion locations are approximately 500 meters away from the es-
timated locations, whereas the simulated SNS data are within
100 meters, allowing for more accurate estimation. Unlike
time-series data, SNS data are sparse in the time direction,
although it is effective for estimation if collected at locations
that are near the estimated location.

In this evaluation, we also treated the number of SNS data
and posted area size as parameters. These two parameters
did not significantly affect the estimation results. Hence, we
found that even if the number of SNS data is small, locations
near the estimation location can be estimated with sufficient
accuracy. For st1 and st2, the smaller the parameters (1)-(4)
are, the smaller the error is. These results indicate that time
lag and location gap are allowable within the range of values

of this evaluation and that a small number of errors in water
level values and fake data prevents a large error. For st3 and
st4, the errors are large even without adding the water level
error, requiring investigation as to the cause. Since this paper
covers only four observation locations, we assume that this
is due to the effect of low water levels observed at the other
locations. The process in 3.4.1 calculated a low-accuracy es-
timation of the observed location. As a result, the simulated
SNS data based on the estimation are also to be lower than
the actual water level. Therefore, we need to improve the
state-space model itself. One idea is to apply observations
and SNS data together to the state-space model and imple-
ment a Kalman filter for locations where time-series data are
available.

The purpose of our research is to investigate the conditions
under which SNSs can contribute to flood estimation: how
SNS data, if available, can improve the accuracy of flood anal-
ysis. To achieve the system in Fig. 1 Phase 1 validated the ef-
fectiveness of SNS data in improving the accuracy of flooding
assessments as SNS data validation. The results of the assess-
ment using simulated SNS data showed that a certain degree
of error was allowable and that the accuracy was better than
the estimation using observation data collected over a longer
distance. We conclude that further processing improvements
are needed, such as removing larger errors by estimation us-
ing a combination of observed and SNS data.

4 CONCLUSION

This study investigated whether SNS data can be used to
assess flooding. We believe that SNS data can be effective in
determining flood levels even in places where it is difficult to
install, operate, and manage observation devices. Although
there have been many studies on flood damage detection us-
ing SNSs, their effectiveness has not been clarified, and the
amount and content of data collected are not fixed depend-
ing on the case of flood damage. This estimation method
could further improve the accuracy of flooding assessment by
adding SNS data as well as observation data and calculating
flooding conditions for the entire affected area. Thus, we con-
sidered it necessary to validate the effectiveness of the SNS
data. For the estimation, we utilized the method we have de-
veloped for estimating the expansion process of flooding us-
ing observation time-series data. This is a state-space model
that uses observation data to compensate for flooding analysis
simulations.

This paper validates the SNS data using the following pro-
cedure based on our state-space model. The purpose of SNS
data validation is to investigate whether SNS data can con-
tribute to the accuracy of flood assessment and under what
conditions SNS data can improve the accuracy. Since we were
unable to determine the error rate contained in the SNS data
collected at the time of flooding, we generate quantified SNS
data from simulations in this paper. To generate the SNS data,
we used time-series data collected from observation devices
at multiple locations. The results of flood analysis simulation
were assimilated using the time-series data to simulate the
SNS locations, the timing of postings, and numerical flood
levels (Fig. 2(b)( i )). Then, we appended errors to the simu-
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lated SNS data (Fig. 2(b)(ii)). Afterward, we regenerated a
flood level at the observation location based on the simulated
SNS data with errors and examined the accuracy of the errors
on the data assimilation accuracy (Fig. 2(b)(iii)).

The estimation results show that even if the posted SNS
data have a time lag and location gap, the error is small, aver-
aging approximately 0.10 meters for a small area within 100
meters, except for a certain observation location. In cases
where water levels contained errors and fake data were posted,
we found that the errors were small and that if the ratio of fake
data was small, the estimation accuracy would not be signif-
icantly reduced. All evaluations showed significant improve-
ments compared to the state-space model with observations.
Unlike time-series data, SNS data are sparse in the time di-
rection, although it is effective for estimation if collected at
locations that are near the estimated location. However, some
of the sensors show large errors in the process of calculating
simulated SNS data. These errors appeared because water-
way and sewer data were not used in the state-space model.
Since waterway and sewer data are difficult to collect, we plan
to resolve this issue statistically using a Kalman filter. In ad-
dition, while this paper evaluates a flood case from a water-
way, it is necessary to improve the accuracy by integrating
observed time series data provided by water level observation
devices so that the method can adapt to rapid water level ris-
ing, such as floods caused by large outflows from rivers. After
a further improvement in accuracy, we will develop and im-
plement Phase 2: Flood Assessment Promotion Requirement
and Phase 3: Flood Assessment.
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