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Abstract - IoT devices are expected to enable inexpensive

and easy measurement and collection of a wide range of en-

vironmental information, especially in the field of disaster

prevention. Whereas, preliminary verification is difficult, be-

cause of a functional design that assumes their distributed de-

ployment, the cost of development itself. Therefore, we de-

velop a sensor system emulator with CyReal concept, which

integrates the virtual device with the actual device, and fed-

erated with other simulators. This paper presents a prototype

of our sensor system, its feasible performance, and discusses

a design for flexible integration, in order to figure out that our

sensor system supports large-scale virtual sensor devices for

verification of the development, update, debugging, and oper-

ation of sensor systems as a distribution network for disaster

prevention information.
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1 INTRODUCTION

IoT (Internet of Things) devices equipped with sensors and

related technologies are expected to enable inexpensive and

easy measurement and collection of a wide range of environ-

mental information. In the field of disaster prevention, they

are being utilized for various fields such as river observation

and slope measurement, and are expected to be useful for col-

lecting data at points where it has been difficult to figure out

the condition of the environment.

Conventional environmental monitoring for disaster response

is usually installed at a few vulnerable sites that require mon-

itoring. The environmental observation had been carried out

through a robust monitoring system using a leased network

lines. However, due to the frequent and large-scale river floods

in recent years, we face on pressing importance requiring a

larger-scale monitoring network, even for small rivers and

waterways that have not been monitored well in the past. An

observation network using IoT has the potential to minimize

the cost of implementation and operation. This implies that a

large-scale observation system can be applied.

However, installation of a large number of sensor devices

creates a new problem. IoT devices are expected to be used

in urban areas and mountainous regions. Devices can be in-

stalled in large numbers to provide valuable measurements

that have not been possible with conventional observation sys-

tems. Whereas, installing a large number of devices over a

wide area makes it complicated to handle them and difficult to

improve them by relocating them after installation. Especially

in data measurement where the relationship between devices

is meaningful, it is important to design functions and consider

how to utilize them with distributed deployment. Preliminary

verification in this paper indicates to test the operation of the

entire sensor network before installation, to find bottlenecks,

and to consider solutions based on this functional design. By

conducting preliminary verification before installing sensor

devices, we can clarify data from the unique characteristics of

sensor devices and the relationship between data from multi-

ple sensor devices, as well as the transmission characteristics

of data due to terrain and communication infrastructure, and

use these results to design measurements that satisfy the pur-

pose of use. Nevertheless, since a large number of devices

are required, it is difficult to verify the functions in advance

by preparing the necessary number of actual devices, which

increases the cost of development itself and improving such

as relocation. Although various sensor emulators have been

developed to enable such preliminary verification, they are

limited to verification of some functions such as network per-

formance and device performance after using virtual devices.

In this study, we develop a sensor emulator system to sup-

port research, development, and operation of disaster preven-

tion information collection and operation, and to enable pre-

liminary verification assuming a specific installation environ-

ment and operational configuration. A sensor emulator is a

virtualization technology that emulates the computers perfor-

mance involved in sensor devices and their functions. In this

research, we develop an emulator system that can exchange

the virtual device with the actual device and can be federated

with other simulators in order to support the development, up-

date, debugging, and operation of sensor systems as a distri-

bution network for disaster prevention information. By sep-

arating the Node and Sensor, and incorporating a connection

mechanism between the virtual and physical devices for each

of them, we can verify the functions of a large-scale sensor

device. By enabling connection and verification not only with

the virtual device but also with the physical device, it is pos-

sible to assume functions and communication environments

that cannot be demonstrated with the virtual device, and it also

facilitates connection to the cloud, thereby reducing operat-

ing costs and enabling multiple use of resources based on the

assumption of an actual operating environment. Federation

with other simulators can be possible through data exchange

using the IoT linkage infrastructure. Through collaboration,

data that assumes actual operation can be incorporated into

the sensor, and preliminary verification, including operational

forms such as disaster response based on data collection, be-
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comes possible.

2 RELATED WORKS

Sensor emulator is a powerful tool that helps researchers

and users to consider the design of sensor networks. An enor-

mous amount of effort has been invested in developing emula-

tors for various technologies related to sensor networks; com-

munication protocols, computer processes, application soft-

ware. As the number of sensors increases with the spread of

IoT, the need to handle a large number of sensors has led to

the development of a number of sensor virtualization tech-

nologies. SenaaS [1] is IoT virtualization framework to sup-

port connected objects sensor event processing and reason-

ing. This framework provide an ontology design by a seman-

tic overlay of underlying IoT cloud and a policy-based ser-

vice access mechanism in terms of semantic rules. Bose et

al. [2] have presented resource abstraction at the sensor level

on Sensor-Cloud infrastructure with virtualization of sensors

for developing applications in various fields. This is a design

for virtual sensor on cloud station. SenseWrap [3] is a middle-

ware architecture providing virtual sensors as representatives

for any type of physical sensors. This midlleware supports

sensor-hosted services and a standardized communication in-

terface that applications can use without having to deal with

sensor-specific details.

Wireless networks, an indispensable technology for sen-

sor networks, are also subject to emulation. TOSSIM [4]

focuses on simulating a wide range of network interactions.

TOSSIM, which features a high fidelity and scalability, can

capture network behavior while scaling to thousands of nodes.

COOJA [5] is a sensor network emulator aimed at cross-level

simulation, allowing simultaneous simulation at many lev-

els of the system; sensor node platforms, operating system

software, radio transceivers, and radio transmission models.

Many other emulators for sensor network verification have

been researched and developed, such as EmStar [6], Avrora [7],

and J-Sim [8]. These sensor emulators have been developed

on the premise of wireless sensor networks. Recently, based

on recent developments in low power wide area networks, in-

cluding the rise of Long Range (LoRa) technology, a LoRa

Coverage Emulator [9] has also been developed. This LoRa

emulator consists of a transmitter and receiver and provides a

reliable network coverage estimation based on the LoRa net-

work design framework.

There are many researches on emulators from Hardware /

Software point of view as well as network. The Freemote Em-

ulator [10] is an emulator for developing software for nodes.

It provides developers with a system architecture in several

layers: Physical, Data Link (MAC), Routing and Applica-

tion. Similarly, ATEMU [11] is a well-known sensor net-

work emulator with a lot of contributions. A unique feature of

ATEMU, which can operate on different application/hardware

platforms, is its ability to simulate a heterogeneous sensor

network. ATEMU emulates the processor, radio interface,

timers, LEDs and other devices. Kasprowicz et al. [12] fo-

cused on CCD sensors as devices and developed a hardware

emulator to speed up and streamline post-assembling tests and

debugging. Furthermore, research on emulators has also fo-

cused on commoditization, with an emphasis on lightweight

and small IoT systems. Brady et al. [13] developed an em-

ulator for an IoT environment using the popular QEMU sys-

tem emulator to build a testbed of inter-connected, emulated

Raspberry Pi devices. The effort to emulate functionality ex-

tends to applications that anticipate not only specific devices,

but also power supply and utilization. Deda et al. [16] have

designed a battery emulator/tester system to reduce develop-

ment time for developing and testing of high-voltage power

supply systems. Abrishambaf et al. [14] have developed a

laboratory emulation model for energy scheduling in an agri-

culture system using real nodes.

The conventional emulators so far can be said to be em-

ulators that specialize in a certain function of the computer.

By using these technologies, hardware, software, and network

can be emulated in an integrated manner. However, with the

evolution of IoT, we have to treat power supply, heteroge-

neous sensor devices, and network devices. We need to pro-

vide an operator-friendly verification environment. The ben-

efits of the IoT have increased the opportunities for sensing

technologies to be more readily available to a wider user. And

this advantage means that sensor networks can be built more

widely and in more places than ever before. Verifying the

required functionality with a few emulators may provide the

required results. Althogh, for actual operators whose work is

on the use of application services, it is very difficult to verify

the functions in isolation. Nonetheless, emulators that require

special technology are considered to have little affinity with

this kind of operators. Also, for operators, when considering

many things that could not be verified with previous emula-

tors, such as geospatial and distributed installation for busi-

ness efficiency, these requirements are not considered with

previous emulators.

3 SENSOR SYSTEMS BY CYREAL
EMULATOR

3.1 Overview
The sensor emulator system developed in this paper en-

ables preliminary verification of IoT devices based on the as-

sumption of their specific installation environment and oper-

ational configuration. Based on the concept of CyReal, this

sensor emulator system is designed to support the develop-

ment, update, debugging, and operation of sensor systems, so

that the virtual machine and the actual machine can be ex-

changed and can be federated with other simulators.

3.2 System Requirement
We aim to develop a verification environment for sensor

systems for actual operators whose work is on the use of ap-

plication services. What is the most user-friendly verification

environment for operators? Our definition is an emulator that

does not require any special skills and produces output that is

directly relevant to thier work. With the development of IoT,

there is a need to master the power supply, different types of

sensor devices, and network devices. What is important for

operators who work with IoT-based applications and services
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is that the data from the IoT is stable and their applications

and services can work smoothly.

In case of a disaster, there is a risk of failure of the sen-

sor system, power supply to operate the sensor system and

obtain data, and communication problems. Thus, it is neces-

sary to verify that the operation of the system as a whole is

stable, not only the operation of the IoT sensor system, but

also the power supply and communication status. Further, in

considering how to improve the efficiency of their work, it

is essential for operators to verify this in light of utilization,

such as device locations in geographical environments and

distributed installations that address disaster vulnerabilities.

Our primary focus in this verification environment is to cap-

italize on the IoT sensor devices currently being operated by

operators. This is because using real installed and operating

devices as part of the emulator not only enables preliminary

verification including actual performance, but also aims to op-

erate as a real-time emulator in the future. For these reasons,

we develop a verification environment that is compatible with

real systems and can handle the large scale of IoT devices.

We defined the requirements for a sensor emulator system

to meet these requirements as follows.

• The sensor system emulator should be compatible with

a real system.

• The sensor system emulator should be able to handle a

large number of sensors.

To meet the above requirements, we develop an emulator that

incorporates the concept of CyReal.

3.3 CyReal Approach

CyReal is intended to be an entity that plays an intermedi-

ate role in the concept of digital twin [15]. CyReal enables

flexible replacement and integration of real and virtual en-

tities, such as computer systems, people, and environments.

The configuration based on CyReal strongly promotes the dig-

ital twin of disaster prevention IT systems. Digital twin refers

to the creation of digital objects to be handled in the real world

and computer systems. This is the concept of debugging var-

ious properties on the created twin, in the case of computers,

and is an important concept in the AI world.

Namely, the configuration on the left in Fig. 1 is one in

which all subsystems are configured by simulators, and the

subsystems are connected via a federation platform. On the

other hand, the various simulations and systems that configure

this platform can all be replaced with real things, real systems.

The configuration on the right side of Fig. 1 shows a situation

in which the subsystems are all real and in actual operation,

such as people, natural phenomena, and a real disaster pre-

vention information system. These two are in a digital twin

relationship. Then, we have further extended the digital twin

concept to allow real systems and simulators to be integrat-

eded in a subsystem (The center of Fig. 1). This concept is

beginning to be called CyReal, as an integration of Cyber and

Real.

Figure 1: CyReal Approach for Sensor System

3.4 CyReal Sensor System
The sensor system we are developing is configured in ac-

cordance with the CyReal concept. The sensors are connected

as subsystems in Fig. 1. The sensors can be replaced by real

or virtual ones. We expect that this CyRealization allows the

subsystems to work in various ways and the system to be used

for various purposes. That is, depending on the system we

replace, this configuration can be transformed into a system

with various purposes.

If the system is entirely composed of simulators, it will

work as a disaster management IT simulator. For example,

new analysis technologies and simulators can be connected to

the disaster prevention IT simulator, and all simulators can be

run based on data from past disasters. Since data is difficult

to collect in disaster research, evaluating the performance of

analysis technologies and simulators is a difficult and costly

task. By creating this disaster prevention IT simulator, we

have the prospect of providing an evaluation environment and

facilitating development. Alternatively, if the subsystems are

replaced with real ones (i.e., if the sensor system is replaced

with a real one), it becomes a test bed that can be used for

research and development and performance evaluation of the

sensor system.

This configuration eliminates the limitation of devices, sim-

ulators, and systems that can be verified, which is a require-

ment of this paper. In other words, we can connect not only

sensor devices, but also geospatial and operational simula-

tions to verify the functionality and effectiveness of the sys-

tem in actual operations. In order to develop a system that

can flexibly switch between these three modes, we have em-

barked on a sensor system as one of the proofs of concept for

the digital twin and CyReal that bridges the gap between Real

and Virtual.

3.5 Significance of CyReal Sensor System
This sensor system is not a simple sensor virtualization.

We have designed the system to anticipate the actual data uti-

lization of the sensors. Conventional sensor virtualization has

only simulated the data and functions involved in sensing. On

the other hand, we not only simulate the data, but also develop

the sensor device and its environment as an instance.
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Figure 2: Federation with External Simulators

Our expected applications are as follows. Data missing is

an unavoidable problem in large-scale sensor deployments. It

is difficult for a system that only simulates data to represent

the handling of such missing data. Our system design is able

to produce data by incorporating not only the sensor device

itself, but also the external environment, such as the wire-

less environment and the conditions of the location where the

sensor is installed. This makes it possible to represent fluc-

tuations in the data due to the influence of the external envi-

ronment(Fig. 2). In addition, data diversity can be expressed

by integrating with external simulators, such as simulators for

operations and simulators for natural phenomena. This is the

advantage of an emulator that can replace and integrate ac-

tual and virtual nodes and sensors. Such a sensor system has

many uses in verifying operations, but it also has many chal-

lenges. This paper shows proof-of-concept for a sensor sys-

tem according to this concept, investigates its performance

when running virtual sensors on a large scale, and consider

the challenges of implementation.

3.6 Structure of CyReal Sensor System

Based on the CyReal concept, we have developed a sensor

emulator system that can connect and verify not only virtual

devices but also real devices. A sensor emulator is a kind

of virtualization technology that enables preliminaly verifica-

tion of sensor-related systems, such as network performance,

device performance, and computer processing performance.

The sensor emulator is used for functional verification using

virtual sensor devices. Conventional technologies and prior

research to date have only supported virtual sensor devices, so

that it is difficult to conduct verification based on actual op-

erational environments. Recent IoT devices and related tech-

nologies are said to make it possible to distribute sensors over

a wide area and to measure and collect data easily and in-

expensively. However, in reality, it is difficult to design func-

tions assuming distributed deployment and to prepare the nec-

essary number of actual devices for functional verification in

advance, and this has the disadvantage of leaving the decision

to the user. Therefore, we have attempted to develop a CyReal

sensor system to support research and development and op-

erations related to the collection and distribution of disaster

prevention information. In Fig. 3, Sensor refers to a mea-

Figure 3: Structure of CyReal Sensor System

surement device and Node refers to a computer that processes

and communicates measurement data. Here, both sensor and

node are designed to be interchangeable between actual and

virtual machines. Furthermore, the system can be communi-

cated with other simulators. This is based on data from past

disasters, and is intended to be extended to verification based

on actual situations such as power outages, device failures,

and network disconnection.

4 IMPLEMENTATION AND
PERFORMANCE TEST

4.1 Overview

The implementation of this paper is based on two points.

The first point is the use of existing IT technologies. The

first point is that we use existing IT technology, using AWS, a

commercial IoT cloud, to aggregate and process data without

preparing any onpremise servers. This allows us to consoli-

date and process data without any servers. Since there are no

servers, there is no need for maintenance. This is an attempt

to minimize the cost of implementation and operation.

The second point is API unification. By using SigFox and

AWS, whose specifications are open to the public, we can

take advantage of the functions that already exist. Also, as an

open system, others can take advantage of this mechanism.

By using the existing functions, we can simplify the develop-

ment of the system, and finally, the internal structure is quite

simple.

The data from the CyRealized sensor emulator system is

currently only recorded in the slack as a logger. If this data is

put into a DB, it can be displayed in various UIs and used in

applications. In addition, we are planning and implementing

data exchange with other simulations.

4.2 Implementation

Figure 4 shows a prototype configuration of the sensor em-

ulator system we have implemented. From Real Node, we

used Sigfox, an IoT network and cloud to aggregate the mea-

surement data and put it into the AWS cloud. We used an

Arduino Uno as the hardware for Real Node. The Arduino
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Figure 4: Prototype Configuration

Uno is equipped with a Physical Sensor that measures tem-

perature, humidity, and air pressure. The Arduino Uno sends

these data to the AWS API gateway via the Sigfox una shield.

Although the hardware used in this paper is an Arduino Uno,

it also has the commutativity to connect data obtained from

other devices.

To show the commutativity, we use a Raspberry pi as an-

other Real Node. The Raspberry pi collect the data from the

Virtual Sensor. In this proof of concept, data is retrieved from

Open Weather Map1, which is a weather information API. We

use Node-Red to retrieve the data and send it to the AWS API

gateway using the flow shown in Fig. 4. We are using AWS

as a Serverless service. The physical/virtual sensor data sent

to the AWS API gateway is sent to the Slack webhook API

via AWS Lambda. Figure 4 shows the data sent to Slack and

recorded.

In addition, we created a combination of a computer pro-

cess and a Virtual Sensor as a Virtual Node. The sensor data

generated by the Virtual Sensor is sent to AWS via the com-

puter process. Using this function, we can of course incorpo-

rate open weather information published on the Internet as

sensor data. In addition, sensor data generated by rainfall

simulation and inundation prediction simulation can be used

as data for the entire system. In addition, sensor data gen-

erated by rainfall simulation and inundation prediction sim-

ulation can be used as data for the entire system. With this

configuration, we are demonstrating the CyReal environment

that can operate simultaneously heterogeneous computers, as

a Real/Virtual Node and a Physical/Virtual Sensor.

4.3 Performance Test and Discussion

We have proposed and implemented a design using SigFox

and AWS for a CyReal sensor system. In 4.3, we conduct

a test to measure the performance of this sensor system. The

performance test focuses on the sensor system connected with

only virtual devices. Considering that preliminary verifica-

tion of these devices can be conducted on this sensor system,

it is necessary to investigate the performance of scalability

to show how large an emulation can be performed using this

sensor system. Therefore, this paper sets up virtual devices on

our sensor systems and tests the following evaluation points

1Open Weather Map: https://openweathermap.org/

Table 1: Performance Test Scenario

Scenario Duration(min) Time interval(s)

A 100 1.0

B 30,60,120,180,240 0.5, 1.0

C 30 60.0

using the number of virtual sensors as a parameter.

• Performance of a large scale installation of virtual sen-

sors

• Limitations of devices, simulators, and systems, and

discussion based on actual operations

4.3.1 Setup

For the performance test, we use a computer process and vir-

tual sensors implemented in Python. As the Ministry of Land,

Infrastructure, Transport and Tourism is working to install

3,000 water level sensor devices in small and medium-sized

rivers, and in addition to the Japan Meteorological Agency,

many companies have installed rainfall observation sensor de-

vices, with each company operating about 100-400 sensor de-

vices. As a result, nearly 4,000 sensor devices are expected to

be in constant use in the field of disaster prevention. Thus we

configure the virtual sensors on a scale of 2n (n = 0 − 16).

Data is transmitted via MQTT.

For performance testing, we experimented and discussed

two evaluation points. In the first test, we calculate CPU us-

age and processing time when emulating the CyReal sensor

system on a PC. This test is to investigate that this sensor

system can handle large scale virtual sensors. Secondly, we

discuss whether the requirements in this paper have been im-

plemented and further for future practical use. Both the emu-

lated and virtualized environments are run on a PC with a 2.4

GHz Intel Core i9 (4 cores / 8 threads), 64 GB RAM, under

MacOS 10.15.7 64-bit.

4.3.2 Performance Test Scenario

In the future, we aim to federate the sensor system with other

simulators in order to obtain useful results for disaster re-

sponse. The purpose of federating with simulators is to verify

the operation of the entire disaster response system, includ-

ing the operation of the IoT sensor system, power supply, and

communication network status. Moreover, the sensor system

is intended to be a verification environment for operators to

consider how to improve the efficiency of their disaster re-

sponse work. For the performance test, we prepared three

scenarios, Scenario A)-C).

Scenario A) Scenario A) assumes 100 minutes of sensing

time duration at 1 minute intervals, and all virtual sensors

transmitted this data every second for emulation. This is a test

to estimate the performance and processing time when feder-

ating an emulator that uses sensor system data with other sim-

ulaters for efficiency improvement of operation and damage

prediction. Simulations for efficiency improvement and pre-

diction can be repeated many times by changing the predicted
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values of sensor data and simulator parameters to calculate

results for various situations. Obviously, the faster the pro-

cessing time is, the greater the number of possible trials in a

limited time period. For this reason, it is desirable to have a

fast processing time, although it is necessary to achieve the

utmost performance possible with a commodity computer in

light of its utilization. The purpose of Scenario A) is to in-

vestigate the performance of a large-scale operation using a

commodity computer with ordinary performance.

Scenario B) In Scenario B), we prepare several different

sensing time durations as shown in Table 1, in order to inves-

tigate the performance for each of them. When the sensing

time duration is 30 minutes, we assume a short simulation.

For example, it can be used to analyze the prediction accu-

racy of flood simulations immediately before a disaster, or to

simulate effective emergency measures in the operations de-

partment. With a sensing time duration of 120 minutes, it is

assumed that the simulation will be used for predictions based

on a flood simulation and emergency measures based on the

results of the predictions, or for the simulation of emergency

measures at the disaster site in case of sensor device or net-

work failure. In the case of a relatively long sensing time

duration, such as 300 minutes, we plan to simulate operations

when long-term warning is required due to typhoons or long

rains, and scenarios of sensor device and network failures and

recovery. We will examine the performance of such short and

long time simulations to find out how much processing time

will be available for calcuration. For each sensing time dura-

tion, all virtual sensors transmit their data every 0.5 seconds

or every 1 second. We assume 100 minutes of sensing sce-

nario at 1 minute intervals, and all virtual sensors sent this

data every second for emulation.

Scenario C) Then, in Scenario C, we estimate the perfor-

mance of the sensor system in real time. In Scenarios A and

B, data generated every minute was transmitted at one-second

time interval. Our objective is to verify the system in a prelim-

inary manner by federating with other simulators such as dis-

aster response and damage prediction. Scenario C measures

performance by connecting to real sensor devices and operat-

ing in a integrated environment with virtual sensors. That is,

we verify whether our sensor system is capable of handling

a large number of sensor devices in a integrated environment

with real sensors. This is the scenario in which the CyReal

sensor system shows its full potential. Here, data is transmit-

ted every minute with a time duration of 30 minutes.

4.3.3 Result and Discussion

Scenario A) The Scenario A result obtained for the perfor-

mance of the large scale installation of virtual sensors are

shown in Fig. 5. This figure shows the maximum CPU us-

age for n = 0 − 16 with the number of virtual sensors as 2n

sensor devices. When the number of sensors was set to 20, the

CPU usage was 6.8%, and the transmission time was about 90

seconds. Then, the number of sensors was set to 29, the CPU

usage reached 97.64%. The processing time for transmission

Figure 5: Scenario A) Performance (CPU usage)

in this case was 119 seconds. For n = 10 − 16, the CPU

usage was 98.58-99.95%, almost 100%. The processing time

was about 120 seconds up to the 211 unit, gradually increased

as the number of sensor devices increased. It reached 212 sec-

onds with 212 sensor devices, which is close to the number of

4,000 sensor devices that will be operated for disaster preven-

tion in the near future. 1,071 seconds with 214 devices, and

2,528 seconds with 216 devices.

Considering the use of such a sensor system emulator dur-

ing a disaster situation, two patterns can be considered: pre-

liminaly verification, and scenarios that require real-time data

verification. In the case of preliminaly verification, there is no

time limitation, thus it is possible to use a processing speed of

n = 14 or more. In contrast, in the case of real-time use, con-

sidering the sensor data missing during a disaster and related

actions, it is appropriate to use about n = 12. It is certainly

that this performance vary depending on the computer perfor-

mance. However, in the case of disaster response, where it

is difficult to use high performance computers, this result is

useful to consider usecase scenarios.

Scenario B) Figure 6a-6d show the results of the perfor-

mance test for five different time duration patterns. Figure 6a

shows the processing time for transmitting sensor data with a

time interval of 60 seconds, and Fig. 6b shows the CPU usage.

Given that the sensing time duration is 30 minutes, the data

that is sensing every minute is being transmitted at 60x speed.

Therefore, if data is being transmitted and received success-

fully, all data transmission and receiving would be completed

in about 30 seconds. Up to n = 11, transmission and re-

ceiving were performed in about 30 seconds, whereas as the

number of sensors increased to n = 12 or more, the process-

ing time required for transmission and receiving increased to

66 seconds. Similarly, in the case of 60 minutes of time du-

ration, if processing proceeds smoothly, all data transmission

and reception can be completed in about 60 seconds, while

processing time is about doubled for the number of sensors

above n = 13.

The probable reasons for this are saturation due to failure of

virtual sensor process generation due to insufficient memory

of the computer used for performance testing, CPU shortage,

and overhead of process switching. For the number of sensors

above n = 12 or n = 13, the CPU shortage and the overhead

of process switching caused the increase in processing time.
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Also, in the case of n = 16 with 120 minutes time duration,

processing time decreased in spite of the increase in the num-

ber of sensors. It is considered that the process that actually

did the work was less than the designated process because the

transmission process of the virtual sensor was not generated

due to insufficient memory. Then, with the number of sensors

above n = 12 or n = 13, correct sensor transmission and re-

ceiving were not performed. This means that the commodity

computer used for the performance test can be operated with

this number of sensor devices or less.

Figure 6c shows the processing time for transmitting sen-

sor data at a shortened to 120x speed, and Fig. 6d shows the

CPU usage. In other words, in the case of 30 minutes of

time duration, sensor data is transmitted and received every

0.5 seconds, and all data transmission is completed in 15 sec-

onds. In the case of this transmission time interval, data was

transmitted and received successfully when n = 13, while

the processing time increased from n = 14. This is a typical

method of estimating system performance, and depending on

the time interval and time duration, as well as the computer

that processes the virtual sensors and the computer of the sen-

sor system, we can determine the number of sensors that are

capable of transmission. It is essential to determine the num-

ber of sensors according to these verification environments

when operating the sensor system in federation with simula-

tion. In the commodity computer environment used for this

performance test, the number of sensors that can be operated

is about n = 12 or n = 13. Considering the number of sen-

sors that are actually used in Japan, we found that this number

is large enough for preliminary verification.

Scenario C) We measured the processing time of a sensor

system that transmits data in real time, namely every minute,

when the data is transmitted at 1x speed. Up to n = 16, no

saturation occurred, and the data was successfully transmit-

ted and received in 30 minutes, the same value as the time

duration. This means that it is possible to operate a number

of virtual sensor devices with n = 16 in this performance test

environment. Scenario B), with 30 minutes time duration,

was saturated with 2000 processes. Assuming that the over-

head of process switching in particular dominates and leads

to this result. Since the process switching time is 2000 pro-

cesses per second, we can assume that it is about 500 [μs] per

process. Considering the switching time of 500[μs/process]

in a time interval of 60 seconds, the process can be estimated

to saturate in 12×104 processes. Figure 7 shows the result

of increasing the number of devices to n = 17 and transmit-

ting/receiving data. At n = 16, the number of virtual sensor

devices is 65,536, and even if all sensor devices transmit data

simultaneously, the number of processes is less than 12×104

processes. In this case, saturation is not considered to occur.

For n = 17, the number of virtual sensor devices is 131,072,

and the number of processes exceeds 12×104 process. Thus,

the process of the sensor system would saturate, and the pro-

cessing time is expected to be more than 30 minutes.

At n = 16, the processing time was 1,798 seconds, which

is within 30 minutes. Meanwhile, at n = 17, the process-

ing time was 2,043 seconds, which is considered to be satu-

rated. This means that if the sensor system is operated in real

time with a time dutation of 30 minutes and data transmission

every minute, our sensor system supports 65,536 processes.

On the other hand, 131,072 processes could not be handled,

which is consistent with our estimate of 12×104 processes.

This result shows that when the sensor system operates in real

time under these environments, our sensor system can operate

216 virtual sensor devices, considering the actual number of

devices installed, this number is large enough.

Discussion As for limitations of devices, simulators, and

systems, and discussion based on actual operations, we ad-

dress two functional requirements for the sensor system em-

ulator; The emulator should be compatible with a real system

and be able to handle a large number of sensors. Performance

tests have shown that it is possible to emulate a large number

of sensors in a typical usage environment and the expected

number of sensors. The compatibility with real devices al-

ready in operation is achieved by implementing the prototype

in the configuration shown in Fig. 4. This configuration inte-

grated three types of real/virtual systems: Real Node / Phys-

ical Sensor, Real Node / Virtual Sensor, and Computer Pro-

cess / Virtual Sensor. We have achieved the integration re-

quirement, then we plan to expand the types of sensor devices

and communication ports. As a sensor device, we are also

planning to incorporate an Emulator Node/Virtual Sensor. By

emulating the Node, we will be able to test a wider variety of

devices.

The key issues are CyReal-ness and software transparency.

For the CyReal-ness, we are incorporating virtual sensors.Then

we need to consider the degree of virtuality, and CyReal in-

tegration. We will provide more specialized virtualization

and integration of hardware, algorithms, data, and its utiliza-

tion (missing data and heterogeneous sensor data integration),

rather than per node or sensor. We believe that this will en-

able more realistic emulation in large-scale IoT environments.

The other is software transparency. The number of nodes and

sensors that can be connected to this sensor system is planned

to increase. By considering software that can be used in com-

mon regardless of the nodes, devices, and systems connected,

the sensor system emulator will be able to easily support a

large number of sensors. In addition, we will develop other

simulators for specific use cases; for example, functions for

optimize sensor installation and development support through

fedelating a flood simulator, an evacuation simulator, a sensor

system emulator for river level sensors and precipitation sen-

sors, or a multi-agent simulator for disaster response, and a

network emulator and sensor system emulator.

5 Conclusion

It is very difficult to prepare properly preliminaly verifi-

cation for a large-scale IoT environment, in consequence, we

have not benefits from IoT technologies. To address this prob-

lem, this paper proposes a sensor system emulation environ-

ment based on the CyReal concept that integrates real and

virtual systems. We aim to support research, development,

and operation of disaster prevention information collection
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(a) Processing time (60 seconds time interval) (b) CPU usage (60 seconds time interval)

(c) Processing time (30 seconds time interval) (d) CPU usage (30 seconds time interval)

Figure 6: Scenario B) Performance

Figure 7: Performance of Sensor System (CPU usage)

and operation, and to enable preliminary verification assum-

ing a specific installation environment and operational con-

figuration. We expect to further develop the sensor system

emulator in this paper and for verification by federating with

other simulators in order to improve the efficiency of disaster

response.

This paper developed a prototype of a sensor system that

integrates real and virtual systems. The result of the exper-

iments on the prototype showed the number of devices that

can be used as a guide for larger scale in a general use en-

vironment, which is sufficient to operate the number of sen-

sors currently used for disaster response. We plan to define

CyReal-ness and improve the system to allow selective use of

Real / Virtual at several layers: hardware, algorithms, and

data. We expect preliminaly verifivcation for IoT systems

from both functional and utilization aspects, including more

realistic verification such as data missing.

Our objective is to develop a sensor emulator that enables

preliminary verification of the behavior of the entire sensor

network before installation to identify bottlenecks and deter-

mine how to resolve them, based on the premise of functional

design. It is intended to be used to design measurements that

satisfy the purpose of use by clarifying data due to the unique

characteristics of sensor devices, relationships between data

from multiple sensor devices, and data transmission charac-

teristics due to terrain and communication infrastructure. In

this paper, we have shown that Physical/Virtual Sensor/Nodes

can be integrated in a CyReal Sensor System, and the perfor-

mance of virtual sensors in a typical computational environ-

ment. In order to use the CyReal Sensor System for func-

tional design in the future, it is necessary to develop an eval-

uation environment with large-scale physical devices, and to

add functions for various conditions such as network condi-

tions, power consumption, and environmental exposure due

to the installation location, and then integrate these functions

with the physical and virtual conditions. Even if we con-

sider only the network, the variety of infrastructures avail-

able makes it necessary to consider a complex configuration

to build these functions on the sensor device. Therefore, we

are trying to solve this problem by developing a simulation

layer that enables CyReal of network and power on a sepa-

rate layer from the sensor device, and federating these simu-

lations. Moreover, we plan to develop a verification environ-

ment for distributed installation from the perspective of geo-

graphical characteristics of sensor installation and utilization
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through MQTT-based federation with other simulators for ex-

ternal environment.
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