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Regular Paper

Contour Detection Method by CycleGAN Using CG Images as Ground Truth

Tsukasa Kudo†

†Faculty of Informatics, Shizuoka Institute of Science and Technology, Japan
kudo.tsukasa@sist.ac.jp

Abstract - Recently, various studies on object recognition
have been conducted, with remarkable development, espe-
cially using deep learning. Here when the target objects are
relatively small and arranged in high density in the image, its
contour detection is often required as a preprocessing. Several
methods have also been proposed for contour detection us-
ing deep learning, including generative adversarial networks
(GANs) to perform pixel-by-pixel contour detection. How-
ever, it is necessary to prepare ground truth images that have
a one-to-one correspondence with the target images for these
methods. Thus, their application is often challenging. Cycle-
consistent adversarial networks (CycleGAN) translates im-
ages between two domains and can be trained without prepar-
ing one-to-one ground truth images corresponding to the tar-
get images. Therefore, this study proposes a contour detection
method through CycleGAN with efficiently generated ground
truth images using computer graphics. Furthermore, through
the comparative evaluations with the case of using ground
truth images with a one-to-one correspondence with the target
images, it is shown that the accuracy of the proposed method
can be achieved close to this case.

Keywords: CycleGAN, Contour detection, Image recog-
nition, Computer graphics, CG, Image-to-image translation

1 INTRODUCTION

Recently, object recognition in images has been used in var-
ious fields, and necessary information can be automatically
extracted. When the target object is relatively small in the im-
age, e.g., as in the face recognition, the object is first detected
as a bounding box; then, the object recognition is performed
for this area [26]. However, when objects are arranged in high
density, a more precise method, such as contour detection, is
often required.

As a research field, the author has been dealing with in-
ventory management of parts in machine assembly factories
stored in bulk containers (hereinafter, container). Since a fac-
tory often has thousands or more containers, efficient data
collection and automatic information extraction are required.
Thus, the author has been studying how workers wear wear-
able cameras and automatically collect images of containers.
However, since the containers are densely arranged, contour
detection is required to determine the target container.

Several methods using deep learning (DL) are proposed for
contour detection [15], [27]. It has been shown that the target
area or contour can be detected in a pixel-by-pixel manner
using these methods. However, since these methods require

a one-to-one correspondence with the original and its ground
truth images as training data, it is often challenging to actual
application.

Meanwhile, Cycle-consistent adversarial networks (Cycle-
GAN) have been proposed as a kind of generative adversarial
networks (GAN) [5], [31]. Moreover, it has been shown that
mutual image translation between two types of images can be
performed using CycleGAN, such as between horses and ze-
bras. Although both images must be prepared for the training
data, it is not necessary to make the above-mentioned corre-
spondence of each data in both images. This suggests that
the training data of CycleGAN for translating an image, in-
cluding target objects into one with detected contours of the
objects, can be prepared efficiently.

Therefore, this study demonstrates the feasibility of the
method using the ground truth images of the contour effi-
ciently created by computer graphics (CG) for training the
CycleGAN model. For this purpose, two types of ground
truth images are prepared by targeting photos of the books
arranged on the bookshelf. One is the above CG images for
the proposed method, and another is the contour images being
a one-to-one correspondence with the targeting photos. Fur-
thermore, the comparative evaluations of accuracy between
both cases are performed. Consequently, It is shown that the
accuracy of the former using the proposed method, can be
close to the latter case.

The remainder of this paper is organized as follows. Sec-
tion 2 describes this study’s motivation and related works.
Section 3 presents the proposed contour detection method us-
ing CG images. Section 4 shows the implementation of the
experimental system. Section 5 presents the evaluations of
the proposed method. Section 6 discusses the evaluation re-
sults. Finally, Sec. 7 presents the conclution.

2 MIOTIVATION AND RELATED WORKS

2.1 Motivation of This Study

Currently, a huge amount of data is input as big data from
various sensors with the progress of the Internet of things
(IoT). Additionally, several attempts have been made to au-
tomatically extract useful information from these data by us-
ing DL to achieve high discrimination accuracy [16], [25].
For example, to monitor targets by images, a large number
of cameras, such as surveillance, in-vehicle, river, and wear-
able cameras, have been used, and necessary information is
automatically extracted from several videos and images.

Regarding such IoT applications, the author has been study-
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Figure 1: Automatic inventory management using videos

ing automated inventory management in machine assembly
factories. Various parts are stored in containers (Fig. 1 (3)),
and they cannot be counted visually from the outside. The
number of these containers often reaches several thousand.
For this issue, this study focused on the fact that inventory
fluctuates only with inventory operations, such as the worker’s
replenishing or shipping of parts. Additionally, this study ex-
tracts the necessary inventory information automatically from
the videos shot through the wearable camera worn by the
worker (Fig. 1 (1)). Workers can take the video of the tar-
get objects without extra load by shooting video continuously
while working.

Furthermore, this study showed that some necessary in-
formation for inventory management could be extracted au-
tomatically by applying DL to these videos in the previous
study, such as determining workers’ positions and estimating
inventory of parts in containers [9], [10]. When the target
is relatively small in the image, object detection is required
before object recognition. Additionally, when the target is
moving against the background, such as the worker picking
up parts during the work, it could be detectd using the optical
flow [11]. However, each container does not move against its
background, also containers are densely arranged, as shown
in Fig. 1 (2). Thus, container detection remains an issue.

The motivation for this study is to develop a method to ef-
ficiently detect each object’s area from such dense objects in-
cluding the preparation of training data for DL.

2.2 Related Works
To detect objects, as shown in Fig. 1 (2), some meth-

ods have been proposed in the conventional image process-
ing fields. In contour tracking, the target’s contour is detected
to identify its area. In edge detection, the boundary of the
target is specified using a filter or the like. In segmentation,
mean-shift clustering, pixel value, or texture gradient deter-
mines the target area [28]. However, these contour detection
methods using image processing are challenging when con-
tours are incomplete or not closed [4].

With the progress of DL, several studies on object detection
have been actively conducted, and various methods have been
proposed. One is based on the region proposal that detects the
bounding boxes where the objects exist. You Only Look Once
(YOLO) have achieved high efficiency by detecting images
using Convolutional Neural Network (CNN) processing only

once; Single Shot Detector (SSD) has been used to detect ob-
jects of various sizes with one processing, and RatinaNet im-
proved its efficiency [13]–[15], [17], [18]. Furthermore, some
methods have been demonstrated for dense objects to detect
the individual object’s region, such as detecting new objects
repeatedly (IterDet) and separating duplicate regions by post-
processing [1], [19]. However, the exact area of targets cannot
be specified since these region proposals use bounding boxes,
namely rectangles.

Several methods have been proposed to detect object re-
gions or contours in a pixel-by-pixel manner. A basic method
has been proposed where each pixel examines an object’s con-
tour using CNN [22]. Semantic and instance segmentation
methods have been proposed based on the region proposal,
and they are segmentation for each object’s class and object
itself [7], [30]. Furthermore, after the method of image-to-
image translation using conditional GANs (cGAN) between
original and feature images was shown as pix2pix [8], meth-
ods using GAN have been investigated actively [12], [23],
[27], [29]. However, since these methods require a one-to-one
correspondence with the original and ground truth images as
training data, their practical applications are often challeng-
ing.

CycleGAN has been proposed as a GAN for image-to-image
translation. It can be used to translate images in a domain
into the ones in another domain mutually. The previous study
showed examples of mutual translation such as between pho-
tos and painter’s drawings, and summer and winter photos
[31]. Regarding the above challenges for practical use, Cy-
cleGAN has an essential feature that it is not necessary to
make one-to-one correspondence with images between two
domains as training data, i.e., it is easier to prepare training
data.

Various applications of CycleGAN have been proposed.
The first is the augmentation of training data used in the fields
where it is difficult to generate sufficient training data for DL,
such as medical treatment and detection of plant lesions [21],
[24]. The second is to translate the original image into an im-
age that is easier to detect objects as a preprocessing; meth-
ods that combine YOLO and RetinaNet have been proposed
[3], [20]. However, the study targeting contour detection of
densely arranged objects could not be found.

This study aims to develop a method to efficiently detect
the contours of densely arranged objects, as shown in Fig. 1
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Figure 2: Contour detection method by CycleGAN using CG
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Figure 3: Configuration of CycleGAN model in this study

(2), by utilizing the above advantage of CycleGAN. Here, it
is assumed that these contours are used for object recognition.
Thus, this study employs ground truth images generated auto-
matically using CG and not paired with the target images. The
comparative evaluations of the following CycleGAN models
are performed. One model is trained with the above CG im-
ages. Another model is trained with ground truth images that
have a one-to-one correspondence with the target images. In
other words, the goal of this study is to show that the former
model can achieve accuracy close to the latter model.

3 CONTOUR DETECTION METHOD
USING CG IMAGES

Figure 2 shows the proposed contour detection method from
an image, including plural dense objects using CycleGAN
with CG images as the ground truth contours. As shown in
this figure, (1) shows the ground truth contour CG image, in-
dicated by b below; (2) is the target photo, indicated by a
below. The CycleGAN model is trained by images of the do-
mains a and b. As mentioned in Sec. 2, since there is no need
for a one-to-one correspondence between the ground truth and
target images in CycleGAN training, b can be generated auto-

matically using the CG tool.
Figure 3 shows the configuration of the CycleGAN model

used in this study. To translate between a and b mutually, the
CycleGAN model has two generators shown below.

â = Gba(b) (1)

b̂ = Gab(a) (2)

Here, â and b̂ are the fake images of the image a and b, respec-
tively. For image a, the model is trained using discriminators
that monitor the following three losses.

Lb =∥ Gab(a)− b ∥ (3)
Lc =∥ Gba(Gab(a))− a ∥ (4)

Li =∥ Gba(a)− a ∥ (5)

Here, ∥∥ indicates an error, and similar losses are monitored
for b. Lb evaluates the error between the fake image b̂ and
b; Lc evaluates the reconstruction image generated by apply-
ing these two generators sequentially, namely, between the
fake image â and a; Li evaluates the identity image generated
from itself through the generator that generating its fake im-
age. In training, these losses are added with a specified weight
to make the total loss.

In other words, in the CycleGAN model, the image a is
regenerated via the fake image of b, and the regenerated im-
age is distinguished from original a by discriminator Lc. By
using this configuration, it is not necessary to prepare the
ground truth image that has a one-to-one correspondence with
a, namely the contour enhanced image of a itself. For refer-
ence, Fig. 2 (5) shows a case of creating a contour-enhanced
image from the photo shown in (2) instead of generating it
using CG tool. Here, it is necessary to specify the contour of
each object manually.

It is necessary that a and b are translated to each other
by Gab and Gba in the training. However, since a contour
image shown in (3) of Fig. 2 cannot be translated to a, a
contour-enhanced image is used for b. That is, the contours
are brighter than the threshold, and the rest are darker in b, so
b can be translated to a. In addition, this also applies to (5) of
Fig. 2.

Using the trained CycleGAN model, a is translated to a
corresponding fake contour-enhanced image. Then, the con-
tour image shown in Fig. 2 (3) is obtained by extracting the
region where the brightness is above the threshold value from
this image. And, using this contour, each target object can be
detected, as shown in (4), for their recognition.

4 IMPLEMENTATION OF
EXPERIMENTAL SYSTEM

4.1 Contour-enhanced Image Generation
Using CG

Figure 4 shows the photo and contour-enhanced CG image
of books arranged on the bookshelf, which are the target of
this study. They correspond to (2) and (1) of Fig. 2, respec-
tively.

5International Journal of Informatics Society, VOL.14, NO.1 (2022)International Journal of Informatics Society, VOL.14, NO.1 (2022) 3-12
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Figure 5: Contour-enhanced CG image generation procedure

Figure 5 shows the contour-enhanced image generation pro-
cedure using a CG tool. First, a bookshelf model (a) and book
models (b) are created. Next, books are randomly selected
from (b) and arranged on (a) from the left. At the end of
this process, books are selected according to the remaining
space so that the width of the bookshelf and arranged books
match. Finally, the CG image (c) of books on the bookshelf
(hereinafter, bookshelf) is generated. Since the placement po-
sition and width of each book are grasped when the book is ar-
ranged, the contour information of all books can be obtained.

And, using this contour information and the image in (c),
a contour-enhanced CG image (d) is generated by converting
the brightness as follows.

f(x) =

{
cx x /∈ contour

cx+ t x ∈ contour
(6)

Here, t is the threshold value mentioned in Sec. 3, and it
was set to 156 in anticipation of errors; c is the coefficient of
conversion, and it was set to 100/255. Consequently, since
the brightness in the range of [0, 255] is converted to [0, 100]
and [156, 255] respectively, the contour area is divided from
the other areas.

The CG images were generated using Blender Ver. 2.93.0,
and OpenCV Ver. 3.4.2 with Python Ver. 3.7.10 for the image

(a) Vertex models of

books’ contour

(b) Cover image and bevels

of book

Figure 6: Contour vertices and book modeling

processing required after generation. First, the bookshelf and
books models (hereinafter, bookshelf models) were created
(Figs. 5 (a) and (b)). Then, using Python script in Blender’s
Scripting workspace, the target CG images and their contour-
enhanced CG images shown in (c) and (d) were generated
automatically and repeatedly. The CG images of (c) and (d)
were rendered and saved after each time generation.

The position of each contour’s vertex of the rendered im-
age is accompanied by camera-induced distortion. As shown
in Fig. 5 (c), the center of the camera’s field of view, which is
set at the bottom of the central book, is large, and the periph-
ery is small. Therefore, as shown in Fig. 6 (a), the rendering
is performed on a model where cones are placed at the po-
sition of the vertices at first. Then, the position information
of vertices is obtained from this rendered image to create a
contour-enhanced CG image.

It was presumed that the information on the boundaries of
books is important for contour detection using CycleGAN
shown in Sec. 3. As shown in Fig. 4 (a), there are black
boundary lines generated from the gap between the books.
In the CG book model (b), the left and right corners of the
back cover are rounded, and shadow is generated by illumi-
nating it from the side. Consequently, the book boundaries
become clear when books are arranged (Fig. 4 (c)). Its con-
crete method is shown as follows.

In book modeling, the cover image of the book was cre-
ated using a scanned image of its book jacket. First, a rect-
angular model to fit the size of the book is created. Then,
made its cover image corresponds to the scanned jacket im-
age using the UV Editing workspace of Blender. After that,
the above corners were rounded using the bevel function of
Blender. These results are shown in Fig. 6 (b). The verti-
cal lines near the center are the bevel positions converted to
smooth roundness at rendering. For the bevel function, the
width was set to 0.5; the number of segments was set to 10;
the shape was set to 0.7.

Figure 7 shows the rendering environment. A point light
was placed on the left side to create shadows between books,
and a spotlight was placed to prevent the right side from being
dark. The position of the camera and black plane, standing
behind the bookshelf, was adjusted to match the shooting en-
vironment of the photo shown in Fig. 4 (a). The positions of
the point light, spotlight, and camera are (10.4,−10.4, 4.0),
(9.9,−10.1, 10.9), (20.0, 0.0, 0.0) when the origin is at the
bottom of the back of the central book.

6 T. Kudo / Contour Detection Method by CycleGAN Using CG Images as Ground Truth
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4.2 Implementation of CycleGAN Model

To evaluate the effectiveness of the proposed method, an
experimental system with the necessary function was imple-
mented. This system was constructed on a personal computer,
a CPU with i9-10850K (3.6 GHz), and 64 GB memory. GPU
was GeForce RTX 3090 with 24 GB memory, and OS was
Windows 10. Tools and programming languages were Keras
Ver. 2.4.3, Tensorflow-GPU Ver. 2.4.1, and the above Python.
The code of the CycleGAN model was created based on the
published program code [2], along with the necessary func-
tions for the experiment, such as the early stop control, and
saving and displaying results.

For the CycleGAN model training, the above bookshelf im-
ages were resized to 128×128, and the batch size was 32. For
the configuration of this model, residual networks (ResNet)
were used for the shortcut connections skipping one or more
layers to increase the depth of the network [6]. Additionally,
the weights of the losses in Eqs. (3) to (5) were set to 4, 10,
and 2. Their weighted summation was reflected for the train-
ing as the total loss.

Figure 8 shows the implementation of contour detection.
Figure 8 (a) shows the output image of the CycleGAN model,
the fake contour-enhanced image. It is converted to grayscale,
then the contour and another area are separated based on the
threshold, which was set to 111 considering the grayscale er-
ror. Consequently, the contour area is white, and another area

is black as shown in Fig. 8 (b). The line segment of the con-
tour area shows the detected contour in the next step.

Contour detection was performed on the image in Fig. 8
(b), and the vertical contour was first detected. Firstly, the
number of pixels in the contour area in the vertical direction
for each horizontal position was calculated as shown in the
lower graph of Fig. 8 (b). Then, the horizontal area with 10%
or more contour pixels was selected as a contour candidate
area. For the case of Fig. 8 (b), there were four candidate
areas. The position of the largest number of pixels was se-
lected as the vertical part of the contour for each area, which
is indicated by the broken line.

Next, the number of pixels in the contour area of the hor-
izontal direction was counted between each adjacent vertical
part of the above contours. The vertical area with 50% or
more numbers was selected as the horizontal part candidates
of the contour. Similar to the vertical part, the horizontal part
of the contour was selected. Then, the contour of each object
was detected, as shown by the broken line in Fig. 8 (b). They
were rectangles, in this experiment.

In the training of the CycleGAN model, the following con-
tour differences were used as metrics to determine the com-
pletion of the training. One is the contour created from b
shown in Fig. 2 (1), which is the ground truth contour. The
other is created from b̂ shown in Eq. (2) called fake b．To il-
lustrate the distance between the contour lines, Gaussian blur
with a kernel size 5 × 5 and a standard deviation of 0.3 is
performed, as shown in Fig. 8 (c). The mean absolute error
(MAE) between both is used as the metric.

When the brightness of the pixel of the coordinate (i, j) is
shown by gij for b and feij for b̂ at epoch e respectively, the
metric is shown as follows.

me =
n∑

i=1

n∑
j=1

|feij − gij |/n2 (7)

Here, n is the number of pixels in each coordinate axis. In
the training, me was calculated for each epoch. Every time
me became the minimum compared before, the model weight
was saved as the best weight. Then, when me did not improve
the specified number of times, the training was completed. In
this experiment, this number was set to 15 epochs.

5 EVALUATIONS

5.1 Evaluations of Contour Detection
Contour detection was conducted for both cases: in one

case, the contour-enhanced images generated by CG were
used; in another case, the contour-enhanced images manually
created from the target photo images were used.

For the training and test data, 128 bookshelf photo images
shown in Fig. 4 (a) were prepared and inflated to 256 pairs by
horizontal flip. Contour-enhanced photo images were man-
ually created from each image through the procedure shown
in Eq. (6) and Fig. 8. Images of each group were randomly
divided into 204 training data and 52 test data. Since Cycle-
GAN was used, the division of the training and test data in
each group did not correspond to each other. On the other
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hand, 204 contour-enhanced CG images were generated for
the training data by the procedure shown in Sec. 4.1.

For the case of the contour-enhanced CG images (here-
inafter, CG case), the CycleGAN model was trained with these
CG images and the above training data of the photo with-
out contours. The metrics were monitored using the test data
simultaneously. Then, the contours were detected from the
test data. For the case of the contour-enhanced photo images
(hereinafter, photo case), the above contour-enhanced photo
images and training data of photo were used. Here, the met-
rics monitoring and contour detection were performed by the
same data with the CG case.

Figure 9 shows the transition of losses and metrics with
training shown in Eqs. (3) to (5) and (7). The horizontal axis
of the figure shows the batch number, and one epoch corre-
sponds to five batches. During the period immediately after
the start of training, each loss and metrics showed individual
tendencies. Then, they showed the same tendency. The arrow
of “best MAE” indicates the epoch number when the metrics
become the best. In the CG case, the best MAE 0.303 was
obtained at epoch number 10. Similarly, in the photo case,
0.2278 was obtained at epoch 54.

Figures 10 (1-a) and (2-a) show fake contour-enhanced im-
ages generated from the bookshelf image shown in Fig. 4 (a)
using the trained model for the above two cases, respectively.
Their detected contours using the procedure shown in Fig. 8
(b) are shown in Figs. 10 (1-b) and (2-b), respectively. As
shown in Fig. 10 (2), the affine transformation of the above
bookshelf image is performed so that the book area of the

(1-a) Fake contour-

enhanced image

(1-b) Detected contours (2-b) Detected contours

(1) Photo case (2) CG case

(2-a) Fake contour-

enhanced image

Figure 10: Fake contour-enhanced image and detected con-
tours

photo matches the area of the CG image shown in Fig. 5 (b).
So, there is a difference in image size between Figs. 10 (1)
and (2).

As shown in the upper row of Figs. 10 ((1-a) and (2-a)),
the fake contour-enhanced images of the target images were
generated in each case, although there are some distorted and
blurred parts. Additionally, contours were detected from these
images, as shown in the lower row of Figs. 10 ((1-b) and
(2-b)). However, some contours are too narrow in width or
inconsistent in height compared to books.

5.2 Evaluations of Object Recognition

To evaluate the accuracy of the contour detection, object
recognition accuracy was evaluated by template matching of
the back cover images between the target photo books, as
shown in Fig. 4 (a), and the extracted books using the de-
tected contours. The former back cover images were created
using the contours set manually, as mentioned in Sec. 3. The
latter books were extracted from the target photo books using
the detected contours of each case. Additionally, test data ex-
cluded inflated images by horizontal flip were used for target
photo books.

Figure 11 shows the template matching results of the CG
case. Template matching was performed using matchTem-
plete function of OpenCV, where the normalized correlation
coefficient matching was used. Fig. 11, (1) shows the back
covers of target photo books; (3) shows one created using de-
tected contours. (2) shows the template matching results be-
tween the two, and the back cover images are the same as (1),
and the image of (3) is shown by a white rectangle. Similarly,
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(1) Back covers of target photo books

(2) Template matching result: position and  score

(3) Back covers created using detected contours

(a) 1.0 (c) 0.5 (b) 0.0

Figure 11: Book recognition results using detected contours
of CG case

Fig. 12 shows the results of the photo case.
The following three scores were introduced according to

the matching level to evaluate the accuracy of object recogni-
tion, as shown in Fig. 11 (2). (a) shows the case of almost the
same indicated by ⃝, which score is 1.0; (b) shows the case
of not almost overlap indicated by ×, which score is 0.0; (c)
shows the case in between both of the above indicated by △,
that is, there is an extra area or only a part of both is overlap.
Here, (c) is the case when 50% or more of the detected con-
tour area is included in one of the target photo books; (b) is
the case of less than 50%.

Figure 11 (2) and Fig. 12 show that there are differences in
the results of each book recognition. For example, the second
back cover from the left is detected by dividing into two in
Fig. 11 (2), but it is detected as one in Fig. 12. Additionally,
the third back cover from the right is recognized as score 0.5,
and the second is not recognized in Fig. 11 (2). For these
back covers, the recognition result was reversed in Fig. 12.

Figure 13 shows the percentage of back covers recognized
with scores of 1.0 and 0.5 out of a total of 237 back covers.
Here, even if the back cover is recognized twice with a score
of 0.5, such as the book on the right end of Fig. 12, it is
counted as one book. When only the score of 1.0 was targeted,
the recognition rate was 55.7% for the CG case, lower than
59.9% for the photo case. However, including the score of
0.5, it was 84.5% and 81.5%, and the CG case was higher
than the photo case.

To analyze the status of the score, the average score in each

Figure 12: Book recognition results using detected contours
of photo case

Recognition rate

Figure 13: Book recognition rate using detected contour

target book image is shown in Fig. 14, and the total number
of each score is shown in Fig. 15. As shown in Fig. 14, the
line graph shows the result arranged in descending order to
grasp the score’s tendency between each case. Note that even
if the image number in this figure is the same, both results
are not for the same target book image. The score was from
0.87 to 0.39 in the CG case and 1.0 to 0.43 in the photo case,
and the averages were 0.63 and 0.69, respectively. That is, the
average of the CG case was 9.5% lower than the photo case.

Figure 15 shows the total number of the target photo books
is 237, and the number of detected contours exceeds this in
both cases. There are 379 detected contours, which is more
than the 328 in the photo case. The number of the score of
1.0 is 162. Similarly, the number of the score of 0.5 is 150.

Image number

Average Score

Figure 14: Average score of book recognition for each image
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Number

Score

Figure 15: Number of each score in book recognition

(c) Target photo image

128 128

(d) Contour-enhanced

image 128 128

(a) Target photo image (b) Target CG image

Figure 16: Evaluation of contour-enhanced image using target
images of different sizes

Comparing the photo case, though the former is less than 174
of the photo case, the latter is more than 105.

5.3 Evaluations of Influence with Contour
Size Error

The influence of the error in the size of the photo image
of the book and the contour-enhanced CG image was evalu-
ated. There was also an error in their positions. Thus, this ex-
periment was conducted without closely matching their sizes
by the affine transformation mentioned in Sec. 5.1. Figure
16 shows the images used in this experiment. Figure 16 (a)
shows a book photo image, and Fig. 16 (b) shows a book
CG image from which a contour-enhanced image was cre-
ated. The latter is a little larger, especially positions of the
upper sides of the contours are high. Figure 16 (d) shows
the fake contour-enhanced image generated using the model
trained with these images. Here, Fig. 16 (c) is a photo image

Figure 17: Book recognition results using target images of
different sise

of the book converted to the size of 128× 128 pixels to input
the model. In Fig. 16 (d), the position of the upper side is
higher than in (c), similar to the CG image of the book shown
in (b).

Contour detection was performed using this fake contour-
enhanced image shown in Fig. 16 (d). Then, each book image
was extracted by these contours from the bookshelf photo im-
age shown in Fig. 16 (a). Figure 17 shows the results of book
recognition using detected contours similar to Sec. 5.2.

As shown in Fig. 17, the contour is detected as large size,
and most of them have an empty area at the top. In the match-
ing result of the second book from the left, the bottom of the
rectangle is omitted that extends beyond the figure.

6 DISCUSSIONS

This study shows that it is possible to perform contour de-
tection using CycleGAN without preparing ground truth im-
ages with a one-to-one correspondence to the target images.
For the books arranged on the bookshelf, the comparative
evaluation was performed on the accuracy of the target book’s
back cover recognitions using the detected contour by the CG
and photo cases (Figs. 11 and 12).

Consequently, the almost same accuracy was obtained in
these two cases (Fig. 13). At a score of 1.0, the accuracies of
the CG and photo cases were 55.7% and 59.9%, respectively,
meaning that the photo case was higher than the CG case.
However, at scores of 1.0 and 0.5, the accuracies of the CG
and Photo cases were 84.5% and 81.5%, meaning that the CG
case was higher than the photo case.

The score 1.0 ratio was lower in the CG case is considered
because the ratio of divided contour for a back cover is more
than in the photo case (Fig. 15). For example, the contour of
one back cover was detected as two contours of score 0.5 as
shown in the second back cover from the left in Fig. 11 (2).
The score of 1.0 was less in the CG case than in the photo
case, but that of 0.5 was more. This is a general tendency, as
shown in Fig. 14. The average score of the CG case is lower
than that of the photo case.

To improve the score 1.0 ratio in the CG case, it is con-
ceivable to adjust the threshold for detecting vertical contours
shown in Fig. 8, which is currently set to 10%, to an ap-
propriate value. As shown in Fig. 10 (2-a), since the fake
contour-enhanced image has distortion and blurring of the
contour area, it is expected that these parts can be excluded
by setting the threshold higher.

Furthermore, to improve the contour detection accuracy,

10 T. Kudo / Contour Detection Method by CycleGAN Using CG Images as Ground Truth



it is considered that the method to incorporate the metrics,
which are used for only the early stop of training the model in
this study, as a discriminator of the CycleGAN model to feed-
back error between the following. One is the detected contour
created by a fake contour-enhanced CG image, as shown in
Fig. 10 (2-b). Another is the ground truth contour created
from the CG vertex model, as shown in Fig. 6 (a). These
improvements are feature challenges.

The experiment showed that the ground truth images could
be automatically generated by the CG tools using the prepared
bookshelf and book models in advance, instead of manually
creating each ground truth image. This method using CG im-
ages is considered effective in the field, where many objects
with relatively few types are randomly arranged. It means that
various application fields of contour detection are expected
such as objects placed on desks and cars on roads.

As shown in Fig. 17, using the CycleGAN model, the dif-
ference of scale and position between the target and ground
truth images is significantly affected on the detected contour.
Therefore, depending on the application field, it may be effec-
tive to match the shapes of the target and ground truth image
by preprocessing.

Evaluations of the effectiveness of the proposed method in
environments with these various shapes and backgrounds are
feature challenges.

7 CONCLUSIONS

To recognize one object in objects arranged in high density,
contour detection is often required to preprocess. In this field,
various methods have been proposed utilizing GAN to per-
form pixel-by-pixel detection. However, with these methods,
it is necessary to prepare ground truth images that have a one-
to-one correspondence with the target images. Thus, there is
often an obstacle to their application. Meanwhile, the Cycle-
GAN model can translate images from two different domains
to each other without preparing such one-to-one correspon-
dent ground truth images.

Therefore, this study proposed a method to use the ground
truth images automatically generated by CG tool utilizing the
advantages of CycleGAN. Furthermore, the comparative eval-
uations between this method and the approach of using the
ground truth images that had a one-to-one correspondence
with the target images were conducted. The accuracy of im-
age recognition using template matching based on detected
contours was compared. Consequently, the proposed metho’s
accuracy could be close to the case of using the conventional
one-to-one correspondence ground truth images, even when
the ground truth CG images were used.

Future challenges include the improvement of contour de-
tection accuracy using the proposed method and the evalua-
tion of the accuracy in the case of applying this method to
other application fields.
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Abstract -Due to the recent increase in the users of video-
on-demand (VoD) services, many clients such as smart 
phones or laptop computers request video data to a video dis-
tribution server. Such large-scale VoD systems utilize the 
edge computing technology to distribute the communication 
load and the processing load on the video distribution server. 
In most of the VoD systems utilizing edge computing, the 
edge servers receive a part of the video data from the video 
distribution server and caches them for other transmissions. 
However, the edge servers can receive them before receiving 
the requests from the clients (pre-cache). Moreover, the edge 
servers can transmit pre-cached video pieces to other edge 
servers. Here, the research challenges are: which pieces the 
edge servers should pre-cache and how to redistribute the 
pieces among the edge servers to effectively distribute the 
loads. In this paper, we propose a scalable VoD system on 
edge computing environments. Our evaluation results re-
vealed that our proposed system reduces the probability that 
the transmissions overlap with other transmissions and in-
creases the shortest arrival interval of the clients that the sys-
tem can work by 26% compared with the conventional system 
in the simulated situation. 

Keywords: Streaming media distribution, interruption time, 
webcasting, Internet broadcasting, cloud computing 

1  INTRODUCTION 

Recently, video-on-demand (VoD) services such as 
YouTube or Netflix are widely used. In most VoD services, 
the clients request the video data to the video distribution 
server. The video distribution server sends the video data 
pieces sequentially to the clients so that they can play the 
video while receiving the pieces. When the clients cannot fin-
ish receiving each piece before starting playing it, the video 
playback is interrupted. A longer interruption time more an-
noys the viewers. Here, the interruption time means the total 
time that the playback is interrupted while a client is playing 
the video. Therefore, various interruption time reduction 
schemes for VoD services have been proposed. 

In large-scale VoD systems, many clients request the video 
data and thus the transmissions of data pieces frequently over-
lap with other transmissions. Here, the transmission means a 
series of distributing the pieces to a client. A transmission 
starts when a client requests playing a video to the video dis-
tribution server and finishes when the client finishes receiv-
ing all the pieces of the video data. If the times required for 
transmissions increase and the transmissions continue to 
overlap with others, the interruption times also continue to 
lengthen. Therefore, existing schemes for interruption time 
reduction aim to reduce the transmission time to avoid the 

overlapping of transmissions. Major techniques for this are 
pre-caching ([1]-[4]), redistributions of data pieces ([5]-[7]), 
etc. and are adopted in various CDN (Contents Delivery Net-
works) for scalable VoD systems ([8]). Unfortunately, these 
traditional approaches cause the communication and pro-
cessing loads on the clients. Such extra loads decline the users’ 
operability of the clients and further consume the batteries if 
they are mobile devices. 

Edge computing is one of the approaches that relief the 
computational loads on the clients since the edge servers, i.e., 
the servers on the edge of the network and geometrically close 
to the clients, are often managed by CDN companies such as 
Akamai or Cloudflare. In most of the VoD systems utilizing 
edge computing, the edge servers receive some pieces from 
the video distribution server and caches them for other trans-
missions. However, the number of the pieces that the edge 
servers need to send decreases by adopting the above both 
techniques (pre-caching and redistributions) to the edge serv-
ers. Here, the research challenges are: which pieces the edge 
servers should pre-cache and how to redistribute the pieces 
among the edge servers to effectively reduce the communica-
tion load and the processing load. 

In this paper, we propose a scalable VoD system on edge 
computing environments. Our proposed system adopts a dis-
tributed edge caching scheme. In our proposed system, the 
edge servers store some pieces before starting the VoD ser-
vice. When a new client requests a video data, the video dis-
tribution server selects an edge server for sending the pieces 
of the requested video data to the client. The edge server 
sends its stored pieces to the client. After finishing sending 
the stored pieces, the video distribution server sends the sub-
sequent pieces to the client. Thus, our proposed system re-
duces the probability that the transmissions overlap with 
other transmissions and increases the maximum number of 
the clients of that interruption time converges. The novelty of 
the proposed system is the adopting both the pre-caching 
technique and the redistribution technique to the VoD sys-
tems utilizing edge computing. The contributions of the paper 
are (1) the increase of the number of the clients that the sys-
tem can accommodate, (2) the proposition of a scalable video-
on-demand system, (3) the confirmation of the effectiveness 
of the proposed system. 

The paper is organized as follows. Some related work are 
introduced in Section 2. The proposed scheme is explained in 
Section 3, analyzed in Section 4, and evaluated in Section 5. 
Finally, we conclude the paper in Section 6. 

2 RELATED WORK 

Many studies focus on fast data reception for VoD services. 
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2.1 Pre-caching Techniques for VoD Services 

Abuhadra et al. proposed a proactive caching technique for 
mobile devices [1]. The probability that the clients encounter 
interruptions decreases by sending more video data to the mo-
bile devices while their network connections are available be-
cause they sometimes disconnect from the network. The pro-
posed technique reduces in-network transmission delays by 
caching the video data. Feng et al. found the optimal cache 
placement for the system with wireless multicasting [2]. My 
research group proposed a broadcasting method for pre-cach-
ing video data pieces predicting the video data that the client 
will play [3]. Coutinho et al. proposed a proactive caching 
technique for DASH video streaming [4]. In the proposed 
technique, the clients select a proxy caching server based on 
the network conditions. However, these pre-caching tech-
niques for VoD services require the clients’ storage capacity. 

2.2 Redistribution (Peer-to-Peer Sharing) 
Techniques  for Video-on-Demand Services 

Sheshjavani et al. proposed a peer-to-peer data sharing 
mechanism for VoD services [5]. In the proposed mechanism, 
the clients manage their buffer map. The buffer maps inscribe 
the received video data pieces and non-received pieces of 
each client. In the mechanism, the clients exchange the pieces 
based on the buffer map to receive the pieces that each client 
does not have. In the method proposed by Zhang et al., the 
clients send the pieces considering the bandwidth consump-
tion [6]. Fratini et al. analyzed the efficiency of using repli-
cated video servers [7]. 

However, similar to the pre-caching techniques, these redis-
tribution techniques cause communication and processing 
loads on the clients. Such extra loads decline the users’ oper-
ability of the clients and consume the batteries if they are mo-
bile devices. 

2.3 Video-on-Demand Services on Edge Com-
puting 

Due to the recent prevalence of edge computing, some re-
searchers focus on edge computing for VoD services. 
Mehrabi et al. proposed an edge computing assisted adaptive 
mobile video streaming [9]. The mechanism determines the 
video resolution and the video data rate based on the network 
conditions between the clients and the edge servers. The per-
formance of an edge computing enhanced video streaming is 
investigated by Yang et al. [10].  

3 PROPOSED SYSTEM 

In this section, we explain our proposed system. 

3.1 Proposed System Architecture 

Figure 1 shows the assumed system. The system consists of 
three layers, the top layer, the edge layer, and the client layer. 
One video distribution server is in the top layer. CDN (Con-

tents Delivery Network) companies or VOD service compa-
nies provide the machines in the edge layer. The edge layer 
includes some edge servers. The clients are in the client layer. 
Similar to other researches for the VoD systems utilizing edge 
computing, the networks for these three layers are application 
layer networks and we assume that the influences of the un-
derlaying session/transport layers are sufficiently small. 

The single video distribution server has full video data for 
all the videos and connects to the Internet. The edge servers 
also connect to the Internet and can communicate with the 
video distribution server. They can store a part of some video 
data (pieces). The clients connect to the geometrically closest 
edge server and can communicate with the edge server. The 
clients request the video data to the video distribution server. 
Each video data are divided into some pieces, as shown in Fig. 
2. The clients receive the requested video data pieces from
the video distribution server and the edge servers.

The assumed system model is general and practical. One of 
the applications is that the video distribution server provides 
the videos to the clients in a prefecture, and each edge server 
serves for each region in the prefecture. For example, there 
are eight local regions in Osaka, Japan. In this case, the num-
ber of the edge servers is eight, and the edge servers provides 
100 videos. 

3.2 Target Issue 

We explain our target issue in this subsection. 

3.2.1 Issues in Conventional Systems 

In the VoD systems, the video playback is interrupted when 
the clients cannot finish receiving each piece before starting 
playing it. A longer interruption time more annoys the view-
ers. Here, the interruption time means the total time that the 
playback is interrupted while a client is playing the video. In 

Figure 1: Assumed Environment 

Figure 2: Video Data Division 
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the VoD system in that a video distribution server distributes 
the video data to the clients, the communication load and the 
processing load for the distribution concentrate on the server. 
Therefore, in the cases that such VoD system hold many cli-
ents (scalable) and the clients frequently requests to play the 
videos to the video distribution server, the server is easy to 
overload. The overloading results in long video data transmis-
sion times and causes long interruption times. In most of the 
VoD systems utilizing edge computing, the edge servers re-
ceive pieces from the video distribution server and caches 
them for other transmissions. 

3.2.2 Pre-Caching Pieces 

The edge servers can receive pieces from the video distri-
bution server before the requests for them come from the cli-
ents. That is, the edge servers can pre-cache the pieces. The 
pre-caching can reduce the communication load and the re-
lated processing load on the video distribution server and the 
edge servers. This is because they receive the pieces without 
the requests for the pieces and can receive them before start-
ing the VoD service. Pre-caching more pieces reduce more 
loads, but require more storage capacity on the edge servers. 

3.2.3 Redistributing Pieces 

Moreover, the edge servers can redistribute pieces to other 
edge servers. The redistribution can distribute the communi-
cation load and the related processing load on the video dis-
tribution server to the edge servers because the edge servers 
send the pieces instead of the server. However, if an edge 
server frequently redistributes the pieces, the loads concen-
trate on the edge server, results in long interruption time. 
Therefore, the edge servers need to redistribute the pieces 
without causing the overloads on it. 

3.2.4 Our Objective 

Based on the discussion in this subsection, we aim to reduce 
the interruption time by adopting pre-caching and redistrib-
uting pieces on edge computing environments. For this, we 
propose a scheme which determines which pieces the edge 
servers should pre-cache and how to redistribute the pieces 
among the edge servers. 

3.3 Proposed Scheme 

Our proposed scheme runs on our proposed system archi-
tecture explained in Subsection 3.1. In the scheme, the edge 
servers pre-cache several preceding pieces of popular videos. 
When a client requests playing a video to the connected edge 
server, the edge server checks whether it has pre-cashed the 
requested video already. If the piece that the client is going to 
receive is pre-cached, the client receives the piece from the 
connected edge server. If the piece is pre-cached by another 
edge server, the connected edge server receives it from the 
edge server and after that sends it to the client. If the pieces is 
not pre-cached by any edge server, the connected edge server 
receives it from the video distribution server and after that 
sends it to the client. 

3.3.1 How to Pre-Cache Pieces 

To solve the first issue, the edge servers pre-cache preced-
ing several pieces of popular videos, i.e., the pieces that are 
close to the beginning of the videos. This is because the time 
to start playing the preceding pieces is early, and the possibil-
ity that the clients encounter interruptions is high. The pre-
ceding pieces of the videos that are frequently requested by 
the connected clients are pre-cached. To avoid redundant pre-
caching, the edge servers do not pre-cache the pieces that are 
pre-cached by other edge servers. The edge servers do not 
cache the pieces that are transmitted to the clients except for 
the pre-cached pieces to reduce the required storage capacity 
for caching. The number of the pieces to be pre-cached is a 
parameter for the scheme.  

For example, imagine the case that the VoD system pro-
vides 100 videos and owns eight edge servers. When the num-
ber of the pieces to be pre-cached is set by 10 per each video, 
each edge server pre-caches the preceding 10 pieces of the 
100/8=25 videos.  

3.3.2 How to Redistribute Pieces 

To solve the second issue, in the cases that the edge server 
does not pre-cache the requested video, it requests the redis-
tribution of the preceding pieces of the video to the edge 
server that pre-caches the requested video. This is because the 
edge layer and the client layer are separated in our proposed 
system, and thus, the clients cannot communicate with the 
edge servers that they do not belong to. Therefore, the edge 
servers redistribute the pieces to other edge servers, not di-
rectly to the clients. 

For example, imagine the case that the client 1 directly con-
nects to the edge server 1 and requests the video 2. The pre-
ceding pieces of video 2 is pre-cached by the edge server 2. 
In this case, the edge server 2 redistribute the pre-cashed 
pieces of the video 2 to the edge server 1 and the edge server 
1 sends the received pieces to the client 1. 

3.4 Flow of Procedures 

In this subsection, we explain the flow of the procedures for 
the video distribution server, the edge servers, and the clients. 

3.4.1 Video Distribution Server 

The video distribution server has all the pieces of all the 
video data. When it receives a request for a piece, it sends the 
requested piece to the requesting edge server. 

Moreover, the video distribution server manages the statis-
tics of the VoD system and measure the popularity of the 
video data to determine which video data each edge server 
should pre-cache. This can be performed by calculating pop-
ularity of the video data. The video distribution server can 
calculate this by getting the information about the video re-
quests from all the edge servers. 

3.4.2 Edge Servers 

Figure 3 shows the procedure flow of the edge servers. In 
the figure, pj,i indicates the ith piece of the video j. When an 
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edge server receives the request for the video from a client, it 
checks whether it pre-caches the first piece of the video or not. 
If the edge server pre-caches the piece, it sends the piece to 
the client. Otherwise, it finds the edge server that pre-caches 
the piece. If there is the edge server that pre-caches the piece, 
it requests the piece reception to the edge server and waits for 
the reception. When the reception completes, it sends the re-
ceived piece to the client. If no edge servers pre-cache the 
piece, it request the piece reception to the video distribution 
server and sends it to the client when the piece reception com-
pletes. The edge server that receives the request of the video 
continue to this procedure until it sends the last piece. When 
it completes sending all the pieces of the video to the client, 
the flow for the request finishes. 

3.4.3 Clients 

Figure 4 shows the procedure flow of the clients. Similar to 
Fig. 3, pj,i indicates the ith piece of the video j. When a client 
receives the first piece, it starts playing the piece. After play-
ing the piece, the client try to continuously play the next piece 
and checks whether it has stored the next piece or not. If the 
next piece has already stored in its storage, it starts playing 
the next piece. Otherwise, it waits for the reception of the next 
piece. In this case, interruption occurs. The client continue to 
this procedure until finishing playing all the pieces.  

4 MATHEMATICAL ANALYSIS 

In this section, to find the necessary bandwidth among the 
video distribution server, the edge servers, and the clients, we 
analyze the communication situation under the proposed 
scheme. 

In our proposed scheme, each video data is divided into 
some pieces. The data amount for each piece is the same and 
is denoted by P. For example, if the number of the pieces of 
the video i is NPi, the data size of the video is 𝑃 × 𝑁𝑃𝑖.

4.1 Necessary Bandwidth Between Clients and 
Edge Servers 

Suppose the case when an edge server receives the new 
video request before finishing sending all the pieces to the cur-
rent client. In this case, the interruption time diverges since the 
piece transmissions overlap. The average arrival interval of the 
clients for an edge server is given by 𝜆𝐸. 𝜆 is the average 
global arrival interval of the request for the videos from the 
clients, and E is the number of the edge servers. Therefore, 

𝑃𝑀

𝐵𝐸𝐶

 <  𝜆𝐸 . (1) 

Here, M is the maximum number of the pieces of all the 
videos. BEC is the bandwidth between the edge server and the 
clients. For the analysis, I assume that the bandwidth is the 
same for all the edge servers. From (1), the following 
inequality should be satisfied to converge the interruption time. 

𝐵𝐸𝐶  >  
𝑃𝑀

𝜆𝐸
(2) 

4.2 Necessary Bandwidth Among Edge Servers 

We assume that the video data are requested with a same 
probability. Each edge server has the same number of the vid-
eos. Let V denote the number of the videos that the system 
provides. Then, the probability that a video is requested when 
a client requests playing a video is 1/V. Therefore, the proba-
bility that the video data that an edge server has are requested 
is (V / E) / V=1/E. Contrary, the probability that the directly 
connected edge server does not have the requested video data 
is (E - 1)/E. Therefore, a redistribution occurs with the proba-
bility (E - 1)/E. The time that the edge server can consume for 

Figure 3: The procedure flow of the edge servers 

Figure 4: The procedure flow of the clients 
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the redistribution is 𝜆𝐸 if the edge server does not have the 
next requested video. The probability that the edge server does 
not have the next requested video is (E - 1)/E. If the edge 
server has the next requested video (the probability is 1/E), the 
time that the edge server can consume for the redistribution is 
2𝜆𝐸. Thus, the average time that the edge server can consume 
for the redistributions is given by 

∑ 𝑖𝜆𝐸 (
𝐸 − 1

𝐸
)

2∞

𝑖=1

(
1

𝐸
)

𝑖−1

 . (3) 

Let J the number of the pieces allocated to each edge server. 
The time needed to send J pieces among the edge servers 
should be shorter than this average arrival interval to avoid 
transmission overlapping. Therefore, 

𝑃𝐽

𝐵𝐸𝐸

 <  𝜆(𝐸 − 1)2 ∑ 𝑖

∞

𝑖=1

(
1

𝐸
)

𝑖

 . (4) 

Hence, the bandwidth among the edge servers BEE should 
satisfy the following inequality. 

𝐵𝐸𝐸  >  
𝑃𝐽

 𝜆(𝐸 − 1)2 ∑ 𝑖∞
𝑖=1 (

1
𝐸)

𝑖 (5) 

4.3 Necessary Bandwidth for Video Distribu-
tion Server 

The edge servers receive the pieces that are not allocated 
to any other edge servers from the video distribution server. 
The time needed to send M – J pieces from the video distribu-
tion server to the edge server should be shorter than the aver-
age global arrival interval. Therefore,  

𝑃(𝑀 − 𝐽)

𝐵𝐷𝐸

 <  𝜆 . (6) 

BDE is the bandwidth between the video distribution server 
and the edge servers. Hence, the following inequality should 
be satisfied to converge the interruption time. 

𝐵𝐷𝐸  >  
𝑃(𝑀 − 𝐽)

𝜆
(7) 

5 EXPERIMENTAL EVALUATION 

To check the performances of the proposed scheme, we 
measured the interruption time using our developed simulator. 

5.1 Evaluation Setting 

Based on the application example in Subsection 3.1, the 
number of the edge servers is eight, and the edge servers pro-
vide 100 videos. The bandwidth between each edge server 
and the clients is 100 [Mbps] considering a realistic situation. 
The bandwidth between the video distribution server and the 
edge servers is 600 [Mbps], and that among the edge servers 
is also 600 [Mbps], considering that these are in the backbone 
network. I set the same bandwidth to all the edge servers to 
make the experiments precisely understandable. The video 
distribution server can communicate with each edge server 

directly, and the edge servers can communicate with each 
other. The clients connect to the closest edge server. 

The video duration is 60 [min.], and the bitrate is 5 [Mbps] 
based on the videos provided by practical services. The data 
amount of a piece is the same as the video data for 5 [sec.] 
based on HLS (HTTP Live Streaming [15]) and is 3125 
[Kbytes]. The number of the pieces in each video data is 720. 

The users request playing one of the videos according to a 
fixed arrival interval to make the results be easily understand-
able. In the case that the requests non-uniformly arrive, the 
average interruption time increases because the maximum 
value increases. The popularity of the video data is given 
fairly. 

We compare the proposed scheme with a conventional edge 
caching scheme, an often used caching technique for CDN. 
In the scheme, the pieces are cached at the edge servers, but 
not redistributed among them. The edge servers receive the 
pieces that need to be sent to the clients and are not cached 
from the video distribution server. 

5.2 Influence of Arrival Interval 

More frequent arrivals of the requests for playing the video 
data cause more transmission overlaps, and thus, the interrup-
tion time can continue to increase with a higher probability. 
Therefore, we investigate the influence of the arrival intervals 
of the clients’ requests. 

5.2.1 Interruption Time 

Figure 5 shows the average interruption time under differ-
ent arrival intervals. The horizontal axis is the arrival interval 
and the vertical axis is the average interruption time. In the 
legend, `Conventional Edge Caching’ indicates the average 
interruption time under the conventional edge cashing 
scheme explained in the previous subsection. `Proposed (J 
pieces)’ indicated the average interruption time under our 
proposed scheme. In the scheme, each edge server pre-caches 
J pieces.  

We can see that the average interruption times under each 
scheme are almost the same when the arrival interval is longer 
than a certain value. This is because the transmissions does 
not overlap with others and the interruption time does not 
continue to increase. Under the conventional scheme, the av-
erage interruption time when the arrival interval is longer than 
30 [s] is a little bit longer than that under our proposed scheme. 
This is because the bandwidth between the edge servers and 
the clients are not sufficient and the transmissions sometimes 
overlap with others. On the other hand, we can see that the 
average interruption times under all schemes suddenly in-
creases when the arrival interval is shorter than a certain value. 
This is because the transmissions always overlap with the 
next transmission and the interruption time continue to 
lengthen. In such cases, the VoD system abandons and cannot 
provide their services. 

For example, when the arrival interval is 25 [s], the conven-
tional scheme cannot provide the service, but our proposed 
scheme can provide it and the average interruption time is ap-
proximately 325 [ms]. At the shortest, our proposed system 
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can work even when the arrival interval is 22 [s]. The con-
ventional method can provide service only when the arrival 
interval is longer than 30 [s] in this situation. Therefore, our 
proposed system can improve the shortest arrival interval un-
der that the system can work 26% compared with the conven-
tional system. 

5.2.2 Edge Servers’ Data Transmission 

One of the indexes for the communication load and the pro-
cessing load on the edge servers is the data amount transmit-
ted to others. Therefore, we investigate the amount changing 
the arrival interval.  

Figure 6 shows the total data amount transmitted to the cli-
ents by the edge servers. Since the average interruption time 
diverges when the arrival interval is excessively short, the 
lines stop at the shortest arrival interval under that the inter-
ruption time converges. The data amount decreases as the ar-
rival interval increases because the number of the clients that 
receive data per time decreases. The data amount increases as 
the edge servers pre-cache more data because they need to 
transmit them instead of the video distribution server.  

Figure 7 shows the total data amount transmitted to other 
edge servers. The result is similar to Fig. 6, the total data 
amount transmitted to the clients. But, the amount differs. 
The data amount transmitted to other edge servers is generally 
larger than that to the clients because the edge servers request 
the data transmissions to other edge servers in proportional to 

the number of the clients and each edge server respond to the 
requests from all the other edge servers. 

We only show the total data amount transmitted to the cli-
ents because we confirmed that the total data amount trans-
mitted to the edge servers is similar to this. 

5.3  Influence of Edge-Client Bandwidth 

A less communication bandwidth between the edge servers 
and the clients (edge-client bandwidth) cause more transmis-
sion overlaps, and thus, the interruption time can continue to 
increase with a higher probability. Therefore, we investigate 
the influence of the bandwidth between the edge servers and 
the clients.  

Figure 8 shows the average interruption time under differ-
ent client-edge bandwidth. The arrival interval is 30 [s]. The 
horizontal axis is the client-edge bandwidth, i.e., the band-
width between each edge server and the clients. The vertical 
axis is the average interruption time. We can see that the av-
erage interruption times under our proposed scheme are al-
most the same when the edge-client bandwidth is larger than 
a certain value. Similar to the discussion for the previous sub-
section, this is because the transmissions does not overlap 
with others when the edge-client bandwidth is large. For the 
same reason as the previous subsection, the average interrup-
tion time under the conventional scheme is a little bit longer 
than that under our proposed scheme. Since the behavior be-
tween the edge servers and the clients are the same between 

Figure 6: Average arrival interval and the transmitted data to 
the clients 

Figure 7: Average arrival interval and the transmitted data to 
the edge servers 
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Figure 8: Edge-client bandwidth and the interruption time 

Figure 9: Edge-client bandwidth and the transmitted data 
to the clients 
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our proposed scheme and the conventional scheme, the edge-
client bandwidth under that the interruption time diverges is 
the same, approximately 75 [Mbps].  

Figure 9 shows the total data amount transmitted to the cli-
ents. Since the average interruption time diverges when the 
edge-client bandwidth excessively small, the lines stop at the 
smallest bandwidth under that the interruption time converges. 
The total data amount does not change even when the edge-
client bandwidth changes because the data amount only de-
pends on the number of the clients and the number of the pre-
cached pieces.  

5.4    Influence of Edge-Edge Bandwidth 

A less communication bandwidth among the edge servers 
(edge-edge bandwidth) cause more transmission overlaps. 
Thus, the interruption time can continue to increase with a 
higher probability. 

Figure 10 shows the average interruption time. The arrival 
interval is 30 [s]. The horizontal axis is the edge-edge band-
width. The average interruption time under the conventional 
scheme is constant even when the edge-edge bandwidth 
changes because the edge servers do not redistribute the 
pieces in the scheme. The average interruption time under our 
proposed scheme decreases as the edge-edge bandwidth in-
creases because the edge servers can faster redistribute the 
pieces to another edge server. Moreover, the average inter-
ruption time continue to lengthen when the edge-edge band-
width is smaller than a certain value because the transmis-
sions overlap. 

The total data amount transmitted to the clients and the edge 
servers do not depend on the edge-edge bandwidth and these 
have a similar tendency as shown in Figs. 6 and 7. Therefore, 
we show the total data amount transmitted to the clients for 
the situation of Fig. 10 in Table 1. As shown in the table, the 
data amount increases as the number of the pre-cached pieces 
increases because the edge servers own more data. At the 
maximum case, i.e., the edge servers pre-cache all the 720 
pieces, the data amount is 636 [GBytes] for 100 video data. 

5.5  Influence of Cloud-Edge Bandwidth 

A less communication bandwidth between the video distri-
bution server and the edge servers (cloud-edge bandwidth) 
cause more transmission overlaps. Therefore, we investigate 
the interruption time changing the cloud-edge bandwidth.  

Figure 11 shows the average interruption time. The arrival 
interval is 30 [s]. The horizontal axis is the cloud-edge band-
width. The average interruption time under the conventional 
scheme is longer than that under our proposed scheme be-
cause the bandwidth between the edge servers and the clients 
are not sufficient and the transmissions sometimes overlap 
with others as shown in Fig. 5. Similar to previous results, the 
average interruption time suddenly increases when the cloud-
edge bandwidth is smaller than a certain value because the 
transmissions continue to overlap. The cloud-edge bandwidth 
under that the average interruption time converges is larger as 
the number of the pre-cached pieces increases because the 
edge servers receive less pieces from the video distribution 
server as the pre-cached pieces increase. Since the edge serv-
ers pre-cache all the pieces when they pre-cache 720 pieces, 
the average interruption time does not change even when the 
cloud-edge bandwidth changes in this case.  

5.6  Influence of Edge Servers 

The load on the edge servers can distribute as the system 
equips with a larger number of the edge servers. However, it 
takes much monetary cost as the system equips with a larger 
number of the edge servers. Therefore, we investigate the in-
terruption time changing the number of the edge servers. 

Figure 12 shows the result. The arrival interval is 30 [s] and 
the horizontal axis is the number of the edge servers. We can 
see that the average interruption time is almost constant under 
each scheme when the number of the edge servers is large 
because the transmissions do not overlap if the system equips 
with a sufficient number of the edge servers. Otherwise, the 
transmissions overlap and the interruption time continue to 
lengthen. For example, in the evaluated situation, the inter-
ruption time diverges when the number of the edge servers is 
less than 6. Therefore, it is better for the system to find the 
appropriate number of edge servers under that the interrup-
tion time converges.  

Figure 11: Cloud-edge bandwidth and the interruption time 
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Figure 10: Edge-edge bandwidth and the interruption time 
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5.7 Summary of Evaluation Results 

We confirmed that the average interruption time did not 
largely depend on the number of the pre-cached pieces when 
the communication network was not congested, i.e., a longer 
arrival interval, a larger bandwidth (edge-client/edge-
edge/cloud-edge). Meanwhile, the arrival interval or the 
bandwidths under that the system could work, i.e., the aver-
age interruption time converges, could be improved by pre-
caching more pieces on the edge servers. This was because 
the transmissions did not overlap with others when the com-
munication network was not congested. On the other hand, a 
larger number of pre-cached pieces causes more computa-
tional loads on the edge servers.  

6 CONCLUSION 

 In this paper, we proposed a scalable VoD system on edge 
computing environments. Our proposed system adopted the 
pre-caching and the redistribution techniques. Our proposed 
system reduces the probability that the transmissions overlap 
with other transmissions and increases the maximum number 
of the clients of that interruption time converges. Our simula-
tion evaluation revealed that our proposed system can trans-
mit the video data more than the conventional scheme. Our 
proposed system can improve the shortest arrival interval un-
der that the system can work by 26% compared with the con-
ventional system in the simulated situation. 

In the future, we will consider the popularity of the videos 
and adopt the dynamic caching technique to the edge servers. 
Moreover, we will consider the communication loads on the 
edge servers and the distribution server. 
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Figure 12: Number of the edges and the interruption time 

0

0.5

1

1.5

2

2.5

3

0 1 2 3 4 5 6 7 8 9 10

A
ve

ra
ge

 In
te

rr
u

p
ti

o
n

 T
im

e 
[s

ec
.]

Number of Edges

Conventional Edge Caching
Proposed (1 piece)
Proposed (10 pieces)
Proposed (100 pieces)
Proposed (300 pieces)
Proposed (720 pieces)

202020 S. Matsumoto et al. / A Scalable Video-on-Demand System on Edge Computing Environments

(Received: November 8, 2021)
(Accepted: December 24, 2021)



Satoru Matsumoto received his 
Diploma’s degrees from Kyoto 
School of Computer Science, Ja-
pan, in 1990. He received his 
Master’s degree from Shinshu 
University, Japan, in 2004. From 
1990 to 2004, he was a teacher in 
Kyoto School of Computer Sci-

ence. From 2004 to 2007, he was Assistant Professor 
of The Kyoto College of Graduate Studies for infor-
matics. From 2007 to 2010, he was Assistant Profes-
sor of Office of Society Academia Collabo-ration, 
Kyoto University. From 2010 to 2013, he was Assis-
tant Professor of Research Institute for Economics & 
Business Administration, Kobe University. From 
2015 to 2016, he was a specially appointed assistant 
professor of Cybermedia Center, Osaka University. 
From April 2016 to September 2016, he became a spe-
cially appointed researcher. Since November 2016, he 
became an assistant professor. His research interests 
include distributed processing systems, rule-based 
systems, and stream data processing. He is a member 
of IPSJ, IEICE, and IEEE 

Tomoki Yoshihisa received the 
Bachelor's, Master's, and Doctor's 
degrees from Osaka University, 
Osaka, Japan, in 2002, 2003, 
2005, respectively. Since 2005 to 
2007, he was a research associate 
at Kyoto University. In January 
2008, he joined the Cybermedia 

Center, Osaka University as an assistant professor and 
in March 2009, he became an associate professor. 
From April 2008 to August 2008, he was a visiting 
researcher at University of California, Irvine. His re-
search interests include video-on-demand, broadcast-
ing systems, and webcasts. He is a member of the 
IPSJ, IEICE, and IEEE. 

2121International Journal of Informatics Society, VOL.14, NO.1 (2022) 13-21



222222



Regular Paper

Continual Lengthening of Titles: Implications for
Deep Learning Named Entity Recognition

Yukihisa Yonemochi†and Michiko Oba‡

†Graduate School of Future University Hakodate, Japan
‡Future University Hakodate, Japan
{g3119008, michiko}@fun.ac.jp

Abstract - The objective of this paper is to highlight a prob-
lem of deep learning (DL) named entity recognition (NER)
for titles of various works. Extracting information from a text
input is an important task for interactive text interfaces such
as chatbots and voice interfaces. In the field of natural lan-
guage processing, NER is known as a type of information
retrieval. Most of the latest NER methods utilize deep learn-
ing with the highest accuracy. As the standard, in most cases,
only word sequences have been used as input features. How-
ever, these methods have a problem in recognizing unknown
longer compound words. Longer titles can be found in titles
of works such as novels, manga, animation, and movies. We
verified this phenomenon using the following three aspects:
First, we verified how standard DL NER has a problem with
longer titles. Second, assuming that the addition of lexical
features improves the performance, we verified its effective-
ness. Third, we verified that such longer titles are distributed
within actual real-world titles. Herein, we report the results
of the verification and suggest the necessity of considering
countermeasures.

Keywords: Named entity recognition, deep learning, fea-
ture selection

1 INTRODUCTION

The extraction of proper nouns or unique names such as
movie titles from input text is an important part of natural
language processing (NLP) when developing interactive sys-
tems such as chatbots or voice interfaces. Recognizing the
named entity of an artifact, as defined through Message Un-
derstanding Conference (MUC) [1] and Information Retrieval
and Extraction Exercise (IREX)[2], is the standard method
for extracting proper nouns. This is known as the NER in the
NLP area. NER has two tasks: tagging and disambiguation.
Tagging is the process of generating tag data for the start and
end positions of a fragment in a text. Disambiguation involves
choosing the correct data from several candidate types.

Table 1 shows an example text that has the fragment ”The
Bridge on the River Kwai,” which can be the title of either a
novel or a movie.

B-NOVEL and B-MOVIE indicate the beginning of the ti-
tle of a novel and a movie, respectively. Likewise, I-NOVEL
and I-MOVIE show a range of titles. In addition, O refers to
OTHER. This is called the BIO-style label, which is typically
used for NER tasks. The NER process must first obtain the

correct range, and in this example, the range is 2-7 along with
the index number. The NER is then disambiguated, choosing
between novels and movies. In this example, B-MOVIE and
I-MOVIE are the correct choices.

Although the text initially seems to be saying, “I saw the
bridge,” it actually states, “I saw the movie.” Knowledge of
the title can help us reconcile this meaning. Next, we need
to guess whether it is a NOVEL or MOVIE. Humans can in-
tuitively recognize that the title can be a movie utilizing the
verb “saw.”

In NER systems, statistical methods are applied to recog-
nize the range and choose the correct type. In recent years,
some DL methods have obtained high NER scores. NLP-
progress [3] reported accuacy of more than 90% for several
datasets.

We encountered a problem in which unknown, longer unique
names often cause errors in the recognition process. In this
context, “unknown” indicates a unique name that was not in-
cluded in the set of training data, and “longer” means a unique
name that has several more words of different types than the
known name. Such unknown, longer names are commonly
seen in novel, manga, cartoon, or movie titles. We refer to
such names as “UnknownLonger” throughout this paper. We
can assume that some UnknownLonger names will not be cor-
rectly extracted in the actual system under the following sit-
uation. DL is trained using texts including a list of existing
titles. It can extract the existing titles from an input text with
high accuracy. However, if a new longer title is announced, it
is not correctly extracted.

A typical method for evaluating the accuracy randomly sep-
arates a dataset into subsets of 70% for training and 30% for
testing. It can hide the problem from the evaluation score be-
cause most titles are included in the training data.

The objective of this study is to determine whether it is
necessary to add lexical information to a feature when using
DL NER in an interactive interface. In this paper, we ver-
ify the effectiveness of adding a lexical feature to DL NER
for extracting UnknownLonger names from texts. The effec-
tiveness of the technique was measured through experiments
conducted using our original dataset with manga, novel, car-
toon, and movie titles. For comparison purpose, Japanese and
English titles are used because longer titles occur more fre-
quently in Japanese. The dataset was generated using several
spoken text patterns with real titles. The text pattern was man-
ually created, and title names were collected from Wikidata
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Table 1: Input and Label of NER
index 0 1 2 3 4 5 6 7 8 9
input I saw The Bridge on the River Kwai yesterday .

Label as Movie O O B-MOVIE I-MOVIE I-MOVIE I-MOVIE I-MOVIE I-MOVIE O O

[4].
In this paper, we verify the problem for the following three

aspects.

Verification 1: Existence of the problem
The DL model is prepared, and it is confirmed whether
it works well. (Test-1)
Problems are intentionally created by changing the data
selection. (Test-2)

Verification 2: Effectiveness of adding lexical features
The DL job is modified to add lexical features and con-
firm whether the accuarcy improves. (Test-3)

Verification 3: Investigation into the distribution
The distribution of the title lengths is visualized based
on the time and type. The difference in the length of the
work titles are compared based on the nationality and
type.

Detailes of the verification procedure are described in the
following sections.

2 DEEP LEARNING NAMED ENTITY
RECOGNITION

DL methods have recently been utilized for the NER. NLP-
progress reports have shown that the top NER rankings for the
CoNLL [5] dataset are CNN [6], RNN [7]+CRF, LSTM [8],
Bi-LSTM [9], BERT [10].

The language model GPT-3 [21] by OpenAI [20] or GPT-
J [24] by EleutherAI [23] are getting as much attention as
BERT. They have numerous more parameteres than BERT
and have reported a better performance. They can also be
applied for NER too [22][25].

These DL methods are suitable for time-series data. The
same set of features are used for the NER, regardless of the
method applied. Simultaneously, label data indicating the tag
are prepared, which are referred to as “tagged,” “annotated,”
or “labeled.” The sequence of tokens is the explanatory vari-
able and the sequence of labels is the objective variable.

Figure 1 shows an example of how DL NER processes in-
put text and labels. DL NER is processed through following
steps.

Tokenization
First, the input text needs to be tokenized as a sequence
of words or morphemes. Latin-derived languages can
be tokenized using space characters, and the Japanese
language can be tokenized using a Japanese tokenizer
[11].

Encoding
Once the text has been tokenized, the sequence of to-
kens is translated into vector data, which is called a

tensor. The method used to generate a distributed rep-
resentation has a strong influence on the NER results.
The distributed representation of tokens is used as the
input feature for DL tools to improve the accuracy. The
labels are also translated into tensors, but in simple through
a one-hot vector.

Training
The deep learning model is trained to take a word tensor
as the input and output a label tensor.

Most studies have used large tagged corpora to create a
trained model. However, in [12] and [13], the authors pro-
posed utilizing Wikidata to create large training datasets. In
so doing, they support a wide range of vocabulary but still use
the same features and labels.

3 DEFINING THE PROBLEM

As mentioned in section 2, standard NER methods use only
the surfaces of the word and word sequences as the input fea-
ture. This can cause tagging errors in the UnknownLonger
titles.

Consider the classification model for the NER, which is
trained using training data. The underlined part is the title
and must be extracted as an argument for certain applications.

• I want to watch Star Wars next week.

• When will Harry Potter be released?

The number of words in the titles are both 2, and all of the
words are nouns. Using this example, unknown titles such
as “Star Trek” can be extracted as a title even if it was not
included in the training data. This is called unknown word
extraction.

• I want to watch Star Trek next week.

However, the trained model failed to extract the title when it
was not in the training data and was longer. See the following
example:

• I saw The Bridge on the River Kwai yesterday.

242424 Y. Yonemochi et al. / Continual Lengthening of Titles: Implications for Deep Learning Named Entity Recognition



Figure 1: DL NER of a title

This title has six words, i.e., article-noun-preposition-article-
noun-noun. This is more complex and longer than that of the
examples mentioned above, which can confuse the classifi-
cation module. This type of situation poses a problem. Ar-
tifacts such as manga (comic books), animation (cartoons),
novels, and movies are being added daily. However, we can-
not train classification models daily, because the computing
cost is high.

We conducted a verification using datasets that were ar-
bitrarily divided by the number of words in the target title.
Shorter titles were used for the training model, and the re-
maining longer titles were used for testing.

The existence of this problem in NER tasks was verified
through the experimental results described in Section 6.

4 ADDING A BOOLEAN FEATURE

To improve the accuracy of the DL NER of Unknown-
Longer titles, we propose injecting vocabulary information
into the feature. This method, which have previously pro-
posed for improving the NER for gazetteer [14] adds a fea-
ture, which is simple a Boolean flag, to the input feature. A
flag indicates whether a series of words can be found in the
database. In the training data, flags are generated from the
labels. In the test data, flags can also be generated from the
labels. In the production input data, the flags can be added
by searching the word sequences in the database. Figure 2
shows an example of the addition of flags to a feature. Col-
umn “b” indicates the binary feature flag adding vocabulary
information to the input.

In this example, “The Bridge on the River Kwai” is the title
of a movie. Flags can be generated from the B-MOVIE and
I-MOVIE labels during training and testing. During the pro-
duction time, the flag must be added by searching the name
from a database. More precisely, the flags are added to the
tensor matrix after the words are translated into a distributed

expression.

5 EXPERIMENT

For the first and second verifications, we conducted an ex-
periment using our newly prepared test data.

The purpose of this experiment is to verify whether a typi-
cal NER method has a problem with UnkownLonger. Adding
lexical features is an effective way to improve the problem.

In desiging the experiment, we need to make sure that the
typical NER model does indeed have the UnkonwLonger prob-
lem. For this purpose, we prepare a typical NER model that
works well on the prepared dataset and we intentionally cre-
ate the UnknownLonger problem. To intentionally recreate
a problems, we will focus on how to split the test data to
measure the performance. In measuring the performance of
a typical NER model, the test data are divided randomly. In
this case, the UnknownLonger problem is hidden. In our ex-
periment, we recreate the UnknownLonger problem by split-
ting the test data only for sentences that contain long entity
names as the test data. This must recreate the problem, which
we will observe. Next, we will confirm the improvement by
adding lexical features described in Chapter 4.

Through a series of experiments, we aimed to confirm that
an NER model with high accuracy becomes less accurate on
UnknownLonger, and that the lexical features improve the ac-
curacy significantly. The steps of the experiment are as fol-
lows:

(Test-1) A typical valid deep-learning model is prepared.
(Test-2) It is confirmed whether the problem actually occurs.
(Test-3) Whether the problem can be improved by adding a

lexical feature is then confirmed.

As the first verification, the result of (Test-1) becomes (Test-
2) owing to the influence of UnkownLonger, and as the sec-
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Figure 2: Adding lexical feature for long title

ond verification, (Test-2) extends to (Test-3) owing to the ef-
fect of the lexical feature. A more detailed description of the
experiment environment is provided in this section.

5.1 Test Dataset
Because we have a problem with long titles, the dataset was

specially designed. The dataset was generated by combining
the following two types of text:

• spoken statement patterns

• titles

We chose the titles of mangas, novels, cartoons, and movies
as the target areas. The spoken statements were manually cre-
ated with 20 statements for each area. List 1 shows examples
of statements in the movie context.

List 1. Statement patterns

I can’t wait until x is released
Will you go see x next week?
I need to buy a ticket for x
The movie x will be coming out in theaters
x world premiere

Titles were collected from each area of the Wikidata. The
work titles on Wikidata cover a wide range of genres, from
the very old to the very new. All the necessary information
for aggregation is available, such as language, year of release,
and nationality. It is updated on a daily basis, making it ex-
tremenly worthwhile to connect to the actual interactive inter-
face. Of course, if there is a highly comprehensive database
of titles of wrok, we can use it for our experiments. However,
Wikidata is free, easy to connect, and convenient for scientific

experiments. For these reasons, we used Wikidata to collect
data for our experiments.

When collecting titles from Wikidata, the instance of(P31)
property is used. For example, when we collect movie titles,
the movie item on Wikipedia is wd:Q11424. Wikidata can
be searched using a SPARQL[15] query. Code 1 shows the
SPARQL query used to collect movie items for US movie
titles, with ID and label names.

Code 1. SPARQL query for US movie titles

SELECT ?item ?itemLabel
WHERE {
?item wdt:P31 wd:Q11424;
wdt:P495 wd:Q30.
SERVICE wikibase:label
{bd:serviceParam wikibase:language ”en”. }

}
LIMIT 500

In the query, P495 denotes the “country of origin,” Q30 rep-
resents the “USA.” The SERVICE argument limits the items
to those that have a label for locale “en.” Therefore, the query
collects English labels of instances of movies with the prop-
erty, i.e., country of origin, being the USA. For the Japanese
work labels from Japan, Q17 is used instead of Q30.

The query times out if a LIMIT is not included. The query
limits the number of lines to 500. List 2 shows examples of
English movie titles from the United States.

List 2. Examples of movie titles

The Brain That Wouldn’t Die
Puppet Master: The Legacy
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Puppet Master 4
The Lusty Men
Curse of the Puppet Master

Table 2 shows the list of items used in the SPARQL query
to collect titles from Wikidata.

Table 2: List of id and target labels of Wikidata
Type instance of(P31) Japanese USA

Manga wd:Q21198342 MANGA
TV Animation wd:Q63952888 ANIME

Written work wd:Q47461344 NOVEL
Animated series wd:Q581714 ANIME

Movie wd:Q111424 MOVIE MOVIE

Different sets of items were used in both English and Japanese.
Movies, animations, and manga are in Japanese. Because
mangas (comic books) were originally created in Japan, it
is obvious that TV animation shows and movies will be cre-
ated from them. However, we tried to collect an instance of
“comic book series” for English, and only 172 items were col-
lected, which is an insuffcient number. Therefore, we chose
“written work” (Q47461344) and more than 6,000 instance
items were collected. This indicates that they were classified
as novels.

By using patterns and titles as examples, and combining
the first pattern and first title, the first line of the dataset is as
follows:

“I can’t wait until The Brain That Wouldn’t Die is released.”

We used 500 titles and 20 statements for each of the three
areas, with a total of 30,000 lines of statements for English
and Japanese works.

5.2 Tools
The experiment environment used the existing components.

We chose the BERT Tokenizer which is a state-of-the-art tech-
nology for NER. Table 3 lists the environments and tools used
during the experiment.

We utilized Python3.0 and TensorFlow [16] 2.0 on Google
Colaboratory [17]. The input texts are tokenized using space
characters for the English titles, and using Japanese Tokenizer
Janome for Japanese titles. The distributed representation is
applied as the tensor input feature, and the BertTokenizer with
a pre-trained model bert-base-uncased is used for the English
titles. In addition, BertJapaneseTokenizer with a pretrained
model bert-base-japanese-whole-word-masking[19], which is
published by Tohoku University, is used for Japanese titles.
TFBertForTokenClassification was used for classification.

5.3 Experimental Steps
The experiments were conducted through the following steps:

1. Dataset preparation

Table 3: Environment and tools applied
Computing
environment Google Colaboratory

Platform Python3.0
Tokenized by space character (for English)

Janome (for Japanese)
DL Tool TensorFlow 2.0
Distributed BertTokenizer
Representation BertJapaneseTokenizer

Classifier TFBertForTokenClassification
Pretrained bert-base-uncased(for English)
model cl-tohoku/bert-base-japanese-whole

-word-masking(for Japanese)
batch size 32

• Prepare statement patterns

• Collect titles of written work (USA), including
manga (Japanese), animation, and movie from Wiki-
data

• Merge, combine patterns and titles, and generate
statements and labels

2. Prepare standard NER job

• TensorFlow

• BERT Tokenizer (English / Japanese), BERT Clas-
sification

3. Test the standard method (Test-1)

• Randomly divide the dataset into a 7:3 ratio

• Confirm whether the NER model works well (high
score)

4. Verify UnknownLonger problem (Test-2)

• Divide dataset into shorter and longer titles

• Verify that the problem exists (lower score)

• This result is the baseline

5. Verify the effectiveness of the lexical feature (Test-3)

• Add lexical Boolean feature to the input

• Compare with the baseline (improve the score)

5.4 Dividing database based on the number of
words

Figure 3 shows how to intentionally create a problem.
In Test-1, similar to the typical method of testing the accu-

racy of deep learning models, the dataset is randomly devided
into a ratio of 70% to 30%. In Test-2, the set of titles is di-
vided into training and testing data using the number of words
in each title. Designating the number of words in the title by
N, the following were used as the training data for the exper-
iments.

• For English text: N < 3.

• For Japanese text: N < 4.
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Table 4: Experiment results(test-1,2,3)
count of data lexical F1 score

language division training testing feature Epoc NOVEL ANIME MOVIE weighted avg.
random 7:3 21264 9114 20 0.997 1.000 1.000 0.999

English train w/N <3 21198 9180 15 0.7987 0.7593 0.8111 0.7889
train w/N <3 21198 9180 added 24 1.0000 0.9998 0.9959 0.9988

language division training testing feature Epoc MANGA ANIME MOVIE weighted avg.
random 7:3 21264 9114 20 0.997 0.998 0.986 0.994

Japanese train w/N <4 21771 8607 6 0.5837 0.6212 0.3045 0.4605
train w/N <4 21771 8607 added 47 0.9932 0.9820 0.9734 0.9803

Figure 3: Intentionally Re-create the Problem

We chose these numbers to split the dataset into a ratio of ap-
proximately 7:3. This indicates that English titles are shorter
than Japanese titles.

6 RESULTS AND DISCUSSION

Table 4 presents the experimental results. The experiment
results, listed in Table 4, are described in this section. The
lines for each language in the results of Tests 1, 2, and 3 are
discussed in Section 5.3.

6.1 Preparation of Classification Job

The first lines for each language in Table 4 show the results
of Test-1, where the training job using the standard method
randomly divided the dataset into 70% for training and 30%
for testing. The weighted average F1 score was 99.9% for
English and 99.4% for Japanese. These results are excellent,
and we thus assume that the dataset was prepared arbitrarily
and is too easy for the classification task. However, it shows
that the prepared job works for this dataset.

6.2 Verifying the Existence of the Problem

The second line for each language shows the results of Test-
2, the training job using the traditional method of dividing the
dataset using the number of words in the title as the crite-
rion. The test data lines with a title having less than three
words for English and four words for Japanese were used as
the training data. The remaining data were used as the test
data. The weighted average F1 score was 78.9% for English
and 46.1% for Japanese. From these results, we can verify
that the accuracy of the classification decreases when test-
ing only UnkownLonger titles. This difference indicates that
Japanese texts are more strongly affected by UnknownLonger
titles than English texts, which was considered the baseline.

6.3 Verifying the Effectiveness of the Lexical
Features

The third line for each language in Table 4 shows the re-
sults of Test-3, i.e., the training job with an added lexical fea-
ture that divides the dataset according to the criteria of the
number of words in the title. The data division criteria were
the same as those for Test-2. The weighted average F1 score
was 99.9% for English and 98.0% for Japanese. This indi-
cates that adding lexical features is effective for this job and
the dataset.

6.4 Discussion and the Mechanism

Figure 4 shows a visualization of the results of Tests-1,2,
and 3 for Verifications 1 and 2.

When testing UnknownLonger, we can observe a clear de-
crease in accuracy (Verification1,) and we can observe that it
improves by adding lexical features (Verification2.)

From the experiment, we confirmed that the problem ex-
ists and we can improve it by adding a lexical feature. Now
discuss the mechanism. A typical NER has only a sequence
of words as input. The names labeled during training are
stored in the trained model as a lexicon, but only peripheral
words are used for an unknown word estimation. Unknown-
Longer names often appear like excerpts from sentences, and
they may include words that are included in the periphery. In
such cases, the boundary between the name and the peripheral
words is extremely vague. The lexical features as a Boolean
vector that strongly suggest the possibility of a boundary be-
tween names and peripheral words, and the discriminator re-
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Figure 4: Verification 1 and 2

sponds strongly to them, which is considered to be a signifi-
cant contribution to solving the problem.

7 VERIFYING THE DISTRIBUTION OF
LONGER TITLES

As a third verification, we investigated the distribution of
the length of the titles. We assume that not only the number of
words, but also the types of words that make up the name of an
entity, affect the recognition. The types of words are known
as parts of speech. Parts of speech include nouns, verbs, ad-
jectives, adverbs, conjunctions, and articles. Words that fall
into different parts of speech, such as nouns, verbs, adjectives,
and adverbs, should be placed far apart in a distributed rep-
resentation space by the BERT Tokenezer. UnknownLonger
names are often composed of many parts of speech, and the
type of part of speech is a matter of interest.

A POS analysis was studied earlier. In the experiments
conducted in this study, we use OpenNLP for English names
and a Japanese morphological analyzer for Japanese names.
The words and POS were counted for each title. In English
titles, words are separated by space characters, and the POS
is tagged using Apache OpenNLP [18]. In Japanese titles,
words are separated using the Japanese Tokenizer Janome,
and the POS is tagged at the same time.

Table 5 shows an example of the POS of the title of the
work, as analyzed by Apache OpenNLP.

Table 5: Example POS
The Bridge on The River Kwai
DT NNP IN DT NNP NNP

In this example, DT is a determiner, NNP is a singlar proper

noun, and IN is a preposition or subordinating conjunction.
There are six words. In addition, there are three types of

POS, i.e., articles, nouns, and prepositions.
The number of words and the POS are summarized by year

to confirm the trend of these lengths. The number is also sum-
marized by these work types to confirm which type has a long
name.

7.1 Increasing length
Figure 5 shows a summary of the published year. From

the visualization, the trend in the length of the work titles in-
creases yearly. The trend is the same for the main title and the
subtitles in both Japan and the US. Thus, we verified that the
length of work titles increased annually. This means that Un-
knownLonger titles may appear after the recognition model is
trained.

7.2 Longer Titles for Japanese Manga and
Movie

Figure 6 shows the distribution of the number of words and
POS based on the type of work. Table 6 shows the indepen-
dent t-test results for each work type. The t-test calculations
confirmed that Japanese manga and movie titles are signifi-
cantly longer than English titles. This confirms that the accu-
racy of the results for the Japanese manga and movie titles in
Table 4 was strongly affected.

8 CONCLUSION AND FUTURE WORK

We verified that the accuracy of the BERT classifier is af-
fected by the length of unknown words and can be recovered
by adding a lexcal feature. As indicated by the existing ti-
tles of various works, Japanese manga and movie titles are
longer than English titles. The lengths of such titles are in-
creasing every year. It was therefore suggested that measures
such as adding lexical features are needed to improve the ac-
curacy of identifying UnknownLonger titles. Particular at-
tention should be paid to the Japanese titles of manga and
movies.

We assume that GPT-3 and GPT-J have the same problems
and rather exacerbate the problem in terms of training costs.
We will also need to make sure that GPT-3 and GPT-J have
the same problem and that the proposed method is effective.

As an assumption, adding lexical features has an unintended
effect on short names. If the title of the database is only a sin-
gle common word, it may be labeled a title whenever the word
is used in the input text. We need to study how to work around
this problem to utilize lexical features.

In a text interface, people do not accurately or perfectly in-
put long names. Abbreviations or shortened names are used.
In the future, we will study the tendency of people to abbrevi-
ate or shorten long titles, and devise a method for recognizing
shortened names from input text using lexical information.
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Figure 5: Count of Words and POS of titles by year

Figure 6: Count of Words and POS of titles by types
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Abstract –360-degree Internet live broadcasting has been 
widespread in Internet live broadcasting services such as 
YouTube. However, there is an issue in the 360-degree 
Internet live broadcasting. The broadcaster cannot be aware 
of viewers’ point of view (POV) because the 360-degree 
Internet live broadcasting uses an omnidirectional camera 
and the camera lens do not show the viewers' POV unlike 
conventional web cameras. The role of gaze information in 
remote communication is very important, as it shows the 
focus of the conversation and the object of interest. If the 
broadcaster cannot be aware of the viewers' POV, it is 
difficult to perform smooth communication between the 
broadcaster and the viewers. To solve this issue, we have 
studied an analysis algorithm of viewers’ POV in 360-
degree Internet live broadcasting. The algorithm used 
characteristics about the viewers’ viewing behavior and 
could detect distinctive POV which represented viewers’ 
interests. In the previous research, the distinctive viewers’ 
POV were simply presented as red circles on the 
equirectangular video using a laptop PC for the broadcaster. 
The presentation method was not easy to comprehend and 
the use of a laptop PC would increase the risk of accidents. 
In this paper, we propose three assistant devices for 
presentation of the distinctive viewers’ POV in 360-degree 
Internet live broadcasting. The first one is a belt-type device 
which presents directions of the POV using vibration motors. 
The second one is a LED-type device which presents 
directions of the POV using LED light sources cylindrically. 
The third one is a robot-type device which presents 
directions of the POV using movement of the robot’s head. 
We developed the three assistant devices and conducted an 
evaluation experiment. From the experiment, we found the 
broadcasters did not prefer assistant devices in visual form 
and they had a positive impression of the robot-type device. 

Keywords: 360-degree Internet live broadcasting, Viewers’ 
POV, Assistant devices 

1 INTRODUCTION 

In recent years, many people use Internet live broadcasting 
services. In the Internet live broadcasting services, the 
viewers can enjoy real-time communication with the 
broadcaster. Besides, YouTube started a 360-degree Internet 
live broadcasting service which supports omnidirectional 
cameras from 2016. It enables anyone to easily use the 360-
degree Internet live broadcasting service now.   

In the 360-degree Internet live broadcasting, a broadcaster 
takes a 360-degree video using an omnidirectional camera 
and distributes it to viewers in real-time via the Internet. The 
broadcaster does not need to care about the view angle of 
the camera. The viewers can change their point of view 
(POV) while watching the 360-degree live video and they 
can watch the video from POV which they are interested in. 

The 360-degree Internet live broadcasting, however, has 
an issue that the broadcaster cannot check the viewers’ POV. 
In the conventional Internet live broadcasting, it uses a web 
camera which has a single lens and the single lens definitely 
shows the rectangular photographing range. The broadcaster 
can be aware of the viewers’ viewing range and what they 
are watching by direction of the lens. On the other hand, in 
the 360-degree Internet live broadcasting, it uses an 
omnidirectional camera which has a wide-angle lens or 
multiple lens and the broadcaster cannot know what the 
viewers are watching by direction of the lens.  

There are many studies about the role of gaze information 
in the remote communication [1][2]. In the studies, it is 
turned out that the communicatee’s gaze information 
indicates the target of interest or center of the topic. The 
gaze information in the remote communication is similar to 
the viewers’ POV in the 360-degree Internet live 
broadcasting. Therefore, the viewers’ POV are not only 
information which indicates where the viewers are watching 
but also information which indicates what the viewers are 
interested in. Because of that, the broadcaster sometimes 
cannot understand the context of the viewers’ comments and 
it can be a factor which causes communication errors 
between the broadcaster and the viewers. 

To solve this issue, we have studied about an algorithm 
which detects distinctive viewers’ POV to grasp viewers’ 
interests [3]. In this research, the algorithm could detect 
useful viewers’ POV for the broadcaster. We have also 
studied the effect of presentation of the distinctive viewers’ 
POV to the broadcaster [4]. In this research, we found the 
presentation of the distinctive viewers’ POV could be 
effective for the broadcaster and it gave positive effects to 
the communication between the broadcaster and the viewers. 
It enabled the broadcaster to know what the viewers were 
interested in. The broadcaster also had a chance to 
communicate with passive viewers who sent few comments 
to the broadcaster by the presentation of the distinctive 
viewers’ POV. Even if the distinctive viewers’ POV which 
were not useful to know the viewers’ interests were 
displayed, it did not have a significant negative impact on 
communication and broadcasting. 
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The use case which we envisioned for the previous 
researches were that a single broadcaster delivered the 
situation of walking through a tourist spot. The broadcaster 
would visit a tourist spot and report about the spot to the 
viewers. The equipment used for the broadcasting were a 
laptop computer and an omnidirectional camera. The 
broadcaster carried a backpack with a camera mounter to fix 
the omnidirectional camera and handed the laptop PC. The 
distinctive viewers’ POV were simply presented as red 
circles on the equirectangular video using a laptop PC for 
the broadcaster. The presentation method was not easy to 
comprehend and the use of a laptop PC would increase the 
risk of accidents.  

To solve these issues, we study several assistant devices to 
present the distinctive viewers’ POV to the broadcaster in an 
effective manner. In this research, we propose three assistant 
devices for presentation of the distinctive viewers’ POV in 
360-degree Internet live broadcasting. The first one is a belt-
type device which presents directions of the POV using
vibration motors. The second one is a LED-type cylindrical
device which presents directions of the POV using LED
light sources. The third one is a robot-type device which
presents directions of the POV using movement of the
robot’s head.

The contributions of this paper are summarized as 
follows: 

 We developed three assistant devices for presentation
of distinctive viewers’ POV.

 We clarified the effects of each assistant device in
experiments and which device the broadcaster
preferred.

The rest of this paper is organized as follows. Section 2 
describes our previous work about viewers’ POV 
introducing related work. Section 3 describes three assistant 
devices for presentation of the distinctive viewers’ POV in 
360-degree Internet live broadcasting. Section 4 describes
implementation of the assistant devices. Section 5 describes
evaluation experiments to clarify the effects of each
assistant device and discussion about the experimental
results. Section 6 summarizes this study.

2 PREVIOUS WORK 

2.1 Importance of Gaze Information and 
POV Analysis 

There have been many studies on the role of non-verbal 
information in communication. In particular, gaze 
information has been shown to play an important role in 
communicating mutual intentions. The GAZE Groupware is 
a study of gaze information in communication [1]. In this 
study, the non-verbal information of the remote 
communication in a teleconference system is analyzed. He 
verified whether natural communication can be performed 
by conducting a meeting with nonverbal information in a 

virtual conference room. In addition, he discovered a 
problem that it is difficult to present gaze information 
because the space in which the conference participants 
reside is different in the remote meeting systems. He 
concludes that it is possible to analyze who talks about what 
by talking about the gaze directions of the communicatees.  

Another study on mutual gaze in remote communication 
using videoconferencing systems [2] has revealed some 
interesting findings. The authors argue that the eye contact 
information of the communicatee is an important factor in 
the outcome of collaborative work with remote 
communication. Furthermore, the study also examined the 
method of presenting gaze information and concluded that 
the presentation of images including the eyes of the 
communicatee requires a certain size of images. In 360-
degree Internet live broadcasting, the POV is the 
information that indicates the viewing direction and viewing 
range of the viewers, and it plays the same role as the gaze 
in remote communication. 

On the analysis of viewers' POV in 360-degree video, a 
study of Yen-Chen Lin et al. examined on the correction of 
viewing direction in 360-degree video [5]. In this study, they 
examined a method of correcting the viewer's direction to 
the direction of the main story of a 360-degree video. They 
have implemented and evaluated two patterns of corrections: 
an automatic correction function and a correction with 
annotations. The results showed that there were multiple 
purposes and patterns in the viewer's viewing behavior and 
emphasize the need to analyze the viewer's viewing 
direction to provide a higher quality viewing experience.  

YouTube provides a heat map analysis function for posted 
360-degree videos, and the results of the analysis of the
entire 360-degree videos are also available [6]. An analysis
of the viewer's POV during viewing revealed the
characteristics of watching a 360-degree video. The viewer's
POV was directed most toward the 90-degree horizontal
range centered on the front of the video, where 75% of the
playback time was spent. It was also shown that only 20%
of the users watched the full 360-degree range, even for the
most popular videos.

2.2 Proposed Algorithm 

We have built the following three hypotheses concerning 
the characteristics about the viewers' POV in a 360-degree 
Internet live broadcasting [3].  

(1) The viewers’ POV is concentrated on the direction of
the broadcaster’s way in mobile environment.

(2) If the viewers’ POV directs at other direction except
the direction of the broadcaster’s way, the viewing
behaviors have meanings and there are some
interesting objects for the viewers in the direction.

(3) The viewers’ POV returns to the direction of the
broadcaster’s way after the viewers’ interests are
satisfied

Summarizing the above hypotheses, in a 360-degree 
Internet live broadcasting, the viewer's POV is directed in 
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the direction where the broadcaster is going. It changes from 
the frontal direction to the other direction when a target of 
interest is found. Thereafter, when the interest is satisfied or 
the target is no longer visible, the viewer's POV is expected 
to return to the direction where the broadcaster is going. 

By conducting an experiment about these three 
hypotheses, we found they were true. The viewers changed 
their POV according to their own interests when the POV 
was directed to the other range in the experiment. Therefore, 
we developed an algorithm to detect POV viewing within 
other ranges as the distinctive viewers’ POV. We 
determined the classification of the viewer's state. The 
viewer's state was classified into the following four 
categories. The state in which the viewer was viewing the 
front range was called the "normal viewing".  The state in 
which the POV changed from the front range to other range 
was called "start of other range viewing". The state in which 
the viewer was continuously viewing the other range is 
called "other range viewing". The state that returns to the 
front range was "end of other range viewing". The “normal 
viewing” was the state which the viewer's POV changed 
only within the front range, and we were expected to remain 
in this state for the longest period of time during the 
broadcast. The algorithm detected the POV in the state of 
“other range viewing” by checking the start of other range 
viewing and end of other range viewing.  

Figure 1 shows a flowchart of the algorithm which we 
created and Fig. 2 shows the variables and conditional 
expressions used in the flowchart. In the algorithm, the front 
range is defined as horizontal polar coordinates of 
broadcaster’s way φf ± 60. It monitors horizontal polar 
coordinates of viewers’ POV every 100 milliseconds. φi_n 
gives the horizontal polar coordinates of i-th viewer’s POV 
in n-th monitoring by the algorithm. If one of the viewers’ 
POV goes beyond the front range by satisfying the 
conditional expression 1 and 4, the algorithm sets the state 
to "start of other range viewing" and considers it is the 
distinctive viewers’ POV until the state goes to "end of other 
range viewing" by satisfying the conditional expression 2 
and 3. From an experiment, we found the algorithm could 
detect the distinctive viewers’ POV which could be utilized 
for broadcasting with 89.76% accuracy. 
We conducted an experiment for evaluation of presentation 
of distinctive viewers’ POV [4]. As shown in Fig. 3, The 
distinctive viewers’ POV were simply presented as red 
circles on the equirectangular video using a laptop PC for 
the broadcaster in the previous work. As a result of the 
experiment, we found that the presentation of the distinctive 
viewers’ POV made it easy for the broadcaster to understand 
interests of the viewers. On the other hands, the presentation 
method was not easy to comprehend and the use of a laptop 
PC would increase the risk of accidents. We have to study 
some methods to present the distinctive viewers’ POV to the 
broadcaster in an effective manner. 

Figure 3: Presentation of distinctive viewers’ POV in 
the previous work 

Figure 1: Flowchart of the algorithm 
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3 ASSISTANT DEVICES 

3.1 A Model of the Assistant Devices 

We propose assistant devices for presentation of 
distinctive viewers’ POV in 360-degree Internet live 
broadcasting. Figure 4 shows a model of the assistant 
devices. In the model, a broadcaster sends 360-degree live 
video to the broadcasting server and viewers can watch the 
broadcasting and send comments to the broadcaster 
accessing the broadcasting server as same as typical 360-
degree Internet live broadcasting services. The viewers can 
watch the video changing their POV. The coordinates of the 
POV are also sent to the broadcasting server in real time as 
same as our previous work. In this research, the 
broadcasting server sends the POV to an assistant device. 
The assistant device uses the algorithm of the previous work 
to detect distinctive viewers’ POV. The assistant device 
presents the distinctive viewers’ POV to the broadcaster by 
using a presentation means. The broadcaster can 
communicate with the viewers smoothly estimating their 
interests from the presentation of the distinctive viewers’ 
POV. 

3.2 Requirements of the Assistant Devices 

The broadcaster's motivation to use the assistant devices is 
to make the walk in the tourist spot better. The idea is that 
the broadcaster can gain a companion from the viewers, 
even if the broadcaster is traveling alone. In this 
environment, there are the following three requirements.  

1. It should be short time to check the assistant device.
2. It should not restrain the broadcaster’s physical activity.
3. It should improve the broadcaster’s experience.

The first and second requirements are needed not to 
increase the risk of accidents, for example, in case of using a 
laptop PC. The third requirement means the assistant device 
has great potential to become a companion for the 
broadcaster in order to improve his/her experience.  

3.3 Ideas of the Assistant Devices 

Based on the requirements, we present three ideas of the 
assistant devices. The first one is a belt-type device which 
presents directions of the POV using vibration motors. The 
second one is a LED-type cylindrical device which presents 
directions of the POV using LED light sources. The third 
one is a robot-type device which presents directions of the 
POV using movement of the robot’s head. 

The belt-type device has an advantage that the broadcaster 
does not need to look the assistant device and can pay 
attention with his/her surroundings. It would highly satisfy 
requirement 1 and 2. We use a single line belt and the belt is 
bound around broadcaster's waist so that it can keep 
fashionability. Although the belt-type device can present the 
distinctive viewers’ POV in the horizontal direction, it is 
difficult to present the distinctive viewers’ POV in the 
vertical direction. 

The LED-type cylindrical device has an advantage that it 
can present the distinctive POV both in the horizontal and 
vertical direction. However, the degree of achievement of 
the requirement 1 and 2 would be lower than the belt-type 
device because the LED-type device makes the broadcaster 
look the assistant device in order to check the distinctive 
viewers’ POV. 
The robot-type device specializes in requirement 3. It has an 
advantage that the robot can be a companion as if the 
broadcaster walked with a friend together and it would 
improve the broadcaster’s experience. On the other hand, it 
has a disadvantage in terms of requirement 1 and 2 because 
it makes the broadcaster look and carry the device. 

4 IMPLEMENTATION 

We implemented prototypes of the assistant devices 
evaluate their effectiveness in an experiment. We used a 
360-degree Internet live broadcasting system which was
developed in our previous work [4] and added some
functions to the broadcasting system so that it can handle the
assistant devices. In this section, we describe the system
architecture and prototypes of the assistant devices.

Figure 4: A model of the assistant devices in the 360-degree Internet live broadcasting 
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4.1 System Architecture 

The basic features of the 360-degree Internet live 
broadcasting system was similar to that in our previous work. 
In the broadcasting system, it consists of two components 
which are a 360-degree Internet live broadcast system and a 
POV server which collects the viewers’ POV to deliver it to 
an assistant device of the broadcaster.  Figure 5 shows the 
architecture of the system. We use the Ricoh Theta S as an 
omnidirectional camera for the system.  

The broadcaster accesses a broadcasting system and starts 
broadcasting by a web browser. Viewers access the 
broadcasting system and watch the live broadcasting. The 
viewers’ POV information is sent to the POV server 
periodically.  

We implement the 360-degree Internet live broadcast 
system by adopting WebRTC that realizes the video 
streaming on HTML5. We use the Kurento Media Server [7] 
for the video streaming server. The WebRTC is an API to 
provide real-time communication functions such as voice 
communication and video distribution without requiring any 
plug-in and installation of special software. We use a 
javascript library called Three.js [8] for processing images. 
The image acquired from the omnidirectional camera is 
mapped to a spherical object by using the library. The 
viewers’ POV are managed by the angular coordinates of 
the two axes which are acquired every 100 ms and the data 
is sent to the POV server. In this system, the POV is 
represented by the polar coordinate (φ ,θ , r) of the 
spherical surface. The POV sever receives the POV from the 
viewers and saves the collected data in the database. The 
Web server and the POV server are implemented using 
node.js [9]. The algorithm which detects the viewers’ 
distinctive POV is implemented in the POV server.  

4.2 Prototypes of the Assistant Devices 

Described below are the new functions in this paper. The 
POV server analyzes the collected POV with the algorithm 
and send the distinctive viewers’ POV to the assistant device. 

The assistant device has functions of presentation of the 
distinctive viewers’ POV and reading comments in voice. 
The prototypes of the assistant devices are controlled by 
software on Raspberry Pi.  

Figure 6 shows the prototypes of the assistant devices. The 
belt-type device has several vibration motors inside the belt 
at regular intervals. The broadcaster binds a belt around 
his/her waist and grasp the distinctive viewers’ POV in a 
horizontal direction by the vibration. The LED-type device 

Figure 6: Prototypes of assistant devices 
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has several LED tapes which can light individually. The 
LED tapes are wound around a cylindrical can. The bottom 
of the can has a clip to fix it on something such as a laptop 
PC. The broadcaster can grasp the distinctive viewers’ POV 
both in horizontal and vertical direction by the light. The 
robot-type device has a robot head and it can be turned up, 
down, right or left using two servo motors. The bottom of 
the robot head also has a clip to fix it on something. The 
broadcaster can grasp the distinctive viewers’ POV both in 
horizontal and vertical horizontal direction by the direction 
of the robot head. 

The reading comments in voice is a function which 
enables the broadcaster to confirm the viewers’ comments in 
voice without looking a display device such as a smartphone 
and a laptop PC. In the previous work, the viewers’ 
comments were displayed on a laptop PC. Since the 
prototypes of the assistant devices do not need the laptop PC, 
the broadcaster does not need to look the laptop PC. This 
function makes the broadcaster free from looking the laptop 
PC. In the outdoor environment, the broadcaster must to be 
able to hear the surrounding sound for safety. We use a bone 
conduction headphone for hear the viewers’ comments. 

5 EVALUATION 

5.1 Experimental Procedure 

 We conducted two sets of experiments to evaluate the 
prototypes of the assistant devices. In each set of the 
experiments, there were one broadcaster and five viewers 
and the total experimental participants were 12 people. The 
location of the broadcasting was Takamatsu Pond in 
Morioka City, Iwate Prefecture, which was famous as a 
place where swans flied. Each broadcaster performed 
broadcasting for approximately 15 minutes and it was 
performed three times changing the assistant devices. The 
broadcaster walked around the pond and communicated with 
the viewers talking about the situation of the circumference. 
The viewers sent comments about the situation of the 
circumference of the broadcaster. We asked the broadcaster 
to stop at a safe place when checking the assistant device for 
his/her safety and to reply the comments from the viewers as 
many times as possible. 

After three times of the experiments changing the assistant 
devices, we interviewed to the broadcaster about the 
presentation of the distinctive viewers’ POV. In the 
interview, we asked about “Awareness of the presentation of 
the distinctive viewers’ POV”, “Awareness of the POV 
direction” and “Usefulness of the POV”.  Moreover, we 
asked the broadcaster to evaluate about “understandability 
of the POV direction”, “Easiness of the POV check”, 
“Utilization degree of the POV” and “Do you want to use it 
again?” on a scale of one to five. After that, we asked the 
broadcaster to give his/her impression about the assistant 
device through the whole experiment. 

5.2 Experimental Results 

Table 1 shows the experimental result of the interview 
after the experiment. The presentation of the distinctive 
viewers’ POV by the belt-type device was 24 times in 1st 
experiment and 23 times in 2nd experiment. The 

Presentation
Method

Understandability 
of the POV 
direction

Easiness of 
the POV check

Utilization degree 
of the POV

Do you want to 
use it again?

Belt-type 3.5 5 3.5 4

LED-type 2 2.5 3 2

Robot-type 4 4 3 4

Table 2: Result of the comparison 

Table 1: Result of the interview after the experiment 

 

 

 

Presentation
Method

Experiment
Presentation

Times
Awareness of

the POV
Awareness of 

the POV direction
Usefulness of 

the POV

Belt-type

1st 24
24

(100%)
19

(79.2%)
14

(58.3%)

2nd 23
23

(100%)
20

(87.0%)
11

(47.8%)

LED-type

1st 18
17

(94.4%)
8

(44.4%)
9

(50%)

2nd 21
19

(90.5%)
12

(57.1%)
10

(47.6%)

Robot-type

1st 21
21

(100%)
18

(85.7%)
16

(76.2%)

2nd 28
28

(100%)
24

(85.7%)
18

(64.3%)

Table 3: Comments about the assistant devices 
 
 

 

 

Presentation
Method

Experiment Comments from the Broadcaster

Belt-type

1st

The vibration reduced labor and time for checking the
POV. Since the space between the vibration motors was
long, it was difficult to understand what the viewers
were looking at. I could use the belt-type device
without worrying about what surrounding people
thought of my equipment comparing with the other
devices.

2nd
I was easy to understand the vibration. The direction
of the POV was a little vague.

LED-type

1st

It was difficult to check which LED were glowing
because of the sunlight reflected by the pond. The
vertical direction of the POV was vague and it was not
useful in this experiment.

2nd

It was difficult to understand which LED were
glowing because the time of light was short. It took
time and effort to check the glowing LED because I
needed to make a shadow portion for the device.

Robot-type

1st

Although I was worried about what surrounding
people thought of my equipment comparing the other
devices, it was easy to understand the direction of the
POV. I felt friendship for the robot because the voice
of reading comments sounded to me as if the robot had
spoken.

2nd
The head movement was cute. It took time to wait until
the head movement was completed. The direction of
the POV was best understandable.

Impression
about all 
methods

1st
Since the device read the comments, it was easy to
perform the broadcasting. The assistant devices did
not impose a burden to me.

2nd
I could not check the assistant device on several
occasions because it was slippery.
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presentation by the LED-type device was 18 times in 1st 
experiment and 21 times in 2nd experiment. The 
presentation by the robot-type device was 21 times in 1st 
experiment and 28 times in 2nd experiment. There was no 
significant difference among the assistant devices and it 
could be fair comparison. In terms of the awareness of the 
POV, they were aware of almost all of the POV 
presentations. In terms of the awareness of the POV 
direction, the POV presentations by the belt-type and robot-
type devices could be understandable about 80%. However, 
that of the LED-type device was remarkably low, that is, 
around 50%. 

Table 2 shows the experimental result of the comparison 
of the assistant devices. The belt-type and robot-type 
devices achieved scores above average in all comparison 
items. This result showed these devices were useful to the 
broadcaster. However, the LED-type device was low score 
in most comparison items without "utilization degree of the 
POV". The LED-type device especially would have 
problems of the usability. 

Table 3 shows the comments from the broadcaster written 
by a free format about the assistant devices. In terms of 
positive comments about the belt-type device, "it reduced 
labor and time for checking the POV" and "it can be 
equipped inconspicuously". In terms of negative comments 
about the belt-type device, "it was difficult to understand 
what the viewers were looking at" and "the direction of the 
POV was a little vague". These results showed the belt-type 
device was usable but there was an issue with 
understandability of the POV direction. The LED-type 
device got only negative comments. They were "difficult to 
check which LED were glowing", "it was difficult to 
understand which LED were growing" and "it took time and 
effort to check the glowing LED". These results showed the 
LED-type device was not suitable outdoors in the daytime. 
In terms of positive comments about the robot-type device, 
"it was easy to understand the direction of the POV", "I felt 
friendship for the robot", "it was cute" and "The direction of 
the POV was best understandable". In terms of negative 
comments about the robot-type device, "I was worried about 
what surrounding people thought of my equipment" and "it 
took time to wait for the robot movement" These results 
showed the robot-type device gave friendship feeling to the 
broadcaster and it had an advantage in understandability of 
the POV direction though it stood out outside and the delay 
time was existed to present the POV.  

5.3 Discussion 

In the experiment, the belt-type device was highly 
evaluated by the broadcaster because the device could be 
used without attention to the device disturbing the 
broadcasting. The robot-device was also highly evaluated by 
the broadcaster because it gave friendship feeling to the 
broadcaster in addition to good understandability of the 
presentation of the distinctive viewers' POV. We found a 
new possibility that it became a companion for the 
broadcaster in order to improve his/her experience. On the 
other hand, the LED-device got significant low evaluation 

because it disturbed the broadcasting to check the device 
and was difficult to see the light outside. To summarize the 
experimental results, we found the broadcasters did not 
prefer assistant devices in visual form and they had a 
positive impression of the robot-type device. 

The prototypes of the assistant device in this paper can 
present one presentation of the distinctive viewers’ POV at a 
time. However, in some cases, there are several distinctive 
viewers’ POV at the same time. In such cases, the several 
distinctive viewers’ POV should be weighted by using the 
importance because multiple presentations of the distinctive 
viewers’ POV may confuse the broadcaster. The weighting 
function should be studied and implemented into the 
assistant devices. 

The other point to be discussed is whether a voice 
assistant is effective for the presentation of the distinctive 
viewers' POV. In the experiment, the voice function was 
only utilized for reading out the comments from the viewers. 
It could be utilized for the recognition of the distinctive 
viewers' POV by reading out the position by voice such as 
"the distinctive viewers' POV is right-upper direction". It is 
necessary to evaluate the voice assistant comparing these 
assistant devices. We consider there is a possibility of 
combination of the robot-type device with the voice 
assistant in order to improve its understandability and 
friendship feeling. 

6 CONCLUSION 

In this paper, we proposed assistant devices for 
presentation of the distinctive viewers’ POV in 360-degree 
Internet live broadcasting. we study and developed three 
prototypes of the assistant devices; a belt-type device which 
presented directions of the POV using vibration motors, a 
LED-type device which presented directions of the POV 
using LED light sources cylindrically and a robot-type 
device which presented directions of the POV using 
movement of the robot’s head. We conducted an evaluation 
experiment. From the experiment, we found the broadcasters 
did not prefer assistant devices in visual form and they had a 
positive impression of the robot-type device.  

For the future work, we will improve the robot-type 
device to make it more understandable and friendlier. We 
also study other methods to present the distinctive viewers' 
POV to the broadcaster using mixed reality (MR) 
technologies without disturbing the broadcasting. 
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𝑨𝒃𝒔𝒕𝒓𝒂𝒄𝒕 - Data protection has become an important issue in
Internet services. In storage systems, conventional methods
such as full disk encryption are generally used, but this alone
cannot protect against forced attacks of key disclosure. PDE
(Plausibly Deniable Encryption), which enables the denial of
the existence of confidential information, has been proposed,
and by disclosing the decoy key, it has become possible to
protect the user from the force to disclosure the key. It is an
issue to be considered that the main memory is attacked at
runtime due to the use in the cloud and the spread of virtual-
ization technology. Therefore, we are proposing PTEE FS that
realizes an encrypted file system using the concept of PDE in
a trusted execution environment (TEE). To provide the resis-
tance to exploiting the knowledge from the use of disclosed
the decoy key, we introduce FID unification mechanisms. Re-
garding the performance of PTEE FS, we will evaluate the
estimated performance given by the overhead of using TEE by
using a model that imitates actual use on the cloud and using
file synchronization between the server and client as the actual
use model on the cloud.

𝑲𝒆𝒚𝒘𝒐𝒓𝒅𝒔: Plausibly Deniable Encryption, OS Security,
Trusted Execution Envirionment.

1 BACKGROUND
Leakage of confidential data related to privacy endangers

the privacy of data owners and leads to the loss of social cred-
ibility of the leaked organization, so protection of such data
has become an important issue. Traditional methods such as
full disk encryption are commonly used in storage systems,
but these methods make it difficult to maintain confidentiality
when access to computer hardware or administrator privileges
is stolen by an attacker. On the other hand, Plausibly Deniable
Encryption (PDE), which is a new concept of encryption, has
been proposed [1]. PDE protects confidential information suf-
ficiently by allowing the existence of information to be denied.
By disclosing the decoy key, PDE protects against the extor-
tion of the decryption key by an attacker. While admitting that
the encrypted file system exists in the system, the attacker is
given the decoy key to access the decoy area, but the existence
of the hidden area and its contents are kept secret. From the
perspective of storage system configuration, PDE’s existing
research primarily protects sensitive information in persistent
storage, and it is assumed that the main memory, which con-

trols the existence of confidential information at runtime, will
not be attacked. As an attack on the main memory, a memory
inspection attack is assumed in this paper. This is an attack
that illegally takes a snapshot of the main memory and obtains
confidential information.

According to the white paper of the Japanese Ministry of
Internal Affairs and Communications [2], it can be seen from
Fig. 1 that data storage and backup are performed using the
cloud. In this way, cloud services have become widespread
due to the spread of virtualization technology in recent years,
and attacks on main memory have become an issue to be
considered. There is a risk that someone who understands
the system configuration attempts to attack the main memory
with a vulnerability on the premise of using technology that
controls hardware privileges such as virtualization technology
and hypervisor used in cloud services. An example of inci-
dents involving suspected administrative compromise is the
illegal access to data for about 100 million people stored on
Amazon Web Services at Capital One, an American bank, in
2019 [3].

With the development of virtualization technology, hard-
ware support functions are being incorporated into CPUs to be
able to perform processing that guarantees data confidentiality
even when such privileged users and terminal administrators
are not credible [4].

So far, the purpose of this study is to construct an encrypted
file system that is resistant to attacks not only on the persistent
storage device but also on the main memory and that can
deny the existence using the concept of PDE. We proposed a
system using Intel SGX as a hardware-protected execution an
environment in the realization of an encrypted file system [5].

In this paper, we examine countermeasures against attacks
that are established on the premise that the attacker knows the
existence of the decoy key and decoy data for PTEE FS (PDE
with Trusted Execution Environment File System). In Chapter
4, we describe the problems of an attack using knowledge from
the use of disclosed decoy key. First, introduce a PDE system
and threat analysis as assumptions for our previous proposal.
Then, we explain an attack using knowledge from the use of
disclosed decoy key, which is a threat to be solved in this pa-
per. Chapter 5 we propose FID (file ID) unification, which is
a method for solving attacks using knowledge from the use of
disclosed decoy key explained in Chapter 4. The basic con-
cept, procedures, and integrated structure of the hidden and
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Figure 1: Breakdown of cloud service usage in enterprises

decoy file will be presented. In Chapter 6 and 7, as an eval-
uation of the processing time in normal access of PTEE FS,
a model that imitates the actual use on the cloud is used, and
the performance is evaluated in consideration of the overhead
due to the use of TEE. In addition, as the processing time of
the program started on-demand, the performance is evaluated
in consideration of the additional latency due to calling the
FID merge processing described in Chapter 5. In the evalua-
tion of processing time in normal access, file synchronization
between server and client is used as an actual usage model
on the cloud. In the evaluation of the processing time of the
program started on-demand, the local file created by referring
to the existing research [6] by Leung et al. is used.

2 RELATED RESEARCH AND RELATED
TECHNOLOGY

This section describes the concept of Plausibly Deniable
Encryption, its application to file systems, and Intel SGX,
which is being examined for application to the realization of
attack resistance to main memory.

2.1 Plausibly Deniable Encryption
Plausibly Deniable Encryption (PDE) was proposed by

Canetti et al. [1] as one of the encryption methods. Tradi-
tional disk encryption methods including full disk encryption
have the problem that they cannot be protected if the owner is
forced to disclose the decryption key by an attacker. Therefore,
PDE, which was proposed as one of the methods to protect
the owner from the key disclosure extortion attack, enables
the protection attack by using the decoy key. PDE is a char-
acteristic of using a decoy key, which enables protection from
key disclosure extortion attacks. As shown in Fig. 2, PDE
applies special encryption to confidential information that can
be decrypted with both a decoy key and a private key, unlike
conventional encryption. Decryption with the decoy key gives
the decoy plaintext, and decryption with the private key gives
the original plaintext. When the legitimate user is attacked by

Figure 2: Overview of PDE

an attacker forcing key disclosure, the user can give the decoy
key to the attacker. Since the attacker thinks that the decoy key
is the original private key, it allows the original confidential
information unnoticed and be kept secret.

On the other hand, the disadvantage is that the size of the
ciphertext becomes extremely large, which may make the at-
tacker suspicious of applying a special cipher. Furthermore,
traces of confidential information may be obtained from the
file system and the physical storage medium layer, etc., and
considering these, it cannot be said to be a practical method.
However, the idea of PDE is that the decoy key gives decoy
information and the private key gives the confidential infor-
mation that can be used.

2.2 Applications of the PDE Concept
Using the idea of PDE, a method was proposed to bring con-

fidentiality using two types of techniques, steganography and
hidden volume, instead of using simple encryption. First, a
PDE method using the concept of steganography was proposed
by Anderson et al. [7] and Chang et al. [8]. The basic idea is
to hide confidential information in ordinary information. For
example, confidential information is embedded and saved in
a part of a large file such as an image file. In steganography,
there is a risk that the confidential information will be over-
written when the file in which such confidential information is
embedded is changed. To avoid overwriting confidential infor-
mation, the risk is alleviated by copying and saving multiple
confidential information, but it has the disadvantage that the
usage efficiency of the storage device deteriorates and a large
amount of confidential information cannot be retained. PDE
using hidden volume technology has been proposed by Jia et
al. [9] and Zuck et al. [10]. File system using hidden volume
technology creates a decoy volume on a storage device with a
decoy key and a hidden volume with a private key. The decoy
volume is placed throughout the storage device, and the hid-
den volume is usually placed from the hidden offset, which is
the initial position of the hidden volume on the storage device,
toward the end of the storage device. When using the PDE
file system using hidden volume technology, the user logs in
public mode or PDE mode and uses the file system. In public
mode, the user only operates decoy volumes and in PDE mode,
the user can operate hidden volumes. When forced to disclose
the key, the owner discloses the login password of the public
volume and the decoy key, to protect the hidden volume and
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Figure 3: Overview of Intel SGX

the confidential data from the attacker. In the hidden volume
technology, the existence of the hidden volume and the hid-
den offset are unknown in the system that operates the decoy
volume, so the data stored in the decoy volume may overwrite
the hidden volume.

2.3 Intel Software Guard Extensions
Intel Software Guard Extensions (Intel SGX) [11] is a CPU

extension architecture provided by Intel Corporation. Intel
SGX can perform processing that guarantees the confidential-
ity of data even if the privileged user or terminal administrator
is not credible. As shown in Fig. 3, Intel SGX creates an
encrypted area called Enclave on memory. Enclave provides
a trusted execution environment (TEE) to enable program ex-
ecution while maintaining data confidentiality provided at the
hardware level. Intel SGX can protect the programs and data in
the enclave from memory inspection attacks. Enclave is called
using ECall from untrusted areas. Then, the result processed
in the enclave is passed to the untrusted area using OCall.
Enclave is executed by the CPU in a special mode which deny
cannot be inspected and tampered with by a program outside
Enclave. ECall and OCall can achieve confidentiality by deny-
ing access from cached addresses to Enclave’s private memory
by a program outside Enclave. Intel Corporation provides the
Intel Software Guard Extensions SDK [12] as an environment
for using Intel SGX technologies.

However, Enclave has a limited size that included both pro-
gram and data, the size is about 100MB. Therefore, the content
to be processed by the enclave must be minimized. For exam-
ple, In the existing research [13] using Intel SGX by Ahemed
et al., The policy is to keep only the private key and perform
only the related processing in the enclave. A study measuring
the performance of Intel SGX by Gjerdrum et al. [14] has
shown that the overhead increases when the size of the buffer
sent to the enclave exceed 64 kB.

2.4 Measured Traffic for File Server on the
Cloud

In the evaluation, we need to assume a usage model of
file sharing on the cloud. Leung et al. [6] measured traffic
for two file-sharing servers used in NetApp data centers for
three months. One of the servers was used by the marketing,
sales, and finance departments, and the other was used by the

engineering department. This time, we referred to the statisti-
cal data of the servers used in each department of marketing,
sales, and finance. This server received 364.3GB Read and
177.7GB Write access in 3 months. The ratio of Read, Write,
and Delete requests was 540: 170: 1 in this order. The request
size when accessing the file was about 70 % for less than 1kB,
about 10 % for 1kB or more and less than 100kB, and about
20 % for those over 100kB.

2.5 TCG Storage Security Subsystem Class:
Opal

MBR Shadow, one of the functions of “TCG Storage Secu-
rity Subsystem Class: Opal” [15], allows users to create and
switch between the two areas such as decoy and hidden, real-
ized by PDE in the boot process. The area division and access
control functions provided by MBR Shadow will solve the is-
sues in overwriting confidential data by decoy data, discussed
in Jia et al. [9] and Zuck et al. [10]. However, MBR Shadow
configures LBA (Logical Block Addressing) mapping at the
time of authentication in the boot process. Therefore, if we
configure a storage system with this device to the proposed
system, the following usage scenarios required for this system
cannot be realized. When a legitimate user and an attacker use
the system at the same time, it is required that simultaneous
and parallel access needs to be allowed to each of the hidden
and decoy areas.

3 PLAUSIBLY DENIABLE DISTRIBUTED
FILE SYSTEMS

The purpose of this research is to realize a plausibly deni-
able distributed file system that is resistant to key disclosure
attacks and also resists memory inspection attacks in virtual
environments.

3.1 Base Design
In our research so far [5], we have designed a prototype of

a distributed file system for key disclosure attacks as follows.
The basic idea of PDE is that using a decoy key or passphrase

will give you information that is allowed to be disclosed and
using the original private key or passphrase will give you
highly confidential information. To realize the basic idea of
PDE, the proposed system provides a mechanism to switch the
contents of the file handled based on the key and passphrase
used for logging in to the file system.

PTEE FS server operates only the encrypted file and does
not operate the plaintext file, but the PTEE FS client encrypts
and decrypts the data and operates plaintext files. The server
manages the decoy space and the hidden space. In the hid-
den area, highly confidential data such as access keys and
passphrases for other systems that should not be leaked are
stored. The decoy area does not include the data to be saved
in the hidden area, and the data with low risk even if leakage
occurs to the outside is saved. PTEE FS sever has the autho-
rization control unit that determines whether the key sent from
the client is a decoy or authentic and switches the operation
to protect it using TEE (Trusted Execution Environment) and
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performs processing. We use the NFS (Network File System)
protocol with necessary modifications.

In the proposed configuration, it is necessary to switch the
access destination into the decoy area and the hidden area by
the key presented by the client and switch the structure of the
file system. Code of the structure operation executes in TEE
to prevent leakage and inspection by a snapshot of the main
memory.

Since Intel SGX is used as the TEE, the confidentiality of
the code for these structural operations can be maintained even
when the attacker is a privileged user or terminal administrator.
Therefore, this configuration can be resistant to infringement
from snapshots of the main memory when accessing the file
system. However, with the TEE built using Intel SGX, there is
a limit to the size of the enclave that can be used, and there are
some that cannot be used for kernel functions such as standard
input/output in the enclave. In this research, we consider the
security of the parts that are not protected by TEE and propose
the system configuration that protects them.

It is possible to obtain resistance to infringement from snap-
shots of persistent storage devices by performing processing
such as filling empty areas on the file system with random
bits as by Jia et al. [9]. This is because NAND flash devices
such as SSD have the characteristic that the entire block is
filled with “ 1” bit when the block is deleted. Therefore, it
is possible to judge whether the area is free or used from the
snapshot of persistent storage. If the block is not filled with
“ 1” bit even though it is a free area on the file system that
handles the decoy area, the attacker can suspects the existence
of confidential data. Therefore, processing such as filling the
free area on the file system with random bits is performed.

3.2 Key Authorization

In this configuration, decryption is performed by the client,
so the key or password between server and client send for ac-
cess authentication and authorization at the time of mounting.
A key used for encryption/decryption, a key, and a passphrase
used for authorization with the PTEE FS server is not the
same. The key for encryption/decryption is handled only on
the client terminal. The authorization control unit determines
whether the key sent from the client is a decoy or authentic
and switches the operation to protect it using TEE and per-
forms processing. The system configuration at this time is as
shown in Fig. 4. Figure 4 shows the data flow when the client
access the persistent storage device mounted by the Read call.
The system that decrypts and encrypts at the client terminal
is called PTEE FS Client, and the system that determines the
key and switches the operation at the server is called PTEE FS
Sever. The user who uses the client terminal receives the en-
crypted data as shown in Fig. 4 at the client terminal, decrypts
it with the PTEE FS Client, and uses it. A legitimate user who
uses the proposed system usually uses the private key, and
when the attacker forces the decryption key to be disclosed,
the decoy key is disclosed to protect the confidential data.

Figure 4: Data flow using TEE in the proposed system

4 PROBLEM
We give a design to resist attacks using knowledge from

the disclosure of the decoy key and obtain a practical prospect
from the performance estimation when applied to cloud ser-
vices. In addition to the attack methods we have examined so
far, we describe attacks that use knowledge from the disclosure
of decoy keys that have not been examined so far.

We introduce the PDE system and threat analysis as as-
sumptions for our previous proposal in Section 4.1. We have
provided improvements to these threats in our previous pro-
posals. Then, we explain an attack using knowledge from
disclosed decoy key in Section 4.2. We present the design of
this system and estimate the performance given by TEE when
operating with the access pattern of the file synchronization
service that is often seen in cloud storage services. In addi-
tion, we evaluate the performance of the system proposed in
Chapter 5 when it is used in a typical workload when using
cloud storage based on the existing research by Leung et al.
[6].

4.1 Threat Analysis
Make some assumptions for threat analysis. First, a legit-

imate user who accesses the server on which the proposed
system is running always mounts the server and handles the
data. Next, the attacker has the same access rights to the
cloud server as the cloud provider, and the attacker can take
snapshots of the main memory and persistent storage at any
time. Finally, the attacker does not have access to the le-
gitimate user’s client terminal. Based on these assumptions,
the vulnerable points of the system configuration will be de-
scribed. Figure 5 shows the server’s basic configuration of the
file system which is the conventional method using the PDE
concept and the places where the denial of the existence of
the hidden area may be lost. In Fig. 5, it is assumed that the
persistent storage device is encrypted by the hidden volume
and the main memory does not use a protection mechanism
such as TEE. In Fig. 5, the location is indicated by a red circle
and labeled with the number written on the speech balloon.
In the following, in Fig. 5, the part with label 1 is referred
to as “vulnerable point 1”, and the part with labels 2 and 3 is
referred to as “vulnerable point 2” and “vulnerable point 3”.
The attack model for each vulnerable point is as follows.

vulnerable point 1： Infringement from a running applica-

444444 R. Shibazaki et al. / Towards Resistance to Memory Inspection Attacks on Plausibly Deniable Distributed File Systems



Figure 5: Vulnerable points in the basic configuration of a
hidden volume file system

tion for user use

vulnerable point 2： Infringement when accessing the file
system

vulnerable point 3： Infringement from persistent storage
snapshots

These attacks were given resistance by the base design de-
scribed in Section 3.1. For infringement from a running ap-
plication for user use, the proposed system has a server/client
configuration., and resistance is given by using the data only
on the client terminal that cannot be observed by the attacker.
For infringement when accessing the file system, resistance to
attacks is given by executing a program related to hidden areas
such as code that handles the file structure, on the TEE of the
server. For Infringement from persistent storage snapshots,
resistance is given by filling the free space with random bits
as shown in Section 3.1. However, in the prototype design,
there is no discussion about attacks using knowledge from the
use of disclosed the decoy key.

4.2 Exploiting Knowledge from the Use of
Disclosed Decoy Key

We explain an attack that uses knowledge from the disclo-
sure of the decoy key. When an attacker whose decoy key
is disclosed can acquire the time series of attacker’s access
information to the decoy area by network traffic or a memory
inspection attack on the server, the time series of access infor-
mation to the hidden area by the private key by the legitimate
user can be obtained, and the existence of the hidden area is
revealed by comparing and collating these.

Regarding attacks using the knowledge of decoy key dis-
closure in PTEE FS, we will consider how the attacks are
possible by monitoring the data exchange at the interface of
TEE, and how to protect them. Figure 6 shows the data flow in
the TEE interface. There are two interfaces, one between the
network and TEE and the other between the persistent storage
device and TEE. The information that can be observed in each
interface is defined as follows.

TS1: (TimeSeries1) In the operation time series between the
network and TEE, the exchange of the modified NFS
protocol is observed.

Figure 6: Data flow in TEE interface

Table 1: Example of TS1 and TS2

TS1 Send Recieve
getattr File (OK, Error) Result
getattr Dir (OK, Error) Result

readdirplus Dir (OK, Error) Result
write File data (OK, Error) Result

read File (OK, Error) Result data
TS2 Send Recieve

fetch ObjectID data Result ObjectID (OK, Error)
store ObjectID data Result ObjectID (OK, Error)

TS2: (TimeSeries2) In the operation time series between the
persistent storage device and TEE, operation sequences
such as fetch and store to the persistent storage device
are observed.

Table 1 below shows examples of the contents observed by
TS1 and TS2.

TS1 is represented by the blue line in Fig. 6, and TS2 is
represented by the orange line. TS1 and TS2 are arbitrarily
generated by an attacker as TS1 m and TS2 m (m: malicious),
and those generated by legitimate user operations are TS1 l
and TS2 l (l:legitimate). At this time, the following two at-
tacks can be considered from the information observable on
the TEE interface.

Attack Possibility 1: Because of the attacker observing the
difference between TS1 m and TS1 l, the existence of
the hidden area is revealed

Attack Possibility 2: When TS2 m is externally observable
as an operation result of TS1 m, it is possible to judge
the match between TS1s from the unification of the pair
of TS2 m and TS2 l, and the hidden area Existence is
exposed

We place two assumptions are made as conditions for es-
tablishing “attack possibility 2”.
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Attacker Assumption 1: Correspondence between TS1 and
TS2
𝑇𝑆2 = 𝑇𝐸𝐸 𝑒𝑥𝑝𝑜𝑠𝑒𝑑 𝑓 𝑢𝑛𝑐(𝑇𝑆1)
can be estimated. This means that it is possible to asso-
ciate the operation series from the NFS RPC time series
with the operations for the persistent storage device.

Attacker Assumption 2: It is possible to judge the match
between the elements of TS2. In other words, it means
that the operations on the persistent storage device can
be identified and the unification can be observed.

Therefore, the following two are required to protect confi-
dential information from attackers using the proposed method.

1. “Attack Possibility 1” is not established

2. Defend “Attack potential 2” by disabling either “At-
tacker Assumption 1” or “Attacker Assumption 2”.

4.2.1 Eliminating Attack Possibility 1

By encrypting the payload part of the RPC of the packet, which
is a component of TS1, the difference other than the data
size becomes unobservable, and the occurrence of “Attacker
Possibility 1” can be prevented.

4.2.2 Eliminating Attack Possibility 2

For “Attack Possibility 2”, the following system configuration
is adopted to prevent the “Attacker Assumption 1” from being
established. As with the countermeasure for “Attack Possi-
bility 1”, the part related to RPC of the packet is encrypted.
Regarding TS2, the data itself stored in the persistent storage
device will be encrypted. In this configuration, the persistent
storage device side assumes a general disk or a normal file
system, so the object ID used when specifying the target in
the persistent storage device is not protected from memory
inspection attacks. The information obtained by the attacker
at this time is the operation and object ID, the input/output
timing to TEE, and the size of the encrypted part. The ap-
pearance pattern of the object ID in the IO traffic at the TEE
mustn’t provide any clue for the attacker tracks hidden volume
using TS2.

5 DESIGN OF PTEE FS
FID is the object ID used by the attacker to specify in the

persistent storage device. To solve the problem of attacks using
the knowledge from the use of disclosed decoy key, the file
ID (FID) observed by the attacker in TS2 should be the same
in the decoy and hidden area. We propose FID unification
to achieve and maintain this. This way, even when accessing
sensitive data, only FID known to the attacker in the decoy
area is observed. Specifically, the file block specified by one
FID has a structure that holds decoy data and confidential
data inside. Figure 7 shows the structure of a file block with
the same file ID. Place sensitive metadata immediately after
decoy metadata, then write decoy data, then sensitive data.
Confidential metadata and confidential data are encrypted with
the private key, and for users who only know the decoy key,

Figure 7: About File block that decoy and hidden FID
become same

these data look like a random bit. The state where the FID is
the same in the decoy and the hidden area may be destroyed by
the file operation by the user. For example, when a decoy file
is deleted, a file block that holds only confidential data occurs.
After that, by accessing that confidential data, the deleted
FID is observed. Section 5.2 defines the procedure for FID
unification to maintain the FID unification during operation
and to perform FID unification for the entire file system by
initialization and so on.

5.1 Discussion about FID Unification
When considering an attack using knowledge from the use

of disclosed decoy key, the worst case is when the attacker
obtains all the information of the files existing in the decoy
area, and the amount of knowledge about the storage area is
maximized. This situation is realized when the decoy key is
disclosed to only one attacker, there is no access by a legit-
imate user, and there is no use other than this attacker who
changes the decoy area. At this time, the attacker can count
and examine all the file IDs existing in the decoy area. After
that, the access of the legitimate user is monitored and the file
ID that appears based on this knowledge is inspected, and if
the attacker observes a file ID that does not exist in the list
of counted IDs, the attacker can suspect the existence of a
hidden file. Here, consider another strategy, for example, a
mechanism in which a common area accessible from a legit-
imate user and an attacker is created and a decoy file ID and
a common file ID appear randomly. Assuming the worst-case
above, where there is no legitimate user access and only this
attacker to change the decoy area. The attacker can count and
examine all the file IDs that exist in the common area and
the decoy area in this case. Therefore, the common area is
equivalent to the expanded decoy area and is not an effective
measure. However, for example, assuming the existence of
parallel access accompanied by an update to a file by a legiti-
mate user when observed by an attacker, it seems possible to
create a certain confidential margin.

To solve the problems of these methods, propose a method
for a file in any hidden area to be embedded internally in
one of the files in the decoy area. Here, the hidden file is
recognized as a free area by the system that handles only the
decoy area. Similarly, one directory in a hidden area should be
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embedded inside one of the directories in the decoy area. As
a premise, the data placed on the decoy side or hidden side in
the persistent storage object read is recorded in the encrypted
area of the persistent storage object. Which one should be
accessed by the system can be safely confirmed and operated
within TEE.

5.2 FID Unification Procedure
The operation of embedding a hidden file inside a file in

a decoy area in an appropriate directory structure is called
FID unification processing. In the FID unification process,
the same FID can be used by embedding the contents of the
hidden area file in the file located in the appropriate directory
structure of the decoy area. Embedding this file is called a
merge operation.

The ideal design of the FID unification process is executed
on the server-side, monitoring the existence of non-identical
FIDs for each file operation and merging files as necessary.
However, if the merge process requires an amount of calcula-
tion in the design, the client may be blocked for a long time.
To evaluate the amount of the processing, we implemented
the FID unification process on the client-side to simplify the
design enough for performance estimations. Figure 8 shows a
simple client-side flow of the FID identification process. It is
assumed that the FID unification process will be called after
some extent of updates are performed on the client-side and
when the client’s PC idle state continues.

The FID unification process and merge operation are shown
below. The FID unification process is used for initialization
immediately after the proposed system is applied and for the
reunification of unmerged files caused by file changes during
operation. A simplified flow of the processing in the FID
unification process is shown in Fig. 9. To merge the files in
the hidden area into the files in the appropriate decoy area, the
combination is searched to identify the appropriate location of
the directory structure in the decoy area by the method shown
in Algorithm1.

Algorithm1 operates as follows. First, get the pathname list
of all directories in the decoy area and the hidden area, and
pass them to Function Search as an argument. In Function
Search, the directory position of the decoy area, which is the
starting point of the FID unification process, is determined
from the combination of all the directories of the decoy area
and the hidden area. The determination method is as follows.
From the directory position of the decoy area that is the start-
ing point, each directory of the decoy area and the hidden
area has a one-to-one correspondence, and the following uni-
fication suitability evaluation is calculated by the operation
shown in Alogorithm2. The calculation method of the unifi-
cation conformity assessment in Algorithm2 is explained in
Section 5.2.1. The unification relevance evaluation consists
of a mergeable flag and a conformance score. The merge-
able flag is expressed by a boolean value indicating whether
the directory combination can be merged, and when true, it
indicates that the merge condition is satisfied. The calcula-
tion of the unification suitability evaluation is made into a
memo, and when it is necessary to calculate the score of the
same combination, it is called from the memo to shorten the

Figure 8: FID unification and operation mode on client PC

Figure 9: Simplified flow in FID unification

calculation.
Among all combinations, the one with the maximum opti-

mal score is selected from the ones for which the mergeable
flag is true, and the directory position of the decoy area that is
the starting point of the FID unification process is determined.
If none of all combinations have the mergeable flag set to
true, the one with the highest matching score is taken out and
judged to be at risk based on that combination. Algorithm1
performs the processing up to this point and returns the direc-
tory location of the decoy area that is the starting point of the
FID unification process, or risk. The FID unification process
recursively merges files or notifies the user of the risk based on
the result received from Algorithm1. There is a risk, that is,
the mergeable flag obtained by Algorithm2 is not true because
there are not enough decoy files in the decoy directory to be
merged. Therefore, it calculates how many files should be
added to which directory in the decoy area, and also notifies
the user.

5.2.1 Conformance Score

The conformance score integrates the conformance values for
a specific file to be merged, and the larger the conformance
score, the better the combination of the corresponding direc-
tories. A high match score means that the percentage of files
in the decoy area where hidden area files are not embedded is
high. In other words, if the conformance score is high, even
if a new file on the hidden side is added or a file on the decoy
side is deleted, there is a high possibility that the FID unifi-
cation process can be performed only within the combination
of the corresponding directories. It is used as a conformance
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score of the FID unification process. The average size of the
files in the directory is the size of the decoy area as pSize, and
the size of the hidden area is as sSize. The number of files
in the directory is the number of decoy areas as pNum, and
the number of hidden areas as sNum. The mergeable flag is
boolean valule of the following predicate equation.

(𝑝𝑆𝑖𝑧𝑒/𝑠𝑆𝑖𝑧𝑒 + 𝑝𝑁𝑢𝑚/𝑠𝑁𝑢𝑚)/2 >= 2

The conformance score is given by;

𝑝𝑁𝑢𝑚/𝑠𝑁𝑢𝑚

5.3 Invocation of FID Unification Process
We have two cases in the FID unification process invoked.

First, FID unification processing is performed in the initializa-
tion of this system. Start by migrating the server to the same
mode for FID unification processing. Perform the above FID
unification, notify the user of the result if necessary, and then
switch to normal mode. Next, the processing after the changes
are made to the file will be explained. Think about the direc-
tory containing the file that is unmerged in the hidden area
due to the modified file. Target hidden directory has already
been merged into the decoy area directory. When re-merging
a file that has been changed and is out of the merged state,
first check whether it can be resolved in the corresponding
directory. Algorithm1 is operated by passing only the corre-
sponding directory as an argument. The relevance evaluation
of the directories of the corresponding decoy area and the
hidden area is calculated, and if the mergeable flag is true, re-
merge is performed in the corresponding decoy area directory
and the hidden area directory. If the mergeable flag is false,
the mode shifts to the unification mode in the same way as the
initialization, and the FID unification process is started for all
directories.

6 EXPERIMENT

In this section, to consider the validity of the design of
PTEE FS, the evaluation is performed using the verification
case from the following two points.

1. Processing time in normal access :
For the performance when applied to the cloud service
of Section 6.1, first, we get the trace data of the file
system acquired under assuming a realistic file group
workload. The processing time is estimated applied our
performance model [5] to the trace data got.

2. Processing time of FID unification invoked on demand
: Regarding the FID unification processing shown in the
proposed method, the processing time when applied to
the local file system is measured by the evaluation pro-
gram. The evaluation program is implemented in Algo-
rithm1and Algorithm2, algorithms are implemented in
python. Estimate from actual measurement and extrap-
olation of processing time using the evaluation program.

6.1 Processing Time for Normal Access
For the implementation model of the proposed method,

we estimate the performance when operating with the access
pattern of the file synchronization service that is often seen in
cloud storage services. We obtained Equation (1) as a model
for calculating the overhead on the processing time per call to
NFS RPC that needs protection [5].

OH (ms) represents the overhead of additional response
time, and i (MB) represents the size of the transfer buffer
during the enclave call. o (MB) represents the size of the
transfer buffer when escaping the enclave.

Since it is known that the overhead increases when the
transfer buffer at the time of enclave call exceeds 64 kB, the
equation is divided into 2 by i = 64𝑘𝐵 when calculating the
overhead. When the proposed system is applied to a cloud
service, it can be seen that the effect on the performance of the
file system can be evaluated from the difference in response
time depending on whether TEE is used or not.

File synchronization is a practical example of cloud appli-
cations. Therefore, we will evaluate TEE performance again
and use RSYNC [16] as a concrete file synchronization sys-
tem. Trace the RSYNC execution traffic, give the size to be
sent/received as an argument of Equation (1), calculate the
estimation overhead, and evaluate its effectiveness.

𝑂𝐻 =

{
0.0097 + 0.0354𝑜 + 0.0115 𝑖 < 0.064
0.9560𝑖 + 0.0354𝑜 − 0.0002 𝑖 >= 0.064

(1)

6.2 Processing Time of FID Unification
Process

Regarding the FID unification process, we evaluate the ef-
fect of the smallest process among the FID unification pro-
cesses that occur when used in a typical workload. When the
same usage as the file system using the existing PDE concept
is used, it is the most called process in the proposed method,
and the impact on the user is significant. So, we evaluate the
effect of the additional latency to gave by the FID unification
process.

Create an environment that assumes the use case described
in Section 7 of the proposed system, operate the FID unifica-
tion process under that environment, and perform an evalua-
tion experiment.

The performance is estimated and evaluated from the re-
sponse time by the Python-based code for the effect of the
FID unification process on the performance in a steady state.
In this experiment, we evaluate a part of the performance of
FID unification processing. In the experiment, we perform
the process of passing only one directory to each argument of
Alogrithm1, which occurs most in the FID unification process.

The FID unification process may be performed on all di-
rectories existing in the volume, but this is not the target of
this experiment. As a PTEE FS system, it is conceivable that
decryption and encryption will be performed before and after
the FID unification process, but this is not the case in this ex-
periment. The performance of the implementation in Python
may be lower or almost unchanged than that implemented in
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Algorithm 1 Algorithm to search for the best directory combination
1: function 𝑆𝑒𝑟𝑎𝑐ℎ(𝑠𝑒𝑐𝑟𝑒𝑡𝐷𝑖𝑟𝑠, 𝑝𝑢𝑏𝑙𝑖𝑐𝐷𝑖𝑟𝑠)
2: if 𝑠𝑒𝑐𝑟𝑒𝑡𝐷𝑖𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ > 𝑝𝑢𝑏𝑙𝑖𝑐𝐷𝑖𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ then ⊲ If the hidden area has more directories than decoy area, no search is

performed because there is no matching pattern.
3: 𝑟𝑒𝑠𝑢𝑙𝑡 ⇐ 𝑛𝑜𝑀𝑎𝑡𝑐ℎ
4: return 𝑟𝑒𝑠𝑢𝑙𝑡
5: 𝑎𝑙𝑙𝑀𝑎𝑡𝑐ℎ ⇐ 𝑎𝑙𝑙𝑃𝑒𝑟𝑚𝑢𝑡𝑎𝑖𝑡𝑖𝑜𝑛𝑃𝑎𝑡𝑒𝑟𝑛(𝑝𝑢𝑏𝑙𝑖𝑐𝐷𝑖𝑟𝑠) ⊲ Calculate and substitute permutation patterns for directories in

all decoy areas
6: for 𝑖 = 1, · · · , 𝑎𝑙𝑙𝑀𝑎𝑡𝑐ℎ.𝑙𝑒𝑛𝑔𝑡ℎ do ⊲ Repeat the process for the number of allMatch
7: for 𝑗 = 1, 𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑁𝑢𝑚 do ⊲ Repeat the process for the number of file in hidden area
8: if 𝑟𝑒𝑠𝑢𝑙𝑡𝑀𝑒𝑚𝑜[ 𝑗] [𝑎𝑙𝑙𝑀𝑎𝑡𝑐ℎ[𝑖] [ 𝑗]] = 𝑛𝑢𝑙𝑙 then
9: 𝑠𝑐𝑜𝑟𝑒 ⇐ 𝐶ℎ𝑒𝑐𝑘𝑀𝑎𝑡𝑐ℎ𝐷𝑖𝑟 (𝑠𝑒𝑐𝑟𝑒𝑡𝐷𝑖𝑟𝑠[ 𝑗], 𝑝𝑢𝑏𝑙𝑖𝑐𝐷𝑖𝑟𝑠[𝑎𝑙𝑙𝑀𝑎𝑡𝑐ℎ[𝑖] [ 𝑗]]) ⊲ Get the mergeable flag and

optimal value for a combination of a directory in a decoy area and a directory in a hidden area
10: 𝑟𝑒𝑠𝑢𝑙𝑡𝑀𝑒𝑚𝑜[ 𝑗] [𝑎𝑙𝑙𝑀𝑎𝑡𝑐ℎ[𝑖] [ 𝑗]] ⇐ 𝑠𝑐𝑜𝑟𝑒 ⊲ Save the score you have done once in a memo
11: else
12: 𝑠𝑐𝑜𝑟𝑒 ⇐ 𝑟𝑒𝑠𝑢𝑙𝑡𝑀𝑒𝑚𝑜[ 𝑗] [𝑎𝑙𝑙𝑀𝑎𝑡𝑐ℎ[𝑖] [ 𝑗]] ⊲ When the same combination appears, call it from the memo
13: 𝑡ℎ𝑟𝑜𝑔ℎ𝑆𝑐𝑜𝑟𝑒[𝑖] .𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ⇐ 𝑠𝑐𝑜𝑟𝑒.𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ⊲ Accumulate scores in the current permutation pattern
14: if 𝑠𝑐𝑜𝑟𝑒.𝑐𝑜𝑛 𝑓 𝑜𝑟𝑚 = 𝑓 𝑎𝑙𝑠𝑒 then
15: 𝑡ℎ𝑟𝑜𝑔ℎ𝑆𝑐𝑜𝑟𝑒[𝑖] .𝑐𝑜𝑛 𝑓 𝑜𝑟𝑚 ⇐ 𝑓 𝑎𝑙𝑠𝑒
16: 𝑡ℎ𝑟𝑜𝑔ℎ𝑆𝑐𝑜𝑟𝑒[𝑖] .𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ⇐ −1
17: if 𝑚𝑎𝑥(𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑆𝑐𝑜𝑟𝑒[𝑖] .𝑜𝑝𝑡𝑖𝑚𝑎𝑙)! = 1 then ⊲ Check if there is a mergeable combination
18: 𝑟𝑒𝑠𝑢𝑙𝑡 ⇐ 𝑎𝑟𝑔𝑚𝑎𝑥(𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑆𝑐𝑜𝑟𝑒.𝑜𝑝𝑡𝑖𝑚𝑎𝑙) ⊲ Get the permutation pattern with the highest conformance score
19: else
20: 𝑟𝑒𝑠𝑢𝑙𝑡 ⇐ 𝑛𝑜𝑀𝑎𝑡𝑐ℎ
21: return 𝑟𝑒𝑠𝑢𝑙𝑡

C ++. Therefore, if a sufficient value is obtained in the eval-
uation performance based on Python, it is expected that the
evaluation performance will be sufficient in C ++. The pro-
posed system will be implemented in C ++, but this time we
will evaluate it using the one implemented in Python.

To understand the additional latency provided by the FID
unification process, compare the processing time of the FID
unification process in one directory in the local directory to
which PTEE FS has already been applied and the processing
time of file synchronization with PTEE FS. The following use
cases are assumed when applying the FID unification process.

It is assumed that the client uses this system when saving
highly confidential data such as password lists and keys in the
storage on the cloud for backup purposes. For this reason, the
data saved in the hidden area is sufficiently smaller than the
decoy area, and even if the FID unification process occurs due
to file changes/deletion, it is assumed that most of the data can
be resolved only in the relevant directory.

The assumed decoy use case workload is as follows. The
ratio of requests for create: read: write is set to about 1: 40.5:
12.75, referring to the previous research by Leung et al. [6].
The size ratio of bytes flowing on the traffic by read: write
is 2.1: 1. 70% of the file size to be handled is a file less
than 1KB, 10% is 1 to 100KB, and the remaining 20% is
100KB to 1MB. The hidden area use case assumes pgp key
management, and the key used is 2048 bits of RSA encryption
key. The processing time of the FID unification process is
evaluated as the additional latency that gives the proposed
system as it is, and the effect of the additional latency on the
file system is estimated and evaluated concerning an example
of file sharing.

6.3 Experimental Method

6.3.1 Experiment of Processing Time with Normal Ac-
cess

We prepared a server/client capable of RSYNC communica-
tion and synchronized the files. The server configuration of
RSYNC is mainly done by directly using the file server in
the company or school, but it is assumed that the changes
are synchronized on the client terminal at home for remote
work. Assuming that the size of the data loaded for uploading
and downloading the modified file is the same, here we trace
the traffic between the uploading client and server. Figure 10
shows the configuration for data acquisition. The server was
mounted on the proxy server, rsync was performed from the
client to the proxy server, and NFS traffic between the proxy
server and server was observed. From the trace data, the RPC
READ and WIRTE call get the series of buffer sizes to be
passed.

The series of buffer sizes was used as the buffer size for
calling and escaping the enclave in Equation (1), the execution
time was measured, and the evaluation was performed as the
overhead of Intel SGX when using this system.

The response time of the entire process was measured 10
times for file synchronization of the same size, and the average
process time was used. The files shown in Table 2 were used
as the files that are changed synchronously by RSYNC. The
average size of the text file was 11263 bytes, and the average
size of the binary file was 216269 bytes. Four of the files
have a file size that exceeds 64 kB, which increases the TEE
response time to input/output these files.
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Algorithm 2 Algorithm for calculating the unification aptitude score
1: function 𝐶ℎ𝑒𝑐𝑘𝑀𝑎𝑡𝑐ℎ𝐷𝑖𝑟(𝑠𝑒𝑐𝑟𝑒𝑡𝐷𝑖𝑟, 𝑝𝑢𝑏𝑙𝑖𝑐𝐷𝑖𝑟)
2: 𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑠 ⇐ 𝑔𝑒𝑡𝐴𝑙𝑙𝐹𝑖𝑙𝑒𝑠(𝑝𝑢𝑏𝑙𝑖𝑐𝐷𝑖𝑟) ⊲ Get the file entry for the target decoy area directory
3: 𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑠 ⇐ 𝑔𝑒𝑡𝐴𝑙𝑙𝐹𝑖𝑙𝑒𝑠(𝑠𝑒𝑐𝑟𝑒𝑡𝐷𝑖𝑟) ⊲ Get the file entry for the target hidden area directory
4: 𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑀𝑒𝑎𝑛 ⇐ 𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑠.𝑠𝑢𝑚𝑆𝑖𝑧𝑒/𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑠. 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚 ⊲ Get the average file size of the decoy area

directory
5: 𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑀𝑒𝑎𝑛 ⇐ 𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑠.𝑠𝑢𝑚𝑆𝑖𝑧𝑒/𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑠. 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚 ⊲ Get the average file size of the hidden area

directory
6: if 𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑀𝑒𝑎𝑛/𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑀𝑒𝑎𝑛 > 1 then ⊲ Check if the average file size meets the conditions
7: 𝑠𝑖𝑧𝑒𝑆𝑐𝑜𝑟𝑒 ⇐ 𝑡𝑟𝑢𝑒
8: else
9: 𝑠𝑖𝑧𝑒𝑆𝑐𝑜𝑟𝑒 ⇐ 𝑓 𝑎𝑙𝑠𝑒

10: if 𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑠. 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚 > 𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑠. 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚 then ⊲ Check if number of files meets the conditions
11: 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚𝑆𝑐𝑜𝑟𝑒 ⇐ 𝑡𝑟𝑢𝑒
12: else
13: 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚𝑆𝑐𝑜𝑟𝑒 ⇐ 𝑓 𝑎𝑙𝑠𝑒

14: if 𝑠𝑖𝑧𝑒𝑆𝑐𝑜𝑟𝑒& 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚𝑆𝑐𝑜𝑟𝑒 then
15: 𝑐𝑜𝑛 𝑓 𝑜𝑟𝑚 ⇐ 𝑡𝑟𝑢𝑒
16: else
17: 𝑐𝑜𝑛 𝑓 𝑜𝑟𝑚 ⇐ 𝑓 𝑎𝑙𝑠𝑒

18: if 𝑐𝑜𝑛 𝑓 𝑜𝑟𝑚 then ⊲ Check if both the average file size and number of files meets the conditions
19: 𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ⇐ 𝑝𝑢𝑏𝑙𝑖𝑐𝐹𝑖𝑙𝑒𝑠. 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚/𝑠𝑒𝑐𝑟𝑒𝑡𝐹𝑖𝑙𝑒𝑠. 𝑓 𝑖𝑙𝑒𝑁𝑢𝑚 ⊲ If the mergeable flag is true, the optimum value is

calculated.
20: else
21: 𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ⇐ 0
22: return (𝑐𝑜𝑛 𝑓 𝑜𝑟𝑚, 𝑜𝑝𝑡𝑖𝑚𝑎𝑙) ⊲ Returns mergeable flag, conformance score

Figure 10: Server configuration in the experiment

6.3.2 Experiment of Processing Time of FID Unification
Processing

We prepared a decoy area directory and a hidden area direc-
tory according to the workload of the use case and performed
the FID unification processing. For the decoy area directory,
referring to the existing research [6] by Leung et al., We pre-
pared 70% for files with file sizes from 1 byte to 1 kB, 10%
for files with a file size of 1 kB to 100 kB, and 20% for files
with a file size of 100 kB or more. We prepared three types
of files, 30 and 50, contained in one decoy directory. For the
hidden directory, referring to the key management of pgp, it
was decided that the public key and private key pair of pub-
lic key authentication, which is asymmetric authentication, is
assigned to each directory. Two types of files, 10 and 20, are
prepared in one hidden directory. If the number of files is

Table 2: File size and type used in the experiment

File size
(byte) File type File size

(byte) File type

55358 Text 1444438 Binary
22113 Text 223065 Binary
11602 Text 97252 Binary
11101 Text 96516 Binary
4284 Text 35184 Binary
2651 Text 33033 Binary
2607 Text 10244 Binary
2317 Text 6527 Binary
567 Text 165 Binary
28 Text

10, there are 5 public/private key pairs, and if the number of
files is 20, there are 10 public/private key pairs. In the actual
experiment, assuming that the user uses so that the number of
files on the hidden area side is sufficiently small in the PDE file
system. We experiment with 2 pairs of decoy area directories
and hidden area directories. One pair is that the number of
files in the decoy area directory is 30 and the number of hidden
area directories is 10. The other is that number of files in the
decoy area directory was 50 and the number of hidden area
directories was 20. We execute the FID unification processing
in these 2 pairs and the execution time was measured.
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Figure 11: Transfer data size and part of the NFS Call series
observed during rsync

6.4 Experiment Environment
A computer with RSYNC [16] and NFS Version 3 [17]

installed was used as the server and client for the experiment.
Wire Shark [18] was used to trace the traffic. The network
bandwidth in the experimental environment was 6.90 MB/s.

7 EVALUATION

7.1 Experiment of Processing Time with
Normal Access

The average response time of the entire process on the client/
server in the experimental environment was 18336.2 ms, and
the standard deviation was 2373. Figure 11 shows a series of
transfer data sizes that appear in the NFS traffic trace when
RSYNC is executed. [5]. Substituting this transfer data size
sequence into Equation (1) for calculating the increase in re-
sponse time, which is the overhead (OH) per NFS call, gives
1.9 ms from the total sequence. Therefore, the estimated
processing time when using the proposed system is 18338.1
ms. Therefore, the ratio of overhead to the processing time is
0.010%, and it is considered that the overhead required when
using TEE is acceptable.

7.2 Experiment of Processing Time of FID
Unification Processing

The average time required for FID unification is 133.8 ms
with 30 files in the decoy area and 10 files in the hidden area,
and 134.6 ms with 50 files in the decoy area and 20 files in the
hidden area.

8 CONCLUSION
We improved our design of Plausibly Deniable Distributed

File Systems to obtain resistance to key disclosure attacks.
Two experiments were conducted and evaluated in terms of
performance to validate the design. In the experiments and
evaluations, we discussed the processing time for normal ac-
cess in use cases applied to cloud services. In the file synchro-
nization use case using rsync, the increased ratio in response
time by the use of TEE is estimated with a measured figure.
The result is 0.010%. Increase for the whole operation, which

is considered to be acceptable overhead by TEE. To provide
the resistance to exploiting the knowledge from the use of
disclosed the decoy key, we added new functionalities of the
FID unification as a countermeasure to memory inspection
attacks. The processing time of the FID unification process
invoked on-demand was tested and evaluated using a program
implemented in python.

The processing time of the FID unification process is 1133.8
ms in an environment with 30 files in the decoy area and 10
files in the hidden area, and 134.6 ms with 50 files in the
decoy area and 20 files in the hidden area. Therefore, the
additional latency due to the FID unification process may be
tolerated. However, in this evaluation, the cost of encryption
processing is not added to the processing time. Examination
of a performance model that includes these is future work.
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