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Abstract - With the progress of the Internet of Things (IoT),
numerous videos have been recorded by various mobile cam-
eras, such as in-vehicle and wearable cameras. Therefore,
it has become necessary to organize target information auto-
matically using image recognition. This often requires the
extraction of the target area from the video frames by object
detection as preprocessing. However, it often becomes diffi-
cult to detect a moving object efficiently in a video recorded
by a moving camera depending on the video’s environment,
which can include complex backgrounds. In this study, I
propose a method for extracting the target area by creating
a subtraction of target images between adjacent frames. In
this method, the background-position is aligned based on the
displacement vector in the optical flow and then subtracted.
Moreover, when the target areas are consecutively extracted
from the video, I show its accuracy can be improved by com-
paring the extracted area size with its moving average.

Keywords: optical flow, moving camera, wearable cam-
era, video, object detection, frame subtraction, IoT

1 INTRODUCTION

With the progress of the Internet of Things (IoT), various
sensors are connected to the network, and a large amount
of data is collected and analyzed. For example, regarding
videos, a large number of cameras have been deployed and
used for various purposes, such as monitoring traffic condi-
tions and the insides of buildings. This has led to a rapid
increase in the number of videos that need to be processed.
Therefore, it has become necessary to extract target informa-
tion automatically from such a vast amount of video data.

On the other hand, deep learning’s effectiveness in image
recognition has been demonstrated [4], [9], [23] and applied to
various fields, such as handwritten character recognition and
face recognition [5], [1]. Furthermore, it has been used for
image recognition from a large number of videos, such as au-
tomatic target or object recognition and abnormality detection
[16].

In this study, I have been attempting to automate inventory
management in factories. Factory workers are equipped with
wearable cameras and discriminate their current location and
target objects using deep learning from images extracted from
videos. Since this is for indoor use, backgrounds do not move
but are instead diverse, including various kinds of walls and
equipment. As a result, for the location, I showed that the
training data could be collected efficiently, and the discrimi-

nation accuracy could be improved by continuous discrimina-
tion against the same target while comparing the results [11].
For the objects, they were held in hand and recorded by the
cameras. However, when the objects were small, I found that
the accuracy deteriorated due to the background’s influence,
especially in the case of a complex background.

The image is often preprocessed for deep learning to sup-
press the influence of the background, wherein a relatively
small area including the target (hereinafter, target area) is ex-
tracted from the image. For example, in face recognition, the
face area in an image is first extracted using Haar-like features
then the face is recognized within this area [24]. Furthermore,
various studies have been conducted on object detection in
images, including video frames. However, I could not find
an efficient method for the detection of a moving object from
frames recorded by a moving camera, as mentioned above.

For this problem, I propose a method for extracting the tar-
get from backgrounds utilizing the optical flow in this study.
The two frames are superimposed, and their background po-
sitions are matched based on the optical flow, then the sub-
traction between the frames is generated. As a result, the tar-
get area is extracted in this subtraction because the target’s
motion is different from the background. Along with this, I
propose a method to identify the frame of the video, in which
the target is observed, by utilizing the difference between the
adjacent frames. I also show that the extraction accuracy of
the target area can be improved by comparing its individual
size with the moving average.

The remainder of this paper is organized as follows. Sec-
tion 2 shows the motivation of this study and related works,
and Sec. 3 proposes a target area extraction method based
on the optical flow. Section 4 shows the implementation of
this method in the experimental system, and Sec. 5 shows the
experimental results. Section 7 concludes this paper.

2 MIOTIVATION AND RELATED WORKS

2.1 Motivation of This Study

I have been working on improving inventory management
in a machinery factory, where various parts are stored in bulk
containers. Since these inventory quantities cannot be counted
visually from outside the container, their stock-taking is a
heavy workload for the workers. For this problem, I showed
the inventory quantity can be estimated with practical accu-
racy from the image of the bulk container by applying deep
learning [10]. However, the next challenge was to find an
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efficient way to collect these images, since a factory usually
houses more than one thousand bulk containers.

Consequently, I focused on the fact that inventory changes
when workers replenish or ship the parts. I conceived to esti-
mate stocks using images extracted from videos recorded by
cameras that the workers wore. Firstly, it was necessary to
detect a worker’s approach to a bulk container and the han-
dling of machine parts. I used images extracted automatically
from videos to detect the former with a certain accuracy by
using the deep learning model trained to distinguish the target
room’s entrance and equipment [11].

I noticed for the latter that the worker needed to hold the
parts in his hand for the inventory work. In other words, as
shown in Fig. 1 (a), if the object held in hand can be recog-
nized, the target parts can be distinguished automatically. So,
I collected various such images to train the model and eval-
uate the accuracy of distinguishing the target. As a result, I
found that the accuracy deteriorated for small targets because
of the background’s influence.

Concretely, I evaluated the discrimination accuracy of three
groups of objects (large, small, and thin) using a multi-class
classification model of deep learning. Firstly, the photos taken
in the same room were divided into training and test data.
Then, the model was trained with the training data and eval-
uated with the test data. Its accuracy was 84.8%. Next, the
model was evaluated with photos taken in another room. As
a result, the accuracy was 100% for the large objects, which
occupy more than half of each photo, but it deteriorated to
72.5% as a whole.

Preprocessing is usually performed for such problems to
extract the target area from the image, and then the target is
recognized by using this area image. Various methods using
optical flow have been proposed to detect a moving object in
a video image recorded by a moving camera [26]. The optical
flow shows the displacement vector between a pixel in one
frame and another frame’s corresponding one. This applies to
all frame pixels in the dense optical flow [7].

First, I performed an experiment in which the target was
moved in front of the wearable camera. The target was then
extracted based on the difference in the optical flow between
the background and the target. As a result, the target could be
extracted with high accuracy when the background was flat.
However, I found a problem in the case shown in Fig. 1 (a),
where the background was complex, and the target was flat.
As shown in Fig. 1 (b), the target area was split, and it was
difficult to extract it completely.

The process of this extraction is as follows. Figure 1 (c)
shows the optical flow’s displacement direction where bright-
ness increases counterclockwise from zero (black) pointing
to the right. Figure 1 (d) shows the normalized displacement
distance, in which the higher the brightness, the larger the
displacement distance. As shown in (c) and (d), the bright-
ness distribution was not separated between the background
and target. Furthermore, the target’s flat part was not distin-
guished as the moving part, because both of its displacement
direction and distance were almost zero (black).

Figure 1 (e) is a binarization of the brightness in (c), cre-
ated by making 20% of the luminance range in the target area

Figure 1: Problem of target extraction using optical flow

white. The central white area corresponds to the top part of
the book in (a). Similarly, in Fig. (f), the white areas at the
center and bottom right correspond to the book’s top part and
the hand in (a). These white areas were the target area es-
timated from the optical flow, and (b) was created by super-
imposing the original image on the combination of the white
areas in (e) and (f).

This study’s motivation is to develop an efficient method
that can accurately extract the target area, including the mov-
ing target shot by a moving camera, even in the case of com-
plex backgrounds. This study also targets stationary back-
grounds and rigid objects that can be held and moved by the
hand, as shown in Fig. 1 (a). Regarding the efficiency re-
quirements mentioned above, the target areas must be con-
secutively extracted from the video, although there are some
intervals.

2.2 Related Works

Currently, various kinds of mobile cameras have become
ubiquitous, such as in-vehicle cameras and mobile phone cam-
eras, in addition to the wearable cameras in this study. There-
fore, many studies have been conducted to detect and track a
moving object from videos recorded by mobile cameras.

The following three methods are widely used to extract a
target from the frames of video: the background subtraction
method, the frame subtraction method, and utilization of op-
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tical flow. In the background subtraction method, the target
is extracted by the difference between the background im-
age and the image in which the target appears in front of the
background. In the frame subtraction method, the target is
extracted using the subtraction between each frame. How-
ever, in both cases, it is assumed that the background image is
fixed, and it is difficult to apply directly to a moving camera
[15].

On the other hand, various studies using optical flow have
been conducted for free-moving cameras [26]. The most di-
rect ways use the displacement difference in the optical flow
between the background and the moving target [17], [25].
However, as shown in Fig. 1, this creates a problem in the
case of a complex background.

Some methods have been proposed for this problem. For
example, combining different methods, performing analysis
over many frames, and utilizing deep learning [2], [8], [15].
However, there were issues in terms of efficiency, such as
processing complexity and model training. Moreover, meth-
ods to estimate the camera motion by utilizing optical flow
have been proposed [6], [21]. However, their aim was mo-
tion recognition. Furthermore, some methods utilize the op-
tical flow to reconstruct the background, and the target is de-
tected by the background subtraction [22], [27]. However,
these methods target seamless backgrounds or pan-tilt-zoom
cameras. Therefore, it is challenging to apply these meth-
ods to the wearable camera shooting the complex background
shown in Fig. 1.

Regarding object detection and classification of detected
objects, studies utilizing deep learning have been progressing
rapidly. Faster R-CNN performed both of them in a lump by
collective end-to-end training of both models [20], and YOLO
executed them with a single neural network to improve effi-
ciency [19]. Concerning different scale objects, SSD made
it possible to process them collectively [14], and RetinaNet
improved efficiency by introducing the Feature Pyramid Net-
work (FPN) and improving the error function [12], [13]. Then,
M2Det has further improved accuracy and efficiency by intro-
ducing the new FPN and error function [28]. However, since
these methods target each image, they are not suitable for ob-
ject detection targeted by this study, which detects the objects
moving in front of the background using multiple frames of a
video. Furthermore, it is necessary to prepare a large amount
of training data and train the model to apply these deep learn-
ing methods to the individual target shown in Fig. 1.

In summary, an efficient method has not yet been proposed
to extract an area that includes a moving target in front of
a complex background from a video recorded by a moving
camera.

3 PROPOSED METHOD

This study aims to extract a target area from frames of a
video shot by a wearable camera, as shown in Sec. 2.1, by uti-
lizing the optical flow. First, it is necessary to extract suitable
frames to calculate the optical flow between them, namely,
frame pairs without considerable blur and observing the same
target. The proposed method determines those frame pairs
based on the difference between adjacent frames. Figure 2

f1 f2 f3

Difference

Frame number
0

L0

L1

(3)

Remarks: (1) Target period (less than L2, 
watching same target);

(2) Extraction period (L2 or less than L1); 
(3) fi: Extracted frames (minimum in (1)); 
(a) Frame not extracted (Larger than L0 );
(b) Frame not extracted (not minimum).

(b)

(a)

L2
(2)

(1)

Figure 2: Transition of difference between adjacent video
frames

Figure 3: Target extraction method using optical flow and
frame subtraction

shows an example of the transition of the difference between
adjacent frames.

Figure 2 (1) shows a target period surrounded by large dif-
ference points exceeding the threshold L2. It is supposed the
same target is continuously observed in this period. Inciden-
tally, the viewpoint is supposed to have moved from one ob-
ject to another at both ends. Only the frame with the least
difference is then extracted for each extraction period shown
in Fig. 2 (2) to obtain slightly different images for the same
target. In the case of Fig. 2, they are f1, f2, and f3. Here, the
differences in the frames of (2) are L1 or less, and the differ-
ence in each frame of (3) is L0 or less to extract an image with
little blur. The values of these thresholds are L0 < L1 < L2.
The frames (a) and (b) in Fig. 2 are not extracted because the
difference of (a) is greater than L0, and (b) is not minimum in
(2).

Figure 3 shows the target area extraction process in the pro-
posed method. (a) shows the video’s previous frame f1, and
(b) shows the following frame f2. Here, the black rectangle
is the target. As shown in Sec. 2, the background is assumed
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to be stationary, so the difference in the background between
(a) and (b) is only the parallel translation. Therefore, when
the displacement vector of the optical flow between (a) and
(b) is obtained for one point A in the background, (b) can be
superimposed to (a) so that their background positions match.
As a result, their subtraction in the background becomes zero
(black), as shown in (c).

At this time, if the target was moved, there would be a gap
in the target area between these two frames. This gap be-
comes the difference from the background, as shown in the
white area in Fig. 3 (c). Note that there is no difference in
the central area of the gap where the target overlaps in both
frames, so it becomes black. Therefore, the target at (a), illus-
trated by the gray-dashed rectangle in (c), is included in this
gap. Here, a part of the gap is outside this rectangle. How-
ever, since this study aims to narrow down the area where the
target exists, this is acceptable.

As shown in the gray area in Fig. 3 (d), the image is blurred
to enlarge the target area and connect the two white areas in
(c); the entire interior of the area is also targeted. Further,
some areas are set as no difference (black) to exclude the dif-
ferent areas between frames (a) and (b), which is caused by
the displacement of (b). In the case of (c), they are at the left
end and the top end (white). Finally, the target area can be ex-
tracted, which includes the target at (a) indicated by the black
dashed line in (d) by extracting these white and gray areas as
a continuous area.

4 IMPLEMENTATION

The functions described in Sec. 3 were implemented on
a PC running Windows 10 to evaluate the proposed method.
The programming language used was Python Ver.3.6; opencv-
python Ver.4.1.0.25 was used for image processing. Below,
the implementation of the proposed method is shown, along
with two improvements.

4.1 Implementation of Proposed Method
First, the transition of the difference between the adjacent

frames shown in Fig. 2 is calculated to extract target frames
from a video. The frame image is converted to grayscale, and
a histogram of the number of pixels with brightness j is cre-
ated. This number is expressed by nij using the frame number
i and brightness j. Then, as shown in Eq. (1), the absolute
difference of Di between previous and the following frames
is calculated by weighting with luminance j and dividing by
the number of pixels (N ). Here, the division is to prevent
fluctuations on Di due to the number of pixels.

Di =

255∑
j=0

|ni+1j ∗ j − nij ∗ j|/N (1)

Di corresponds to “Difference” in Fig. 2. It is determined that
the same target is observed while Di is less than the threshold
L2. The frame with the smallest Di is selected for each period
where Di is equal to or less than the threshold L1. When it is
equal to or less than the threshold L0, this frame is extracted
such as f1 in Fig. 2.

The optical flow was calculated using the calcOpticalFlow-
Farneback method of opencv-python [18]. This is an imple-
mentation of the polynomial expansion algorithm [3]. In this
method, I set the parameter as follows: the polynomial area
was 5, the polygon width was 0.5, the window size was 60,
the pyramid size was 0.5, its level was 3, and Gaussian kernel
was used for prior blurring. Figure 4 shows an example of in-
termediate processing results of the proposed method for the
same frame image shown in Fig. 1 (a). (1) and (2) show the
displacement direction and distance of the optical flow. They
are similar to Fig. 2 (b) and (c). Rectangles with a 10% mar-
gin from the edges are added for the following explanation.
The background displacement is calculated using the median
luminance of outside each rectangle. Note, the influence of
the hand in the bottom right can be excluded by using the
median.

If the target’s displacement is too small, a clear subtraction
image is not created, as shown in Fig. 3 (c). When the maxi-
mum displacement distance of the optical flow is less than the
threshold, the subsequent frame is rejected, and the following
one is tested. The threshold was set to 12 pixels based on the
experimental results described later in Sec. 4.2. If the dis-
placement was sufficient, the subsequent frame shifted based
on the optical flow’s background displacement, and its sub-
traction image with the previous frame is created. The distri-
bution of luminance is then expanded by histogram equaliza-
tion, as shown in Fig. 4 (3). If there is a difference between
both frame regions due to the subsequent frame’s shift, this
part is filled with black, as shown at the left and bottom edges
of (3).

The image is blurred by the median filter to combine image
fragments as continuous regions, such as the book title, as
shown in Fig. 3 (4). The kernel size of this median filter was
set to 15 × 15 pixels. However, the corners of the targe are
rounded by applying the median filter, as shown in (4). The
measure for this is mentioned later in (7) convex hull and Sec.
4.3. (5) is a binarization image of (4) in which the area of the
brightness above the threshold was extracted as white parts.
This threshold was 159, which was the median value 127 plus
the error 32. As a result, the part corresponding to the target
was extracted as a continuous area, as shown in (5). Then,
the white area was eroded and dilated to exclude noise and
separate unnecessarily combined regions outside the target,
as shown in (6). They were each performed five times with
kernel size set to 3× 3 pixels.

As shown in Fig. 3 (7), the target area is created by the
following processing from (6). First, the largest continuous
region of white parts is selected as the area, including the tar-
get. In the case of (6), the central region is applicable. Sec-
ond, the entire part surrounded by the convex hull contour was
extracted. Third, to recover the corners, which are rounded by
the median filter shown in (4), the area is dilated. This was
performed five times with the same kernel size as (6). Finally,
the target region is extracted by superimposing the original
image on (7), as shown in Fig. 3 (8). The part other than the
target area is painted gray.
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Figure 4: Intermediate processing result images in the proposed method

Figure 5: Analysis of partial missing of target area

4.2 Determination of Displacement Distance
Threshold

As mentioned in Sec. 4.1, when the displacement of the
target is too small, a clear subtraction image is not created, as
shown in Fig. 3 (c). Figure 5 shows an example of such a
case, and (1) shows the displacement distance of the optical
flow. Figure 6 shows its histogram of luminance, and the max-
imum displacement distance is 3.7 pixels, which corresponds
to a luminance of 255. The part with the maximum number
of pixels corresponds to the background; the right part corre-
sponds to the target. The difference in displacement distance
between them is 0.7 pixels, that is, less than one pixel.

In this case, the luminance of the target subtraction image
was small, and it was nearly the same as that of the back-
ground, as shown in Fig. 5 (2). Therefore, the background

Luminance

Number of pixels

Figure 6: Histogram of distance in optical flow

difference became too large in (3) binarization. As a result,
the whole target area was not extracted, as shown in (4).

To find the displacement distance’s threshold, I created sim-
ple images with a white background and a rectangle whose
horizontal position changed stepwise. Then, the correlation
between the displacement distances of the rectangle and the
clarity of the subtraction image was evaluated. Besides, this
image was created using the same procedure as in Fig. 5 (2).
As a result, the difference between the target and background
clearly appeared when the maximum displacement distance
was 12 pixels or more. Based on this result, the threshold was
set to 12 pixels in this implementation, as mentioned in Sec.
4.1

4.3 Restoration of Target’s Corners
Figure 7 shows the cause and influence of the rounding of

the target’s corners by the median filter’s blur shown in Fig.
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(a)

(b)

(c) (d)

Figure 7: Rounded corners due to median filter

4 (4). Figure 7 (1) shows the target’s boundary in the image.
Each square corresponds to a pixel, and the white and gray
areas correspond to the white and black areas of the image in
Fig. 4 (3), respectively. Each broken line shows the median
filter’s kernel for the points (a) to (d), respectively, and the
values of these points after blur are the median values of the
broken line region. The value of the point (d), whose kernel
is in the white area, and the boundary points (b) and (c) do
not change even after blur. However, the kernel of the corner
point (a) consists of five black pixels and four white pixels,
so it becomes black by the median filter, and the corner is
rounded.

Figure 7 (2) and (3) show the images before and after blur
respectively, and the corner in (3) was rounded. As a result,
in the final target extraction image, the corner was missing as
shown in (3).

In this implementation, dilation of the convex hull shown
in Fig. 4 (7) was performed eight times with a kernel of 3× 3
pixels to prevent this missing of corners. This number cor-
responded to half of the median filter kernel size, which was
15 × 15 pixels. Note that dilation was also performed at the
stage of Fig. 4 (6). However, if additional dilation was per-
formed here, binding with fragments in the outside target area
might occur. This process was performed in Fig. 4 (7).

5 EXPERIMENTS AND EVALUATIONS

The effectiveness of the proposed method was evaluated
by performing the following two experiments. The first one
aimed to evaluate the effectiveness in plural environments,
and the extractions of the target area were performed for the
combinations of three targets and four backgrounds. The sec-
ond experiment aimed to evaluate the achievement of this
study’s purpose. In the environment shown in Fig. 1, au-
tomatic target extraction was performed continuously for a

Figure 8: Wearable camera used in experiment

Table 1: Target object in experiment

No. Type Used target
B1 Clear contour Book 1
B2 Clear figure Book 2
B3 Flat Book 3

certain period of time.
A wearable camera recorded videos in a laboratory, for

which headset EPSON MOVERIO Pro BT-2000B shown in
Fig. 8 was used. It secured a video camera to the forehead,
as shown by the arrow in Fig. 8. The video was displayed
on the see-through glasses. It was set up with a frame size of
640×480 dpi at 30 frames per second. Images were extracted
from videos shot by this camera using the experimental sys-
tem mentioned in Sec. 4.

5.1 Evaluation in Plural Environments
For the experiment, I used three types of targets, namely

books shown in Table 1, and four types of backgrounds shown
in Table 2. The effectiveness of the proposed method was
evaluated by combining these targets and backgrounds. As
shown in Fig. 9, books consisted of the following: B1 had a
clear outline in the bottom half, B2 had a clear form and an
unclear outline, and B3 had a relatively flat image. Similarly,
backgrounds consisted of the following: W1 was a flat wall;
W2 was a relatively simple wall with equipment placed in
front of it; W3 was a background with a clear boundary by
the monitor; W4 was a complex background of the bookshelf.
Note that the case of B3 and W4 shown in Fig. 9 is the one
shown in Fig 1 (d).

First, a video of each target was shot with the background
changing. The transition of difference between the adjacent
frames was calculated using Eq. (1). Figure 10 shows the case

Table 2: Background in experiment

No. Type Used background
W1 Flat Wall without equipment
W2 Sparse Wall with equipment
W3 Bordered Wall with large monitor
W4 Complex Book shelf
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Figure 11: Experimental result in each combination between target object and background

Figure 9: Combination examples of targets and backgrounds

of book B1. The relatively flat periods in Fig. 10 correspond
to when the book was moved in front of each background, that
is, the background was the same. The relatively large fluctu-
ation corresponds to the camera’s movement from one back-
ground to another. The movement could be detected based
on the magnitude of the fluctuation, exceeding the threshold
L2. W1 to W4 in Fig. 10 correspond to each background,
respectively.

I extracted a frame pair from these videos for each com-

Difference

Frame number

L2

Figure 10: Transition of difference between adjacent frames
as for target B1

bination with a target displacement distance of 12 pixels or
more based on the results described in Sec. 4.2. The target
area was then extracted from each frame pair using the ex-
perimental system described in Sec. 4.1. Figure 11 shows
the results where each row corresponds to the target, and each
column corresponds to the background. The target area was
extracted in every combination.

However, in combinations B1-W2, B1-W4, and B2-W3,
areas other than the target were included. Furthermore, in
the case of B2-W1, in which the background was flat, the top
left part outside the target area was also extracted, although
it was a relatively narrow range. Therefore, I investigated the
intermediate results of the extraction process.

Regarding the former, Fig. 12 shows the case of B1-W4,
where (1) shows the result of blur by the median filter, and
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Figure 12: Intermediate processing result images in B1-W4

Figure 13: Intermediate processing result images in B2-W1

(2) shows the result of binarization. These correspond to (4)
and (5) of Fig. 4, respectively. As shown in (1) of Fig. 12,
the background subtraction was relatively bright on the left
side and dark on the right. In other words, the distances of
the displacement of the background were different depend-
ing on their position. Therefore, the upper left part of the
background, where the distance was relatively large, was also
extracted in binarization and connected to the target area, as
shown in (2). As a result, this part was also extracted as the
target area.

Regarding the latter, images of displacement direction and
distance of optical flow are shown in Fig. 13 (1) and (2).
They correspond to Fig. 4 (1) and (2), respectively, though
the rectangles are not drawn. Additionally, Fig. 13 (3) and (4)
is the same as Fig. 12 (1) and (2). This case used background
B1, namely, the flat wall, so the background’s displacement
distance due to optical flow was calculated as zero, as shown
in (2). However, there was a background difference between
frames, as shown in (3). As a result, similar to the former
case, the upper left part of the background was extracted in
binarization and connected to the target. In other words, the
displacement of the background could not be detected by the
optical flow in the case of a flat wall.

However, the luminance of the background subtraction was
smaller than that of the target, as shown in Fig. 13 (3). There-
fore, it is expected that the background’s influence can be sup-

(1) B1-W4
Frame number

Difference

L0

L1

(2) B2-W1
Frame number

Difference

L1

L0

Figure 14: Transition of difference between adjacent frames
of target period

pressed by increasing the threshold of the binarization. This
is evaluated in the next section.

5.2 Evaluations of Successive Extraction from
Video

An experiment was performed to automatically extract the
target area from the video and evaluate the accuracy for com-
bination cases B1-W4 and B2-W1 shown in Fig. 11. A rela-
tively wide area was extracted in these cases, as mentioned in
Sec. 5.1.

First, the transition of the difference shown in Fig. 2. was
graphed for each case. As shown in Fig. 14, the magnitude
of the difference depends on the background. The magnitude
was relatively larger in B1-W4, which had a complex back-
ground. Therefore, the threshold L1 and maximum value L0

were set to 3.0 and 2.0 in (1) B1-W4 and 1.0 and 0.5 in (2)
B2-W1, respectively. As a result, 72 frames were extracted
from about 1,630 frames of the video in (1), and 69 frames
from about 2,950 frames in (2).

The target areas were then extracted using the adjacent pairs
of extracted frames. Here, only the pairs with a maximum
displacement distance of 12 pixels or more were used, similar
to Sec. 5.1. Accordingly, each previous frame’s subsequent
frames were sequentially tested, and the first frame with 12
pixels or more pixels was selected as its pair. Two thresholds
for the binarization of 159 and 191 were used in (2), which
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Extraction accuracy (%)

Maximum displacement distance (pixels)

Figure 15: Correlation between accuracy and maximum dis-
placement distance

Frame number

Number of pixels (1,000)

Figure 16: Transition of each number of pixels of extraction
area and its moving average (window size=5)

had a flat background, as mentioned in Sec. 5.1. Whereas,
only one of 159 was used in (1), similar to Sec. 5.1. Here,
the error 32 is doubled for 191, namely, 191 = 127 + 32× 2.
The number and accuracy of target area extraction were 57
and 59.6% in B1-W4, and 59 and 88.1% in B2-W1 with the
threshold 191; 59 and 100.0% in B2-W1 with the threshold
159.

The correlation between the extraction accuracy and dis-
placement distance was evaluated to clarify the appropriate
displacement distance range. Figure 15 shows that for B1-
W4 with complex backgrounds, the accuracies were 60% or
more in the cases with 30 pixels or less. However, the ac-
curacies deteriorated to about 14% in cases with more than
30 pixels. On the other hand, in the case of B2-W1 with flat
backgrounds and threshold 191, no significant deterioration
was observed within the experimental range. In addition, the
case of B2-W1 with threshold 159 was omitted, because all
the accuracies were 100%.

In this method, since the target area is extracted from the
video consecutively, it can be assumed that the target areas
have almost the same size in the nearby frames. In other
words, when the target area is missing or too large, it is ex-
pected that there is a certain gap in the ratio between each
target area’s number and their moving average (hereinafter,

Extraction accuracy (%)

Gap ratio (each number of pixels/moving average) (%)

Number of data

in B1-W4 in B2-W1

(threshold=191)

Figure 17: Correlation between gap ratio and extraction accu-
racy

gap ratio). Figure 16 shows the transition of each number of
pixels of the extraction area in B1-W4 and its moving average
with a window size of 5. The former fluctuates considerably,
while the latter fluctuates gently. Regarding fluctuation fac-
tors of the moving average, there was the distance fluctuation
between the camera and target, and the size fluctuation of the
hand area, depending on the position of the target.

The correlation between the gap ratio and extraction accu-
racy was then evaluated. Figure 17 shows the results. The
horizontal axis is the gap ratio, and when it is 100%, the size
of the extraction area is equal to the moving average; The left
vertical axis shows the extraction accuracy indicated by the
line graph, and the right vertical axis shows the number of
data indicated by the bar graph. B2-W1 is the case with a
threshold of 191. The case of 159 is omitted because the ac-
curacy was always 100%. As shown in Fig. 17, the extraction
accuracies deteriorated significantly when the gap ratio was
less than 80% in both cases. In the case of B1-W4, eight data
with a maximum displacement distance of 30 pixels or more,
shown in Fig. 15, were included; only one was not included.

Figure 18 shows examples of the extracted target areas in
B1-W4. Both (a) and (b) show the cases where the gap ra-
tios were around 1.0. While (a) is extracted without any parts
missing, a part is missing in (b). Although (a) and (b) are
close in the gap ratio, there is a large difference in the ex-
tracted area. This is because large or small extracted areas of
nearby frames affected the moving average. Furthermore, (c)
shows the case where the gap ratio is large, and a wide area
was extracted. Conversely, (d) shows the case of a small gap
ratio where a part is missing.

In B2-W1, there was a difference in the extraction accu-
racy, depending on the threshold. Therefore, the correlation
between the size of the extraction area and the threshold was
also evaluated. Figure 19 shows the result in a scatter plot.
The vertical axis shows the number of pixels in the extraction
area with threshold 159. The horizontal axis shows the case
with threshold 191. Here, the data is excluded where a part
was missing in the case of threshold 191. The diagonal line
corresponds to the case where the number of pixels is equal in
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Figure 18: Examples of extraction results in B1-W4

Number of pixels (threshold=159)

Number of pixels (threshold=191)

Figure 19: Correlation of the number of pixels of the extrac-
tion area between threshold 159 and 191 in B2-W1

both. The extraction area size of threshold 159 was equal to
or more than that of threshold 191 in all cases. Furthermore,
point sizes in the graph show the gap ratio of each extraction
area of the threshold 159. The gap ratio increased when the
deviation from the diagonal line increased. In other words,
the size was very large compared to that of threshold 191.

Figure 20 shows an example of the extracted target area in
B2-W1. The top row shows the case of threshold 191, and
the bottom row shows that of threshold 159. The left column
shows the case where extraction was accurate without miss-
ing parts or too-wide, and the two ((a), (c)) are the results
for the same frame. As shown in (a) and (c), the smaller the
threshold was, the larger the target area was. Also, similar to
the complex background in B1-W4, missing occurred when
the gap ratio was too small, as shown in (b), and a too-wide
area was extracted when the gap ratio was too large, as shown
in (d).

Figure 20: Examples of extraction results in B2-W1

in 80 - 160% (Adopted results )

Remarks) Situation of extraction area  due to  gap ratio

in 160% - (Judged wider)

in       - 80%  (Judged smaller)

Target

-Background

-Threshold

Figure 21: Percentage of extraction area situation due to gap
ratio

The above results show that the extraction accuracy can be
improved by adopting a gap ratio between 80% and 160%.
Figure 21 shows the following percentages of accuracy: accu-
rate and missing extractions when the gap ratio was between
80% and 160%; too-wide extraction defined the case where
the ratio exceeded 160%; accurate and missing extractions
when the ratio was less than 80%. Here, accurate extraction
indicates the case without missing or too-wide extraction. In
B1-W4 and B2-W1 with threshold 191, the missing ratio in-
creased when the gap ratio was less than 80%. On the other
hand, in B2-W1 with threshold 159, there were only the accu-
rate extractions, even when the gap ratio was less than 80%.
However, there were too-wide extractions.

Figure 22 shows a decrease in the error ratio when the
adopted data were narrowed down based on the gap ratio,
namely, between 80% and 160%. The error was defined as
missing or too-wide extraction. In B1-W4 and B2-W1 with
threshold 191, both error rates improved to less than half. In
B2-W1 with threshold 159, the error rate also decreased to
0% by removing too-wide extraction. However, the data re-
moval rate became about 27% because normal data were also
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Target-Background-Threshold

Error, 
Data ratio (%)

Figure 22: Improvement of error rate by narrowing data based
on gap ratio

removed.

5.3 Evaluation Results
I proposed and evaluated a method for extracting a target

area from a video shot by a wearable camera. The evaluation
results are summarized below.

First, it was shown that the target area could be extracted
with various backgrounds and targets, as shown in Fig. 11. In
Fig. 11, an area surrounding the target was also extracted. As
long as it is a narrow area, this is acceptable since this method
aims to extract the area that includes the target from an image
as a preprocessing of image recognition using deep learning.
Besides, when the binarization’s threshold increased, the ratio
of missing parts from the extracted target area also increased,
as shown in Fig. 21. When the threshold decreased, the rela-
tively wide area was extracted.

Second, the target frames could be extracted from the video
automatically and consecutively using the difference between
adjacent frames. In this method, only the frames with small
differences in which the object was observed were extracted.
In other words, they had the maximum value (L0) or less, as
shown in Fig. 2. Therefore, a frame was not extracted when
the difference between adjacent frames was greatly changed,
such as during movement, as shown in Fig. 10. On the other
hand, as shown in Fig. 14, the magnitude of the fluctuation of
the difference between adjacent frames depended on the back-
ground. Therefore, the threshold (L1) and maximum value
(L0) had to be set for each background.

Third, frames that might be missing or too-wide could be
removed by comparing the size of the extracted target areas
with their moving averages. Consequently, the target area
could be extracted with an error rate of about 20% for a com-
plex background, and about 5% or less for a flat background,
as shown in Fig. 22. On the other hand, about 30% of the
frames were removed in some cases of this improvement.
However, this method’s advantage is that a large number of
frames could be easily collected since a video camera con-
tinuously recorded the target. For example, in B1-W4, 31
accurate target areas were automatically extracted from 1,630
frames, namely, about 54 seconds of video. In other words,
one correct extraction image could be acquired every 1.7 sec-
onds. Therefore, it is acceptable to reject a certain percentage

of data in this method.

6 DISCUSSION

Firstly, I mention below that the comparison between the
related works shown in Sec. 2.2 and the proposed method.
Whereas the background subtraction and frame subtraction
method targeted stationary cameras, the proposed method was
able to extract the target even with the wearable camera, that
is, the moving camera, shown in Fig. 8. Similarly, with the
conventional method using optical flow, extracting the target
was difficult in a complicated background as shown in Fig. 1.
But, with the proposed method, it was possible as shown in
Fig. 11. Therefore, as methods utilizing a few video frames
of moving camera, I consider that the moving object detection
accuracy could be improved by the proposed method.

In addition, comparing with the method combining differ-
ent methods or analyzing many frames, the proposed method
uses only two adjacent frames. So, for example, it is pos-
sible to repeatedly extract the target from the continuously
shot video and improve the accuracy by comparing the mov-
ing average as shown in Fig. 16. Similarly, whereas applying
deep learning to a specific environment requires model train-
ing, the proposed method can be applied without such prepa-
ration. From the above, the proposed method is considered a
more efficient method than the related works’ methods.

Secondly, some parameters had to be adjusted according to
the background. The thresholds L0 and L1 to extract frames
from the video had to be changed depending on the complex-
ity of the background, as shown in Fig. 14. Since the frame
with fluctuation through L0 and L1 is extracted, if the setting
for the flat background in Fig. 14 (2) is applied to the com-
plicated background in Fig. 14 (1), the number of extracted
frames decreases. Its reverse is also the same. Therefore, in
this experiment, I created a tool to monitor the transition of
the difference shown in Fig. 14 and set the threshold manu-
ally.

Similarly, as mentioned in Sec. 5.2, as for the threshold
for the binarization shown in Figs. 12 and 13, higher accu-
racy was obtained by setting a small threshold of 159 than a
large one of 191 for the flat background. It is expected that
the above parameters can be set automatically by analyzing
the transition of the difference in Fig. 14. This is a future
challenge.

7 CONCLUSIONS

We can efficiently collect data for training and discrimi-
nation for deep learning using mobile camera videos such as
wearable cameras. For a small target, it is necessary to ex-
tract a relatively small area that includes the target from the
video frame, since the background’s influence decreases the
discrimination accuracy. However, it was often difficult to ex-
tract a moving target area efficiently from a video shot by a
moving camera in a complex environment.

Hence, I proposed a method for extracting the target area
by creating a subtraction of target images between adjacent
frames. In this method, the backgrounds are aligned based
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on the displacement vector in the optical flow and superim-
posed. Moreover, through the experiment, I showed that a
certain accuracy could be achieved even in complex back-
grounds. Furthermore, taking advantage of consecutively ex-
tracting the target area from the video, I also showed the accu-
racy could be improved by comparing the extracted area size
with its moving average.

Future studies will focus on applying this method to image
recognition using deep learning and verifying its effective-
ness.
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