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Guest Editor’s Message

Hiroshi Yoshiura

Guest Editor of Thirty-ninth Issue of International Journal of Informatics Society

We are delighted to have the Thirty-ninth issue
of the International Journal of Informatics
Society (IJIS) published. This issue includes
selected papers from the Fourteenth
International ~ Workshop on  Informatics
(IWIN2020), which was held online, Sept. 10-
11, 2020. The workshop was the fourteenth
event for the Informatics Society, and was
intended to bring together researchers and
practitioners to share and exchange their
experiences, discuss challenges and present
original ideas in all aspects of informatics and
computer networks. In the workshop 24 papers
were presented in seven technical sessions. The
workshop was successfully finished with
precious  experiences provided to the
participants. It highlighted the latest research
results in the area of informatics and its
applications that include networking, mobile
ubiquitous systems, data analytics, business
systems, education systems, design
methodology, intelligent systems, groupware
and social systems.

Each paper submitted IWIN2020 was
reviewed in terms of technical content, scientific
rigor, novelty, originality and quality of
presentation by at least two reviewers. Through
those reviews 17 papers were selected for
publication candidates of 1JIS Journal, and they
were further reviewed as a Journal paper. We
have three categories of 1JIS papers, Regular
papers, Industrial papers, and Invited papers,
each of which were reviewed from the different
points of view. This volume includes three
papers among those accepted papers, which
have been improved through the workshop
discussion and the reviewers’ comments.

We publish the journal in print as well as in an
electronic form over the Internet. We hope that
the issue would be of interest to many
researchers as well as engineers and
practitioners over the world.
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Abstract - Testing is a mandatory task in the development
of software. Effectively, ensuring the reliability of software
is a major point of work for a developer. Even after soft-
ware has been tested, it is not uncommon to encounter bugs
that can have consequences on the operation of a system. To
improve reliability, developers have started using verification
methods in addition to testing. The basic method of model
checking verifies whether or not the software or a given frag-
ment of program code satisfies properties that can lead to bugs
if they are violated. Model checking has already proved to
be an effective tool for verifying software, but there are still
some inconveniences in using these techniques. When a soft-
ware model checker finds a violated property, it will signal it
by giving a counterexample as output. This usually involves
tracing the path from the initial state to the state that reveals
the violated property. The counterexamples are usually given
in text format and are not always simple to understand as all
of the steps of the process are given with a sequence of ma-
chine instructions. This paper aims to improve a Java model
checker by translating counterexamples into executable Java
code that is more understandable for a developer.

Keywords: Model checking, counterexample, Java, simu-
lation, verification

1 INTRODUCTION

Software testing is one of the best ways to get good soft-
ware reliability. It is practically impossible to use software
without testing it beforehand but with all testing methods, it
is not rare to miss some cases which can result in bugs during
operation. Even a small bug can have real consequences so
software safety becomes a priority. Full coverage of an appli-
cation is hard to achieve even with advanced testing methods.
Such methods are also limited because they use the system it-
self to find errors which makes it difficult to have an overview
of the entire program.

To fill the gaps of testing methods, developers also use
a verification method called “model checking.” [1][2] This
method does not use the system itself, but rather an abstract
model of it which is represented by states and transitions.
It permits developers to automatically try different scenar-
ios and cases and provides a different field of action than the
testing method. Model checking typically works in addition
to testing rather than in place of it. Even if software model
checking [3] is already recognized as a good way to find er-
rors in software, it is still an underused tool because of its
complexity of usability.

One big disadvantage of model checking is the difficulty in
treating counterexamples given for a violated property. Un-
like the testing method in which such output is usually given
in an understandable way by using code, model checking
counterexamples are usually presented as sequences of tran-
sitions that lead to the error state from the initial state. For
software model checking which uses program code as input
instead of state machines, the counterexamples are usually
represented in a sequence of low-level machine codes due to
limitations of the current software model checking tools. For
example, Java model checking tools usually take Java Byte-
codes instead of Java program code which makes it difficult
for people who are not experts in machine language to un-
derstand what is being expressed and can be a problem when
attempting to localize the bug.

It has been a long time since researchers have tried to study
ways to help people to understand the contents of a counterex-
ample [4]. Now we have new technologies and new ways of
using counterexamples emerging such as Visual-Studio plug-
ins [5]. One of the most interesting methods reported was a
way to make an executable counterexample [6] instead of a
complicated list of states in machine language. Our research
was especially inspired by the work of Rocha Herbert, Bar-
reto Raimundo, Cordeiro Lucas, and Neto Arilo and their
way of creating an executable counterexample for ANSI-C
programs [7]. Our paper introduces a method for creating an
executable counterexample for Java programs with the Java
model checker JBMC [8]. This is done by extracting the nec-
essary data from a counterexample and translating it into lines
of Java code to be used in the final version of source code.

This paper is organized as follows: Section 2 introduces the
basic concepts and principles of model checking, the model
checker we used, and the part of model checking on which we
focused. Section 3 explains our proposed method. Section
4 describes our experiments and results. Section 5 presents
our observations during the creation of the proposed method.
Section 6 describes our future work to improve this proposed
method. Section 7 provides all of the existing works related to
this proposed method and finally, Section 8 summarizes this

paper.

2 MODEL CHECKING

In this section, we introduce the principle of model check-
ing and how it works. After that, we explain our Java model
checker choice. The last part focuses on the generation of
counterexamples which is the central part of this paper.
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2.1 Principle of Model Checking

Model checking has already proven itself as a useful veri-
fication method for software [9][10]. The goal of this method
is to analyze a system translated into an abstract model to find
violated properties. The model is represented as a transition
system in the form of an oriented graph: a vertex represents a
state of the system and each arc represents a transition, i.e., a
possible evolution of the system from a given state to another
state. Each state of the oriented graph is labeled by a set of
atomic propositions true at this point of execution. The prop-
erty to check is written by a temporal logic formula. These
logical expressions are defined on a set of atomic proposi-
tions P or proposition variables. These atomic propositions
are combined with a number of logical connectors, includ-
ing the usual connectors: and, or, not, implication, as well as
other operators which are called modalities.

This method works in three phases. First is the modeling
phase which takes a real system and translates it into an ab-
stract model. The system becomes a set of states and transi-
tions. States give information about the program such as its
variable values. Transitions are used to describe how the sys-
tem works. The model checker also formalizes the properties
to be verified. In the second phase, the model checker evalu-
ates the possible paths of the abstract model to find a violated
property. In this work, we are mainly interested in the final
phase of analysis. There are three different possible outputs
from the second phase. The first possibility is when a prop-
erty is violated and the model checker traces the path to give a
counterexample. The second type of output is when all prop-
erties are verified and not violated in which case the model
checker reports that no bugs were found in the program. The
third type occurs when the software is too complex and the
abstract model is too large in which case the model checker
runs out of memory in handle it. The model checking princi-
ple [1] and its three phases are depicted in Fig. 1.

The model checker we use in this work is a bounded one.
The bounded model checking method [11] is a way to use
model checking by traversing a finite-state machine with a
fixed number of steps k and checking if a property is vio-
lated in this bound. The larger the value of k, the better the
chances of finding a violation. The principal goal is to be
faster and more efficient by giving a limit of the number of
steps. This method is also associated with Boolean satisfi-
ability problem (SAT) solvers [12] which, given a proposi-
tional logic formula, can determine whether or not there is an
assignment of propositional variables that makes a formula
true.

2.2 Software Model Checking

This paper is focused on software model checking which
is slightly different from general model checking. Effectively
the target of software model checking is program code that
cannot be transformed into a finite-state model. Instead, code
is transformed into transitions written in machine languages.
The bounded part is used for program loops where the soft-
ware model checker unrolls loops with a bound k. Figure 2
is a short explanation of how this works in a while loop with

C. M. B. Hassen et al. / Executable Counterexample for Java Model Checker

Requirements Real system
Y
Formalizing Modeling
Y
Properties @t model
Y
Model checking
Y Y Y
Not violated Out of Violated
memory
Tracing
Counterexample

Figure 1: Principle of model checking

a bound of k = 3. The specification of a property in software
model checking is also different. It is not represented by a
temporal logic formula but by an assertion.

2.3 Model Checking with JBMC

JBMC is a bounded Java model checker developed in C++
and is based on the C model checker called CBMC [13]. It
is one of the most efficient model checkers for Java programs
and takes a Java Bytecode program as input. To be more ef-
ficient it also uses an abstract representation of the standard
Java libraries called Java Operational Model. This represen-
tation was made to simplify the standard Java libraries and
speed up the process of model checking. The core of the
checker is managed by the CPROVER framework[14]. It is a
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if (a<10)

while (a<10)

{ o2 i{f(a<10)

Y

y }

if (a<10)

Y

Figure 2: Example of an unrolled loop with a bound of k =3

bounded model checker so the last input will be the number
of bounds k that we want to do.

JBMC works in four steps. The first step is to parse the
Java Bytecode into a parse tree which corresponds to a trans-
lation into a finite-state model. The second step translates the
parse tree into a CPROVER control-flow graph representation
which is called a GOTO program. The goal of this step is to
simplify the Java Bytecode representation and make it easier
to analyze with the CPROVER framework. In the third step
the checker analyzes the model properties. The last step uses
the SAT solver to determine whether or not a property is vio-
lated for a given bound k, and returns a counterexample if it
is the case.

As mentioned above, JBMC uses the CPROVER frame-
work to produce counterexamples. In addition, to verify as-
sertions made by the user, it also covers such properties as
Null Pointer Exception, Division by 0, Index out of bounds,
etc. Figure 3 illustrates a simple example of a Null Pointer
Exception error which can be found by JBMC.

This example is a simple program for printing the values
of an array of strings. The variable ”v” takes a random value
between 1 and 2. If the value is 1, then only the first value
of the array tab” will be printed, and if the value is 2, then
it will also print the second value which is null, and throw a
Null Pointer Exception.

import java.util .Random;

public class NullTest
{

public static void main(String [] args)
{
String [] tab = {”a”,null};
Random r = new Random () ;
int v = r.nextInt((2-1)+1)+1;
for (int i=0;i<v;i++)
{
System.out.println (tab[i].length());
}
}
¥

Figure 3: Code with a Null Pointer Exception error

State 84 function java::java.lang.System.<clinit>:()V thread 0

dynamic_object16={ .@class_identifier="java::;java.io.PrintStream" } ({ ? })

State 91 file NullTest.java function NullTest.main(java.lang.String]]) line 12 thread 0

this=&a
(00000000 00010001 00000000 00000000 00000000 00000000 00000000 00000000)

State 99 file NullTest.java function NullTest.main(java.lang.String]]) line 12 thread 0

this=&dynamic_object16
(00000000 00010011 00000000 00000000 00000000 00000000 00000000 00000000)|

State 100 file NullTest.java function NullTest.main(java.lang.String[]) line 12 thread 0

stub_ignored_arg1=1 (00000000 00000000 00000000 00000001)

State 102 file NullTest.java function NullTest.main(java.lang.String[]) line 10 thread 0

anonlocal::4i=1 (00000000 00000000 00000000 00000001)

Violated property:
file NullTest.java function NullTest.main(java.lang.String[]) line 12 thread 0
Null pointer check
I((struct java.lang.String *)((struct java::array[reference] *)anonlocal::1a)-
>data[anonlocal::4i] == null)

Figure 4: Trace of counterexample from JBMC

2.4 Counterexample

When the model checker finds a violated property in a pro-
gram, a counterexample is given. This output helps devel-
opers localize the bug by giving the behavior which leads to
the bug using such information as variable values. As men-
tioned before, JBMC uses CPROVER which produces coun-
terexamples. The trace example in Fig. 4 is the output given
by the model checker after the verification of the code shown
in Fig. 3.

From the output, we can easily see which property is vio-
lated, but it is difficult to understand how the model checker
found the violation and which path we should take to get the
same behavior. Every state in the counterexample represents
one instruction such as a change of variable value, but this
instruction is given by the CPROVER framework which was
initially made for C and C++ programs. The problem is that
it is difficult to understand these instructions and see what the
Java equivalence is.

3 PROPOSED METHOD

This section describes the method proposed in this work for
translating counterexamples given by JBMC into Java code.
Figure 5 shows the process of the whole system. Step 1 is
simply a transformation of Java code into Java Bytecode be-
fore sending it to the model checker. Step 2 is the running
of the model checker, and if a property is violated we go to
Step 3. Step 3 is the treatment of the counterexample and
this paper focuses on this work. The last step is the report of
the output as a Java code program after the translation of the
counterexample.

3.1 Method Objective

The main objective of our proposed method is to support
developers who want to use model checking for verifying
their software. Since it is an experimental method, the prin-
cipal goal is to be sure that it is possible to get easily un-
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Table 1: Experiment results

Execution Time New Assertion New Instructions Fusion
Null Pointer 1.03s OK OK OK
Index Out of Bound 0.50s OK OK OK
Division By 0 0.95s OK OK OK
User Assertion 0.88s NONE OK OK

derstandable code from a counterexample produced by the
JBMC model checker. To achieve this goal, we take data from
a counterexample and put it into the source code in a way that
will be clear to the developer who wrote the source code. The
main objective will be to use simple code and to analyze it
with simple classes. It also has to be adaptive so that we can
extend it for more complex software in the future.

3.2 Method Contribution

The contributions of our proposed method are to (1) pro-
vide a concrete method to build program code that explicitly
shows the source of bugs; and (2) show the effectiveness of
the proposed method through examples.

3.3 Step 1: Analysis of Counterexamples

The method proposed in this work is based on a transforma-
tion algorithm. The first part adds all new instructions result-
ing from the counterexample such as variable changes into the
source code. The most important task is to understand what
property was violated and where it occurred. The last lines
of the counterexample give us the data related to the violated
property. To help the user find the bug, we create a new line
of Java code from this data with an assertion which will fail.
Next we find and translate every state of the counterexample
into lines of code. More than one state can have the same
corresponding line number so in this case, we check if one of
our newly created lines corresponds to this line number and
update it instead of creating a new line.

3.4 Step 2: Transformation of Bytecode
Source Files into Java

The second step of our proposed method is to transform
the source file which is in Bytecode into Java code so that it
can be used later for debugging. To do this, we use a Java
library that transforms bytecode into Java. There are some
good libraries such as Procyon, but for this work we chose
CFR which does not optimize the code by techniques such as
deleting dead code or using variable propagation. This will
permit the user to find the code in its original form before
the compilation in Bytecode and make it easier to localize the
error.

3.5 Step 3: Addition of New Java Code Lines
into the New Source File

The last step of the procedure is the fusion of the two previ-
ous ones. The goal is to produce Java code that reproduces the

behavior of the software at the point where the model checker
found the violation of a property. To accomplish this we read
the new source file line by line and check to see if there is a
new instruction that needs to be added from the counterexam-
ple. If we have a new instruction, we delete the old line and
replace it with the corresponding one created earlier in Step 1.
The variable names from the source file and the counterexam-
ple are different, so we have to be sure to preserve the original
recognizable variable names and only change their values ac-
cording to the information in the counterexample rather than
simply replacing the whole line. When we reach the line of
the violated property, we insert a new line above it with the
new assertion created. Figure 6 represents the final result of
applying the proposed method to the example in Fig. 3.

Model checking
i Search for new
Satisiied property to check

Creation of
counterexample

JBMC

Unsatisfied

|

J
pyiecoce | L}

Proposed solution

Step 2 :
Decompiler Transformation of Step 1 :
- : Transformation of
library source java
counterexample

bytecode

Step 3 : Fusion of
java codes

Output

il

New java code

1
4

Debugging

]

Figure 5: Proposed method process
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import java.util .Random;

public class NullTest

{

public static void main(String [] args
)
{
String [] tab = {”a”,null };
Random r = new Random () ;
int v = 2;
for (int i=0;i<v;i++)

{

assert (tab[1] !'= null);
System.out. println (tab[i].length ()
)3

Figure 6: New code generated by the proposed method
4 EXPERIMENTS AND RESULTS

To check the efficiency of the proposed method, we tested
it with a number of simple programs with different types of
errors for which JBMC can find a counterexample. We made
one program per error for Null Pointer Exception, Index Out
Of Bounds Exception, Division By Zero Exception, and a
user assertion. For this experiment we chose a bound of k
= 5. Table 1 shows the experiment results for each program
step by step. Figures 7 to 12 show all source codes and gen-
erated codes from the experiment data.

All of the cases were successful and this experiment shows
that it is possible to translate a counterexample into Java code.
New assertions and the new values of variables are useful in
deriving from where an error originates. During this experi-
ment, we realized that it is sometimes difficult to see where
the code has changed so it would be a good idea to add com-

import java.util .Random;

public class IndexTest

{

public static void main(String [] args

)
{
int[] test = {1};
Random r = nmew Random () ;
int v = r.nextInt((2-1)+1)+1;
for (int i=0;i<v;i++)
{
System.out. println (test[i]);
}
}
t

Figure 7: Source code of an Index Out of Bounds Exception
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import java.util.Random;

public class IndexTest

{

public static void main(String [] args
)
{
int[] test = {1};
Random r = new Random () ;
int v = 2;
for (int i=0;i<v;i++)
{

assert (test.length >1)
System.out. println (test[i]);

}
}
}

Figure 8: New generated code of an Index Out of Bounds
Exception

import java.util .Random;

public class DivisionTest

{

public static void main(String [] args
)
{
int[] test = {1,0};
Random r = new Random () ;
int v = r.nextInt((2-1)+1)+1;
for (int i=0;i<v;i++)

{

}
}
}

System.out. println (10 / test[i]);

Figure 9: Source code of a Division by 0 Exception

ments before new lines of code generated in the output.

This experiment was done with very simple programs, but
it is a good start for the understanding of counterexamples.
One Java code is cut into multiple instructions in a counterex-
ample. Even the translation of CPROVER into Java code is
complicated. Variable names are also not the same as the
source file output. Without this new processing part, the fu-
sion between new Java code instructions and the decompiled
source Java Bytecode cannot be done. The next step will be
to create an algorithm for finding and sorting all related in-
structions of a variable from the counterexample within more
complex programs.

S DISCUSSION

Even with our proposed method, the understanding of
counterexamples from the Java model checker still seems to
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import java.util .Random;

public class DivisionTest

{

public static void main(String [] args
)
{
int[] test = {1,0};
Random r = new Random () ;
int v = 2;

for (int i=0;i<v;i++)

{
assert (test [1]!= 0)
System.out. println (10 / test[i]);

}
}
}

Figure 10: New generated code of a Division by 0 Exception

import java.util .Random;

public class AssertTest

{

public static void main(String [] args

)
{
int[] test = {10,15};
Random r = new Random () ;
int v = r.nextInt((2-1)+1)+1;
assert test[v] ==10;

Figure 11: Source code of a user assertion

import java.util .Random;

public class AssertTest

{

public static void main(String [] args

)
{
int[] test = {10,15};
Random r = new Random () ;
int v = 2;
assert test[v] ==10;

Figure 12: New generated code of a user assertion

be difficult, but it has opened a way for researchers to think
about model checking in Java and how to improve it. Dur-
ing this research, we saw that Java model checking does not
have many reported solutions as compared to C model check-

C. M. B. Hassen et al. / Executable Counterexample for Java Model Checker

ing, but it is still one of the most used languages for software
development and requires further studies.

The best future direction will be to have a model checker
such as JBMC give developers instructions directly in Java
language which can be directly used inside Java code. This
step of making counterexamples more understandable is an
important one to make model checkers more convenient and
useful.

6 FUTURE WORK

As explained above, the method proposed in this paper
works with small programs, but it has to be more efficient
for use in larger production software. The next step will be
to make this method more adaptive to easily add unexpected
classes and cases. After that, we can add an implementa-
tion for the most used classes including List, Map, etc. This
method also has to be adapted for translating software with
more than one class which uses a lot of different files. To
make the newly generated code more useful, we can directly
generate code in a JUnit test which can be a more efficient
way to find bugs.

Another innovative way to improve this solution can be to
use Al techniques that can directly predict the kind of prop-
erty violated and suggest ways to resolve it. Employing deep
learning by using neural networks can be interesting, but to
use this technique we need a large amount of dataset samples
before starting.

7 RELATED WORK

The work of improving counterexample generation in
model checking is not new ([6], [8], [15]-[19]). One of the
first approaches for generating executable counterexamples
was made by Dirk Beyer [20]. This paper was inspired by the
work of [7] in which a counterexample simplification is done
for ANSI-C software by using the ESBMC model checker
which also uses the CPROVER framework. All of the under-
standing of model checking was based on the book Principles
of Model Checking [1].

8 CONCLUSION

To conclude, the method proposed in this work was cre-
ated to help Java developers who are not experts in verifica-
tion methods to more easily use model checking techniques.
It was tested with simple and small programs and has to im-
prove its efficiency to be used with complex software. The
new method can still be improved and can open doors for fu-
ture work such as using Al techniques to make steps in the
process automatic and efficient. Model checking, especially
for Java programs, is still often underused because of the com-
plexity of use. The method presented in this work can be
the beginning for making model checking a common tool for
software developers.
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Abstract - RTK-GNSS is a promising positioning technique
to achieve centimeter-level accuracy. In this technique, a
stationary base station plays a vital role in correcting the
positioning results of a movable user receiver; however, the
base station correction signals are often interrupted, or
delayed due to single-base line area, hardware biases,
environmental factors, and multipath errors. Therefore, we
propose three major new components to improve a user
receiver's positioning accuracy and precision. The first
component detects the status (i.e., healthy or unhealthy
state) of the base station through the internet. The second
component assigns the most favorable base station from
multiple base stations in a seamless approach. The final
component detects the multipath signal using a machine-
learning classifier model. After analyzing the experimented
results, our approach maintained the rover receiver
positioning accuracy within the centimeter-level even after
the base station handover. Similarly, in multipath detection,
around 98% of NLOS and around 95% of the LOS signals
are correctly discriminated. By combining all three
components, we achieved high reliability of RTK-GNSS
positioning in different areas by using continuous correction
signals from the base station and considering only the
visible satellites.

Keywords. RTK-GNSS, Seamless handover, Web-based
monitoring, Reliable infrastructure, Multipath detection

1 INTRODUCTION

Global Navigation Satellite System (GNSS) is an active
research area for navigation, mapping, positioning, and
many other areas that need monitoring and controlling their
location-based services. In the conventional single-point
positioning system, the user's position can be instantly
determined using a pseudorange between the satellite and
the user's receiver. For this, the receivers need a signal from
four or more satellites. In this single-point positioning, the
positioning accuracy ranges from 10m to 30m, as various
factors caused errors in the GPS observation [1]. However,
many applications, including autonomous driving and flying,
precision agriculture, and weather forecasting, require
centimeter-level accuracy, which 1is called precise
positioning. Therefore, we need advanced positioning
techniques to provide highly accurate positioning and
navigation functionalities in those applications. One of the
famous differential positioning systems is the Real-Time

Kinematics-Global Navigation Satellite System (RTK-
GNSS).

A higher resolution distance information called a phase
pseudorange is used instead of the code pseudorange. As
shown in Fig. 1, the precise position, also called fixed
position, of a rover receiver, i.e., user receiver, is calculated
through the received signal from satellites and the correction
signal from the base or reference station.

However, rover receiver position accuracy is degraded
severely because of the interrupted, delayed, or
discontinuous base station's correction data as well as
communication link. In this differential system, correction
data from the base station is affected by a number of factors:
such as coordinate errors, environmental factors, the
reflected or diffracted signals, which results in a less
accurate position (i.e., within a few meters of accuracy),
called a float solution.

Therefore, challenging environments, including snowy,
mountain, forest, and urban areas, are crucial for precise
positioning in RTK-GNSS. Errors that occurred due to these
factors are extremely difficult to solve through differential
correction techniques. For instance, the precise positioning
applications like the drone carrying medicines and
equipment service, aiming to provide medical care to the
remote mountain communities and precisely measuring the
altitude of the mountain, including Mt. Everest, is the
subject of attention in the Himalayan country, Nepal [2], [3].
Similarly, applications like precision agriculture, mapping,
and survey, weather forecasting are gradually increasing in
many countries.
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Figure 1: Principle of differential positioning
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However, service disruption and false assumptions
caused by different error factors in the base station may lead
a rover receiver to use unreliable correction information
from unhealthy base stations. As a result, it will mislead the
rover receiver as well as degrade the reliability and accuracy
of the base station data.

Furthermore, the base receiver's differential correction
signal is valid for the short-baseline range only, i.e.,
generally considered the area within 10km. Therefore, the
conventional RTK technique is inefficient and cannot ensure
the continuity of the GNSS signal for a moving object that
may operate beyond a base operating range. Besides, no
redundancy of the base station is usually available if the
active base station experiences any malfunctioning or
hardware bias errors.

On the other hand, satellite positioning is still challenging

in urban areas due to signal reflections by buildings or
skyscrapers, so-called multipath error. As a result,
positioning accuracy is severely degraded.
Therefore, focusing on those errors factor of snowy areas
and multipath areas, this paper presents a modality of a
robust RTK-GNSS infrastructure that guarantees continuity
and reliability for precise positioning.

This paper is divided into seven sections. After the first
introductory section, the second section clearly describes the
problem statement, where we discuss the necessity of this
research work. Section 3 gives a brief overview of the past
researches and the preliminary works. Section 4 is an
important section, where we discuss the system approach
with theoretical dimensions of the research. Section 5 and 6
describe the design, methodology, working principle,
characterization, result, and evaluation of this research.

Finally, the last section of this paper gives a brief conclusion.

2 PROBLEM STATEMENT

The reliability and continuity are major concerns in RTK-
GNSS, even though it is widely used in various applications.
Notably, while doing RTK-GNSS experiments in dense
snowfall or high buildings areas, various limitations were
encountered. Therefore, to address the specific problem
through a new approach, the authors mainly focus on three
dominant problems that should be addressed for continuous
and precise positioning.

Receiver

Figure 2: Multipath signals
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2.1 Unknown Status of The Base Station

Any problems or errors in the base station affect the
corrective signal used to calculate the rover receiver's
precise positioning. For example, in the mountain or snowy
area with the uneven landscape, hard frost weather, and
chances of heavy snowfall, landslide, earthquake, and
volcanic eruption caused significant errors. Mainly, when
the bunch of snow covered the base station's antenna, the
signal strength was degraded because of the multipath error
induced by the snow surface [4]. Also, if the coordinate of
the base station changed because of landslides or by other
factors, the positioning accuracy of the rover receiver would
degrade due to the inaccurate base station's coordinate.
Similarly, if the running base station experienced any
malfunctioning or hardware errors, no redundancy solution
would be available to detect the base site's status from the
rover end. In addition, when the base station interrupted by
some errors, the recovery time was often several minutes or
even a few hours. Hence, the rover receiver ends up using a
correction signal from that unstable or unhealthy base
station. As a result, positioning accuracy is severely
degraded.

On the other hand, if there is no correction signal from the
base station, we need to visit the actual field to confirm a
base station's state; however, this is not a cost-effective,
reliable, and appropriate solution for real-time applications.
Therefore, ensuring the data continuity and reliability of the
base station under challenging environments is very
important.

Comparing CNR value in snow and without snow case
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2.2 Limitation of Base-to-Rover Operating
Range

In the conventional RTK-GNSS, the base and the rover
station need to operate in the same environmental area (i.e.,
generally considered 10km from the base station). Beyond
this range, distance errors and atmospheric conditions at the
base and the rover receiver may significantly vary. These
error factors cannot cancel out through differential
processing. Therefore, the base station data outage is one of
the major concerns, particularly for the moving object. In
the past few years, many researchers have proposed a multi-
network base station adjustment process for the wide area
[5]; however, those methods are challenging to implement in
the actual field and for a smooth handover, i.e., handover to
another base station without dropped signal. Thus, to
provide a continuous correctional signal in a wide area for a
moving object, the authors are concerned with this problem.

2.3 Multipath Error on The Rover Receiver

GNSS satellite signals are subject to reflection and
diffraction, like any other type of electromagnetic wave.
Therefore, in an urban area where the grounds are
surrounded by tall buildings, skyscrapers, or trees, the rover
receiver often faced multipath error. Notably, the reflected
or diffracted signal from those objects causes multipath
errors. In general, the receivers receive both direct and
reflected (or diffracted) signals. As the multipath signal
takes a longer path than the direct signal, an error was
caused in pseudorange measurement, which severely
degrading the GNSS accuracy to several meters [6].

There are mainly two types of multipath signals: Line of
Sight (LOS) multipath signals and Non-Line of Sight
(NLOS) multipath signals, as demonstrated in Fig. 2. For
LOS multipath error, various signal correlation techniques
were proposed to mitigate or minimize the LOS multipath
signal by many past researchers.

However, there is no reliable technique for the NLOS
multipath. Also, it is more crucial than LOS multipath
signals because of the reflected signals. As a result, a broad
range of positioning errors happens. Hence, NLOS
multipath detection and mitigation techniques are required.
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In summary, to increase the overall performance and
build a robust RTK infrastructure in the mountain and urban
areas, multi-base stations with seamless handover
mechanisms and NLOS multipath detection mechanisms are
essential parameters.

3 BACKGROUND

3.1 Preliminary Research

Our preliminary research proposed a cost-effective and
reliable system that overcomes the conventional RTK-
GNSS infrastructure to enhance positioning solutions [7].

The goal of that research was to evaluate the low-cost
receiver's capability in the harsh receiving condition (such
as challenging weather, multipath, obstruction, etc.) and find
the major problems that happen in the base site [8].
Therefore, we conducted our experiment in two different
weather and geographical regions to demonstrate
positioning accuracy, reliability, and feasibility of the
system's architecture.

Nonetheless, the major problem encountered while doing
an experiment in the heavy snowfall region.

The snow accumulation problem, the signal strength, and
time to first fix solution (TFFS) are negatively affected, as
shown in Fig. 3. Here, TFFS means the time need to get the
first fix solution from the float solution. Similarly, a
significant difference was found while comparing the value
of Carrier to Noise Ratio (CNR) between snow and without
snow state, as shown in Fig. 4. The difference of carrier to
noise ratio is more than 8dB because of the reflected or a
diffracted signal when the snow height on the antenna is
around 15cm.

In the second experiment scenario, we have done our
experiment where GNSS signals are often obstructed by
buildings leading to reflected and diffracted signals. The
observation shows the tendency of a drop in SNR when the
receiver is in the multipath environment. SNR
measurements are smoother when the receiver is in an
obstruction-free environment, as shown in Fig. 5.

We concluded that conventional RTK-GNSS is still
insufficient to provide continuous, reliable, and precise
positioning in those areas from these experimental scenarios
and results. Thus, this research focused on cost-effectively
building a robust RTK-GNSS infrastructure.
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3.2 Related Research

Several previous studies enhance the reliability and
accuracy of the RTK-GNSS technique using different
methods. In RTK positioning, the rover receiver needs to
work within a base operating range, which is a major
constraint for a moving object that works beyond the
operating range. Therefore, many networking techniques

that use multiple base stations were practiced in recent years.

Some of the networking techniques are Master-Auxiliary
(MAC), Virtual Reference Station (VRS), Pseudo-Reference
Station (PRS), which operate with multiple base stations and
provide precise positioning [9]. Quan et al. proposed a
Network RTK system using observations from numerous
continuously operating base stations [10]. Similarly, VRS
based RTK system was also proposed to provide continuous
observations in Malaysia [11]. However, these methods are
challenging to implement, need active communication links,
demanding control center operation, stability issues, and
expensive operating costs. Also, a continuous handover
could be the limitation of these Network RTK systems.
Generally, accuracy drops to float solution from the fixed
solution in the handover process.

Similarly, to mitigate the NLOS multipath error, it is
crucial to identify the NLOS signal from all received GNSS
signals. A new research stream dealing with multipath
detection utilizes an additional sensor, 3D mapping, or
image processing technique. Suzuki et al. proposed a fisheye
camera and omnidirectional infrared camera techniques to
detect multipath signals [12]. However, these detection
techniques are affected by weather, light conditions. The
method of integrating multi-sensors might be helpful in
some conditions but could not solve entirely.

Also, a laser scanner to differentiate visible and invisible
satellites was proposed by Maier et al. [13]. Also, multipath
detection using 3D maps and Aerial LiDAR data were also
practiced in few researches [14]. However, these were
complicated to apply for the moving object and challenging
to integrate in real-time. Some researchers worked on
multiple GNSS signal correlators in a software GNSS
receiver; however, it is challenging to design a special
correlator in the practical field effectively. Therefore, to
address the station-based errors and the base station
handover issue, we felt the necessity of reliable, smoothly
operable, easily applicable, and cost-effective RTK-GNSS

used in different places and scenarios, including Himalayan
and snowy regions.

Thus, we have primarily done our research [15] to analyze
the system architecture and introduced the handover scheme
and multipath detection approach in this research paper.

4 SOLUTION APPROACHES

This section explicitly describes our approaches to
solving  conventional ~ RTK-GNSS, especially in
mountain/snowy areas and urban areas, as shown in Fig. 6.
Firstly, to know the base station's status from the rover side
(as described in subsection 2.1), we proposed a base station
monitoring system such that an unhealthy base station could
be detected in the rover end. Secondly, we proposed a
seamless handover mechanism with a multi-base network to
solve the single base-rover range problem (as described in
subsection 2.2). Finally, to solve the multipath error on the
rover receiver (described in subsection 2.3), we proposed
LOS and NLOS multipath detection mechanisms. The
detailed explanations are as follows:

4.1 Detecting an Unhealthy Base Station

The first approach is knowing the base station's status
from the rover end in real-time. When different limiting
factors obstruct the base station, the correctional signal from
that base station consists of many errors. As a result, the
positioning solution in the rover receiver degraded.
Therefore, to make a proper decision and constant alert for
future trouble prevention, we proposed detecting unhealthy
base stations through the internet. Different kinds of sensors
require in this proposed system. For example, we used
ultrasonic sensors and accelerometer sensors, which are
used for snow height measurement and antenna movement
detection, respectively.

After collecting data on the server, sensors' data are used
for two purposes: web-based monitoring and the optimum
base station selection process. Here, we proposed a web-
based base station monitoring technique to monitor the base
station's status manually. Sensors' data are visualized on a
web page and monitored from anywhere, provided that an
internet connection is available. Similarly, a handover
process is needed for the kinematic rover receiver beyond a
base station's baseline area.
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In such conditions, the optimum base station (i.e., a
favorable base station among available base stations) is
needed in the rover receiver to calculate precise positioning.
Therefore, the base station's sensors data are used with the
base-rover range to detect the base station's state. If the
particular sensor data is less than the respective threshold
value, the base station is considered unhealthy. For instance,
the threshold value of snow height is Scm because the signal
strength is decreased faster after that height. For a reliable
system, the physical hardware and data processing method
also have a significant impact. Therefore, we proposed
compact hardware and reliable data processing.

4.2 Seamless Handover

The second component is a processing component, an
algorithm specially designed to assign the most favorable
base station from the list of multiple base stations in a
seamless manner. To achieve precise positioning, we
proposed a Rule-Based Base Station Assignment (hereafter,
RuBBSA) algorithm. In this algorithm, the rule is based on
two major factors: sensors' value and the distance between
the rover receiver and the corresponding base station
(explicitly explained in section 5.5). The first rule ensures
that the sensor's measurement is used to monitor the base
station's physical condition, such as snow accumulation,
battery power supply outage, and the base station's
coordinate. The second rule ensures the operational range of
the receiver.

For instance, when the user moves out from the functional
baseline area and or conditions when the base station cannot
send differential correction information to the rover receiver,
this algorithm assigns a new base station. This processing of
choosing an optimum base station from multiple base
stations is the main target of this algorithm. The next
available optimum base station is assigned by the proposed
algorithm seamlessly and dynamically.

We used two RTK engines on the rover side for this
handover process. In the RTK system, fixed positioning
solution is obtained by using carrier-phase measurements
rather than just pseudorange. However, the processing of
carrier phase measurements is subject to so-called carrier
phase ambiguity, an unknown integer number of times the
carrier wavelength that needs to be fixed. The ambiguity
resolution, which is the crucial factor for precise positioning,
is the process of resolving the unknown cycle ambiguities of
double-difference carrier phase data as integers. There are
mainly three steps to determine ambiguities resolution:
estimating float-valued ambiguities, finding the best integer
ambiguity set, and validating the best ambiguity set. After
validating the ambiguity set, a fixed solution is calculated in
the RTK engine. However, when one base station is changed
to another base station in the same RTK engine while doing
handover, validating the ambiguity set is difficult. Only
float-valued ambiguity occurred for few seconds. As a result,
the positioning solution is dropped into a float solution.
Therefore, to make a handover without losing the fixed
positioning solution, two RTK-engines are needed. Thus,
the proposed mechanism has two RTK-engines to provide
continuous and precise positioning.

119

4.3 Multipath Detection

In order to increase the positioning accuracy of the rover
receiver in a multipath environment, this research also aims
to develop a multipath detection technique. Here, multipath
detection proposed by using different satellite signal features
by differentiating LOS signal and NLOS multipath signal. In
the last decade, many methods have been proposed to detect
multipath signals. Most of the research focuses on a single-
point conventional positioning system by using different
algorithms [16], [17].

Only one receiver is used to calculate its own position in
single-point positioning; therefore, differentiating LOS
signals and NLOS multipath signals are comparatively more
straightforward. However, we need to consider the rover and
the base station's observation data in the RTK-GNSS
technique. Therefore, to classify the LOS and NLOS
multipath signals with high accuracy, we proposed a
machine-learning-based classifier that can differentiate LOS
signals and NLOS multipath signals using significant
features values.

Here, the kernel-based support vector machine (SVM)
classifier is used to differentiate multipath signals. It is
essential to train our data with accurate classification
because, based on the training data, a machine learning
model learned the features and predicts the output
accordingly. Based on the characteristic of CNR, which
says that the signal fluctuates under static conditions; thus,
the differential CNR value (i.c., the difference between base
CNR and a rover CNR value) has been used to detect NLOS
signals. These featured values are applied to the training
process in machine learning.

5 METHODOLOGY

5.1 Building a Compact Hardware

This research has been conducted by building a base
station prototype module consisting of a GNSS receiver
with antenna, micro-controller, and sensors network. In the
rural and the Himalayan region, the continuous power
supply is one of the significant problems. Therefore, a solar
energy source- an easily movable, self-sustainable, and
reliable power source- is used. A micro-controller called
Wio-LTE is used to process GNSS receiver and other
sensors data, which is a prototyping development board with
LTE(4G) communication version of Wio Tracker (Wireless
Input-output) that enables faster IoT GNSS solutions [18].
To monitor each base station's physical condition, we used
various sensors modules in respective base stations. For
instance, ultrasonic sensors are used to predict the base
antenna's snow height, as shown in Fig. 7.

During this process, temperature fluctuation affects the
transmitted sound wave from an ultrasonic sensor. Thus, the
temperature sensor is used to correct the temperature-related
distortion of the measured value. Also, to precisely monitor
the base station coordinate, we used a 3-axis digital
accelerometer sensor that detects orientation, gesture, and
motion in case of natural disasters. Besides that, to check
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battery voltage level and charging level, a battery state
sensor is used. To make a compact hardware system, all
sensors are connected to the microcontroller board that
consists of a cellular modem, as shown in Fig. 8. All data
are sent to our server system in real-time. The base station
antenna is fixed correctly in the accurate position.

Similarly, to overcome the multipath errors and fully
receive all visible satellite signals, the antenna is placed in
an open sky environment such that all satellite signals are
received as a Line Of Sight (LOS) signal. This compact
infrastructure consumes deficient power. The base station
system needs 600mA to 2A current with a 5V power supply
at regular communication, making the system operation
longer.

Moreover, the system consists of a low-cost receiver and
digital sensors. The total cost is around $1500. In contrast,
survey-grade receivers cost around $10,000, for instance.
Therefore, our system can be comparatively cost-effective,
movable, and easily installable in regular and challenging
weather areas.

5.2 Data Processing and Management System

In our proposed system, collected sensors data from each
base station is sent to the server system through the internet
connection. Here, we need a proper and continuous
communication link between a base station and a user
receiver for the real-time application. Therefore, we should
select effective communication to provide reliable internet
connection continuously. Considering those factors,
including operational cost, maintenance cost, and the
number of computations needed by the rover and the
processing center, we found that a cellular modem is one of
the appropriate methods in the mountain region. We used
cellular connectivity Soracom, which provides the IoT
network platforms [19].

JavaScript Object Notation (JSON) format is used to
transmit these data in web-based applications such that those
data could be displayed on a web page correctly. The time-
series data shows the base station's past conditions and
present conditions, such that the changing state is visible
and easily compared to the respective sensors' threshold
value. Thus, detecting unhealthy base stations is done before
assigning a base station in a rover receiver. The web-based
graph is plotted on the web browser, which shows that each
sensor's data is being updated with time-lapse. This process
of monitoring the actual state of data is adequate, especially
when the base stations' knowledge is manually needed for
the assignment process.

5.3 Determining of an Optimum Base Station

In this section, the mechanism of relative positioning is
briefly introduced along with the sorting mechanism to
determine the optimum base station.

As shown in Fig. 1, the code pseudorange pp and phase
pseudorange ¢ at base station b to satellite s measured at
epoch to can be modeled by

PB(t0)=25(t0)+2Q5(t0)+AQ° (t0)+A2x(10) (1)

A2 (t0)=0p (to)HAQp (o) TAR* (to) ARy (o) TA° N} @

Where 03 (to), Agj (to), Ae® (to) , Agyp (to), Nj are the
geometric range, orbital errors, satellite-dependent errors,
receiver-dependents  errors, and phase ambiguity,
respectively [20]. Also A® is the wavelength, defined as A° =
c/f%, where c is the speed of light and f* is the frequency of
satellite carrier. In relative positioning, the code and phase
correction of the base station for the same satellite at base
epoch tois calculated as

PRC* (o) =03 (to -R3 (to) 3)
PRC (to)=@p(to)-A* P (to) “)

Similarly, in the rover receiver 'r', the code pseudorange pr,
and phase pseudorange ¢r are calculated for the observation
epoch t because the range and range rate correction (RRC)
referring to the base epoch t; are transmitted to the rover
receiver in real-time. At r, the pseudorange, carrier phase,
and the pseudorange correction (PRC) for the observation
epoch t is modeled by

pr(t) = @r (D) +Agy(t) +4e°(1) + Agx(t) (5)
ADi(t) =or(t) +Agr(t) +AQ°(t) + A () +A'NE - (6)
PRC (t) = PRC* (t) + RRCS (to) (t- to) (7

where (t-t0) is defined as latency. After applying the
predicated pseudorange correction PRC® (t) to the measured
pseudorange of the rover receiver, the satellite-dependent
bias has canceled out. Also, the base and the rover receiver
have highly correlated satellite-receiver-specific biases in a
short baseline area. Neglecting these biases, the corrected
code and the phase pseudorange are calculated in the rover
receiver as

AEDT (eorr = Q7(t) + Ay (1) + AN, ®)
Pr(Deorr = p7 (1) + PRC(1) ©

Where Ag3,- () = Ag,(t) - Agy(t) and N3,.= N7 - Nj are the
difference of phase ambiguities [20]. To determine the
coordinate of an unknown point concerning a known point.
Thus, the baseline vector between the base and the rover is
calculated with corresponding position vectors X», and X:
formulated as

X = Xp + Xor (10)
X?’ - Xb .ﬂxbr

Vir = | Y = Yp [= | 2Ypy (11)
Zr T Zb ":"Zbr

Here, the base point coordinates must be accurately
known to calculate the rover receiver coordinate with high
precision. In the case of a kinematic rover receiver, it is
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continuously moving from one place to another. Therefore,
the positioning information of the rover receiver is updated
in the control unit regularly. Then, the distance between the
rover and each base station is calculated and list out all
neighboring base stations. The least distance is in the
highest priority order. The distance between the rover and
all neighbor base stations is calculated as follows

AD,, = E - arccos[(sin(lat,) - sin(laty)) + cos(lat,) -
cos(laty) - cos(longy,— long,)] 12)

Where lat:, lats, long:, longy are latitude of a rover, latitude
of a base, longitude of a rover, and longitude of a base,
respectively. All values in radians. E is the equatorial radius
of earth and AD,y, is the distance between the rover and a
base station.

Furthermore, the availability of the base station is also
measured through sensors data. For instance, ultrasonic
sensors, voltage sensors, and 3-axis accelerometer sensors
are used in this research. Besides these sensors, the other
sensors can be wused based on geographical and
environmental conditions. The threshold values need to be
entered at the starting time. In this rule of the assignment
process, there are the following three cases.

Case I: Si = Stuand Di < Di+1; optimum base station

Where Si is the output of a cumulative function of sensors
values, the threshold value of Srtu is needed to set after
various experiments. Also, Djis the least distance between
the rover, for ith base station. Similarly, Di+1 is the distance
between the next adjacent base station and rover. In the
above scenarios, if the base station satisfies case I, this base
station is considered as an optimum base station and assign
this base station till the subsequent handover is needed.

Case II: S; < Sty and D; > D;+,; keep and hold (OK)

If the base station satisfies case II, the base station is
considered as an acceptable base station or the next potential
base station. Thus, these base stations are kept and hold for
the next handover. Handover may require while the rover
moved far from the earlier base station and approaches the
adjacent base station. In this case, the earlier base station
will be dropped off, and the adjacent base station will be
handover for the operating base station.

Case II: S; < St ; remove from the list (NG)

If the base station satisfies case III, it is considered
functionless or not a referenceable base station. Therefore,
this base station is removed from the list until it satisfies
cases I or II. This situation may arise due to various reasons
such as due to the accumulation of snow, increase of
distance between rover and base station etc.

5.4 Base Station Assignment Process
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After successfully determining the optimum base station
through sensors' value and distance measurement, the
handover mechanism is processed. We need to make
configurations for this process such that the correction data
and base station coordinate are streamed in both RTK
engines.

In the RTK system, the base station sends corrections to
the rover via a communication link. This correction signal
enables the rover receiver to compute its position relative to
the base with high accuracy. Radio Technical Commission
for Maritime (RTCM) is the standard format with a binary
data protocol for communication. The output stream should
be changed in RTCM format to send standard messages and
the real base antenna reference point (ARP). Therefore, a
resident type application, str2str of RTKLIB [21], is used to
input and output stream path. The input command seems as

./str2str—intcpsvr://localhost:60021#ubx
-out tcpcli://localhost:52081#rtcm3 -s 0
msg 1005,1077,1087,1097, 1127 -p
34.726598357 137.718089538 97.398

The data from the TCP server in the u-blox format (i.e., the
message format type received by the u-blox receivers and
fully configurable with UBX protocol configuration
messages) as input stream outputs in the RTCM3 format.

Besides that, the coordinate of the base station (i.e.,
latitude, longitude, and height of the base station) and
RTCM messages are streamed. These multiple signal
messages (MSM), as shown in Table 1, are streamed as soon
as they are configured for the corresponding GNSS.

In this approach, the base station's coordinates are changed
when the base station is assigned dynamically. As every
base station consists of a cellular SIM (subscriber
identification module), the unique IMSI (International
Mobile Subscriber Identity) number is used for the
identification of each base station. Here, the base station is
assigned as follows:

Chdist [RTK-engine number] [base station’s
IMSI number]

where chdist is a command to query the status of a
package of a base station to the designated RTK engine;
thus, the RTK engine at the rover side receives the
observation data from that assigned base station, and finally
assigned to the application layer for precise positioning.
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Figure 9: RuBBSA approach
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5.5 Base Station Handover Mechanism

This section explains the principle of the RuBBSA
algorithm and its approach for seamless handover. There are
server backend and user end, as shown in Fig. 9. The server-
side server network consists of two primary units: the data
management and a control unit. The data management unit
is designed to manipulate and manage data. Generally, all
physical sensors data, all base stations coordinate data, and
real-time differential correction data of corresponding base
stations are collected and then manipulated. These data are
processed to the central unit called as control and processing
unit, where the rule is created to specify the most favorable
base station from multiple base stations.

The RTK processing engine is placed on the user side,
where the processing of differential correction signals from
the base station and positioning observation from the rover
receiver is carried. In this proposed system, two RTK
engines named primary and secondary RTK engines are
used to make a seamless handover operation. The primary
RTK engine operates as a default RTK engine that runs until
the handover is needed. The assigned base station from a
control panel is linked with the primary RTK engine to
provide precise positioning in the application layer. The
final target of this research is to make a complete
autonomous handover system; however, in this research, the
server-based handover mechanism is proposed.
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The flowchart in Fig. 10 explains the mechanism of
determining the optimum base station and seamless
handover. In this handover mechanism, primary inputs are
sensors data (i.e., ultrasonic sensor, accelerometer sensor,
and voltage sensor) and coordinates of receivers (i.e., a base
and a rover coordinate). From these inputs data, the base
station availability has checked using the threshold value.
Suppose the base station is a favorable base station based on
the input values. In that case, it is considered the optimum
base station (also called a favorable base station) and
assigned that base station in the primary RTK engine. Here,
we introduced an alarm function to check input values
continuously. The alarm function is not activated until the
currently assigned base station is fulfilling the condition to
be optimum.

On the other hand, if the base station is out of the baseline
area or the sensor's value is less than the threshold value, the
alarm is created, which processes the handover. Thus, the
currently assigned base station is replaced by the next
adjacent base station through a secondary RTK engine. At
that time, a new base station is assigned to the secondary
RTK engine because the first base station is still operating in
the primary RTK engine. In secondary RTK, the positioning
solution is the float for a few seconds; therefore, removing
the base station at the primary RTK engine is done after
getting the fixed solution in secondary RTK. The removing
process is done as

rmdist [RTK-engine number] [base station's
IMSI number]

where rmdist is a command to detach the communication
link between the designated base station and RTK engine;
after that, the positioning solution is handled from the
secondary RTK engine.

Table 1: RTCM message type and description

RTK engine updated and
become primary engine

Figure 10: Flowchart of RuBBSA approach

Message Type Description

RTCM 1005 Stationary RTK reference station
ARP

RTCM 1077 GPS MSM7

RTCM 1087 GLONASS MSM7

RTCM 1097 Galileo MSM7

RTCM 1127 BeiDou MSM7

RTCM 1230 GLONASS code-phase biases
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Thus, the positioning solution at the rover receiver is
calculated without any interrupted or dropped signal, as
shown in Fig. 11. These handover algorithms are written in
the C programming language.

5.6 Multipath Detection Using Kernel SVM

The satellite signal consists of both direct and multipath
signals. Therefore, the proper classifier is needed to mitigate
multipath signals. This research proposed a multipath
detection technique by using the classifier method. We have
acknowledged that many researchers proposed a multipath
signal detection method with different algorithms. They
proposed a method such as detecting NLOS using
observation data and existing 3D building data [14].
However, the process of detection is complicated and
lengthy. Some researchers also proposed multipath detection
methods using additional sensors [22]; however, those
methods are complicated in differential positioning
techniques in the practical field. Therefore, we proposed a
practically implementable classifier without adding any
additional sensors or hardware devices.

Figure 13: Mask Making; (a) Site 1, (b) Site 2
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Figure 14: Graphical view of sensors data on webpage

In order to classify multipath and direct signals, we
proposed a method that utilizes a classifier based on a
machine learning algorithm. We used machine learning
algorithms that can deal with linearly separable and non-
separable data, called the kernel-based support vector
machine (SVM). The reason behind this classifier is that the
satellite signal may not always be linear. Thus, the data
might not classify with a simple linear method to
discriminate correctly.

Therefore, we need an algorithm that can deal with higher
dimensions to make inseparable to separable form. So, we
used kernel SVM in this work.

The kernel SVM is a supervised machine learning
algorithm mainly used for classification purposes because it
tries to learn similarities between datasets, and those become
support vectors. Those support vectors are the data points
that define the position and the margin of the hyperplane.
The optimum hyperplane is the one that maximizes the
margin, under the constraint that each data point must lie on
the right side of the margin. Thus, only the support vectors
are enough to make a classification. Here, multiple features
data are used while training the classifier. The details of the
multipath detection using kernel SVM, and features data are
as follows.

Figure 15: Experimental scenario for handover process
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5.6.1 Differentiate CNR

We used signal strength as one of the major features data.
In GNSS signal, correlations are essential for receivers to
synchronize with the incoming signal, generate GNSS
observables data, and retrieve the navigation message.
Therefore, satellite signal strength is related to the
magnitude of the correlation peak. In general, the signal
strength of the direct signals is stronger than that of the
reflected or diffracted signals. Even in a single GNSS, the
signal strength called Signal to Noise Ratio (SNR) is widely
used to exclude the multipath signals. Similarly, the signal
strength called Carrier to Noise Ratio (CNR) is used in the
RTK system. However, only considering the CNR value of
the rover receiver is not practical because in some cases,
when the satellites are very close to the mask line, we could
not differentiate easily through fisheye image only. At that
moment, the signal strength of the NLOS signal may higher
than the LOS signal due to random errors. Therefore, we
used the signal strength difference between the base and the
rover receiver to correct those signals. Here, differentiate
CNR is calculated by subtracting rover receiver's CNR with
base station's CNR.

5.6.2 Elevation Angle

The signal strength is also dependent on the satellite
elevation angle. The elevation angle of the antenna of a
ground receiver has a peak value when the satellite is just
above it and gradually decreasing. After some time, it
reaches an elevation angle of zero. In the GNSS signal, as
the elevation angle increases, the received signal strength
keeps increasing. The signal strength is maximum when the
satellite is just above the antenna. Previous researchers,
Sheng-Yi Li et al., derived the analytic and mathematical
relation between elevation angle and signal strength in their
research work [23]. Therefore, we used elevation angle as
one of the crucial features.

5.6.3 LOS and NLOS State

We also need to know the LOS and NLOS signals to train
our machine learning model with these features' matrix.
Therefore, a Fisheye camera is used to take a fisheye view
image, which has finally used to determine the satellite LOS
and NLOS state. Here, to find a distinct state between LOS
and NLOS signals, the following procedures are processed.

A. GNSS data collection

First of all, we need to collect data from the base and the
rover receiver. Here, A rover receiver is placed in the
multipath environment to receive both direct and multipath
signals. A base station is placed in an open sky area, such as
the base rover, for direct signals only.

B. Analysis of Fish-eye View Images

After the data collection process, we need to distinguish
the signal state, 0 for NLOS and 1 for LOS signal, of the
rover receiver to use as a training data set. Therefore, the
fisheye camera is used to capture the sky view from the

rover receiver. Fisheye image and position of rover station
are shown in Fig. 12. To estimate satellites' orientation (both
NLOS and LOS satellites), we need to make a mask that
differentiates an obstacle in a fisheye image. Thus, we need
to adjust the azimuth of an image with an antenna by using
an open-source platform called RTKLIB [21]. After that, the
process of masking is carried out with the corrected
binarized image, as shown in Fig. 13. The red line is a mask
line that differentiates the obstacle's clear sky view and
presence. In our case, obstacles are buildings and trees.

C. Extraction of NLOS features and Labeling

After that, the position of the satellite is estimated. The
satellites found in a clear sky area are considered LOS
satellites and marked as LOS signals. Similarly, the
satellites which are found other than clear sky area are
considered NLOS satellites.

Furthermore, the receiver's signal strength is varied by the
satellite elevation angle due to differences in path loss and
the antenna gain patterns. Therefore, the elevation angle is
used as the next feature value while training the classifier.

5.6.4 Outline of Kernel-SVM

In the machine learning process, the data labeling process
is essential to improve accuracy and efficiency. The main
challenge is to decide which features data are more
responsible and make the overall performance of a
predictive model. Our model uses the matrix of features, i.e.,
elevation angle and differentiate CNR value, with dependent
variable vector, i.e., the NLOS and LOS state by the fisheye
image as a features data. Here, LOS and NLOS states are
predefined target attributes used for training the algorithm
that we will predict satellite states from future satellite data.
We mainly focused on features data, training data ratio, and
kernel tricks to make the correct label for learning data. First,
we chose responsible features data, then we classified train
and test set data in maximum performance ratio, i.e., 80% of
our data are used for the training process, and the rest are for
the test process. Finally, we trailed with different algorithms
such as decision tree, naive Bayes, K-nearest etc., algorithm;
however, we found the best result in the Gaussian radial
basis function (RBF) kernel trick technique. SVM uses a
Gaussian radial basis function (RBF) kemel trick technique
to transform the input data in this classifier approach.
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As a result, the optimal bounds of the target classes are
obtained to classify nonlinear data, which we consider the
right label for our system. Also, feature scaling is used to
standardize datasets. The detailed working environments
and results are described in the next section.

6 RESULTS AND DISCUSSIONS

To test the proposed system's performance, the base station
was set up and tested in the practical field. A set of task
actions and obtaining results are described in the following
sub-section.

6.1 Discussion of Monitoring System and Its
Performance

Base stations are equipped with digital sensor network
systems that were deployed throughout all base stations. We
have considered three significant problems in the mountain
and snowy regions that affect the base station conditions.
These problems are (1) snow accumulation, (2) natural
disasters, and (3) power outage problems. Various cost-
effective and easily applicable sensors are used to address
these problems concretely. To check the monitoring
system's performance, we have done our experiment in the
dense snowy placed named Wakkanai, Hokkaido, where
there was heavy snowfall, dense fog, and cold weather. We
have done that experiment to check the performance of the
prototype on the snowy area that consists of multiple sensors
with a cellular RTK receiver. The main goals of this
experiment are (1) remotely monitor the base stations'
conditions (such as snow level on antenna, antenna's
orientation, power supply status, etc.) in real-time, (2) send
the satellite signal of the base receiver to the server system
using a cellular network.

In our system, the microcontroller works with a sketch
file that creates a data feed from the ultrasonic sensor,
accelerometer sensor, and voltage sensor. Here, an
ultrasonic sensor provides snow height levels. Similarly, the
accelerometer uses for detecting the orientation, gesture, and
motion of the antenna. Those are the ground data that we
used to monitor the base station. Similarly, the GNSS
receiver, which is supposed to work as a base station, is
embedded with a cellular LTE model to send the satellite
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signal to the server using a cellular network. Those sensors'
data are sent to web-based applications and displays on a
web page correctly.

These data are received as byte-type data. Therefore, byte
type data is decoded in Harvest's GUI and displayed as a
column of primarily processed data. These data can be saved
to the local file or own server system. Finally, those data are
displayed in graphical form were shown in Fig. 14. Also, the
sensors' data are used to detect the healthy or unhealthy state
of the base station.

As a result, the optimum base station could be assigned
to a rover receiver. From this experiment, we checked
hardware and software performance regarding sensors-based
base stations. We concluded some bits of knowledge such as
sensors accuracy and its real-time performance.

First of all, our monitoring system in the snowy region is
perfectly worked. We were able to collect data and monitor
it in real-time through the sensors. Secondly, the wireless
data collection using the cellular network to server system is
smoothly done for both cases, sensors and GNSS signal.

6.2 Discussion of Seamless Handover and Its
Performance

In order to make a robust RTK infrastructure, we need to
address the networking mechanism of the base station.
Therefore, we proposed a seamless handover mechanism
between two or more base stations in network cellular RTK.
After the monitoring system, proposed algorithm, its
practical use, and performance evaluation were done with
static and kinematic rover receivers, as shown in Fig. 15.

We tested the handover process, system's functionality,
and performance concerning the RTK accuracy. To test the
performance of the proposed algorithm, we have done our
field test experiment in Hamamatsu, Japan, where the
surrounding environment contains tall buildings and dense
traffic. In our experimental kinematic scenario, two static
base stations and one kinematic rover receiver are used. For
this experiment, the base station assignment process was
computed manually through a server system.

At first, we have connected all base stations in the control
server system where available base stations are displayed
with their unique identity. As every base station consists of a
cellular module as an internet provider, the unique IMSI
(International Mobile Subscriber Identity) number is used
for base station identity. Basically, a base station is assigned
to the primary RTK engine.
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Figure 18: Experimental results of site 1
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This selected base station started a connection to the rover
receiver and got a fixed solution after a few seconds, as
shown in Fig. 16. After getting a fixed solution in the RTK
engine, the positioning information is ready to use by
applications. At the time of handover, the new base station
is assigned through the server system to the user end. The
communication link is established to the secondary RTK
engine because the first base station is still operating in the
primary end.

In this case, the secondary RTK engine receives
correctional information from a base station and provides
the fixed solution, as shown in Fig. 17. After getting a fixed
solution in the secondary RTK engine, the primarily selected
RTK engine went to ideal mode. The secondary RTK engine
starts its positioning solution and becomes the default RTK
engine. An open-source program package of RTKLIB
library with a program package is used as RTK engines.

In our experiment, we used two base stations at a fixed
location and near each other. However, those two base
stations might not be consistent; thus, the precise positioning
solution could be different in the primary RTK engine and
the secondary one. Therefore, to make a seamless handover
on that condition, we need to calculate the positioning error
in both RTK-engine, such that at a point, the positioning
error is conceding and become minimum; thus, handover
could be done continuously. For instance, if we plot the
positioning solution of the primary RTK-engine with the
positioning solution of the secondary RTK-engine, the
difference in positioning solution can be calculated and vice
versa.

Table 2: Processing components

Name Description
Features’ Differential CNR, elevation angle,
data azimuth angle, distinct state of
NLOS(0) and LOS(1)
Programming Python (V. 3.7.7)
language
Libraries NumPy (v. 1.16.4), Matplotlib (v.

3.1.0), and Pandas (v. 0.24.2)
Test set value 0.20

kernel Radial basis function (RBF)
Computer Windows 10, 16GB RAM, i7-8550
environment

From this experiment and result analysis, we concluded
that the seamless handover is possible with two RTK
engines in a simply smart way. If we combine both the
monitoring and seamless handover mechanism, this
development may upgrade the performance of network RTK
to a new level.

6.3 Multipath Detection and Its Performance

The classification results of the kernel SVM-based
classifier are shown in Fig. 18 and Fig. 19. We have chosen
those satellites for both experiment areas, which had
changed their position from being LOS to NLOS or vice
versa. Observation data from the rover receiver and base
receiver is converted into an excel file to prepare a dataset
for training. Data and time, satellite number, azimuth,
elevation angle, differential CNR and the distinction state
for LOS and NLOS signal are used as the training dataset.
Here, the distinction set is marked O for NLOS and 1 for the
LOS satellite. The processing components are shown in
Table 2. To split the dataset into the train and test set, we
used a test set value of 0.20 (i.e., 80% sample data are used
for the training set, and 20% existing data is set for the test
set).

After that, feature scaling is applied to normalize the
features data (i.e., independent variable) with a particular
range and also helps in speeding up the calculations in an
algorithm. After that, we applied the kernel SVM model is
created and applied to the training data set. The
experimental results in Site 1 and Site 2 are described in the
following section.

A. Experimental results in Site 1

After sufficiently train our kernel SVM model, the test
experiment is done for an hour of data (excluding
observation data for the same elevation angle). The result of
the classifier is shown in Fig. 18. To analyze the result, we
used a graphical view and confusion Metrix. We found that
98% of NLOS data and 90% of LOS signals are predicted
correctly.

B. Experimental results in Site 2

Similarly, the experiment is carried out on Site 2. For this
experiment, three hours of data are used to train the model.
The experimental result is quite improved while using all
experiment data (i.e., every CNR value is used regardless of
the same elevation angle) shown in Fig. 19. After analyzing
the results through the confusion matrix, we found that 99%
NLOS and 97% LOS signals are predicted correctly. Also,
multiple experiments were conducted to analyze the
accuracy of the prediction. On average, 98% NLOS and
95% LOS signals are predicted accurately.

7 CONCLUSION

This research has presented the novel perspective to build
a reliable RTK infrastructure that is applicable in
snowy/mountain and urban areas. We proposed three new
components into the system to address the issues of those
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areas, especially targeting the reliability and higher
positioning accuracy for movable objects.

Firstly, we practically implemented a mechanism of
detecting an unhealthy base station in order to monitor its
availability. We have practically checked the performance
of sensors embedded cellular RTK base station in Hokkaido,
Japan. We used different sensors in the base site to monitor
its status through the internet. Those data are used for web-
based monitoring purposes, such that a base station's state
(i.e., healthy, or unhealthy) is easily noticeable on the user
side. Experimental results confirmed that the base station's
availability is regularly ensured in real-time.

Secondly, we proposed an algorithm to assign the
optimum base station from multiple base stations in order to
provide continuous and high accurate positioning for a
portable rover receiver. The actual field experiment was
done in a network RTK system to explore a seamless
handover mechanism in Hamamatsu, Japan. The concept of
assigning optimal base station is based on two factors: base-
rover distance and sensors value. For the seamless handover,
we proposed the usage of two RTK engines on the user side,
such that the positioning accuracy was maintained at
centimeter-level before and after handover.

Thirdly, the multipath detection model is proposed as a
final component of our robust infrastructure. A new method
of distinguishing the LOS and the NLOS multipath signals
was developed to improve RTK-GNSS positioning accuracy
in urban environments. A classifier based on the kernel
SVM technique is proposed using receiver signal strength
and its elevation angle. As a result, around 98% of the
NLOS multipath signals and 95% of the LOS signals were
correctly classified. From the experimental results, we have
confirmed that the proposed technique can effectively
predict future CNR and helps to mitigate multipath signals.

By combining these three components' results, we have
confirmed that our approaches significantly impact building
a robust RTK-GNSS infrastructure for continuous and
precise positioning. Also, we have verified that continuous
correctional signals and precise positioning in challenging
environments can be achieved from our method for a
movable object.
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Abstract - Fog computing, which extends the paradigm of
cloud computing to the edge of networking, has been pro-
posed, and its research has been active. In the field of net-
working, research on Content Centric Networks (CCN) has
been conducted. CCN have been shown to be able to handle
cached content naturally within the network, reducing traffic
and latency. However, in today’s Internet, dynamic content
with dynamic services is indispensable. A system that capa-
ble of handling dynamic services is desired by incorporating
the way of handling computational resources in fog comput-
ing into CCN. In this paper, an autonomous control scheme of
server relocation for fog computing systems is proposed. We
study the optimizing quality of service by allowing services
running on the network to be dynamically relocated. Our ns-
3 simulations show the fairness between users achieved and
the reduction of the average response time on non-uniform
computer resources with three use cases.

Keywords: Contents Centric Network, Fog Computing,
In-Network Caching, Server Relocation

1 INTRODUCTION

The number of IoT devices, which is 27.4 billion as of
2017, is expected to increase to about 40 billion by 2020[1].
For these large volumes of data generated by IoT devices,
processing-intensive architectures such as cloud computing
do not take advantage of the processing power of the edge and
the latency from the point of data generation to the remote
data centers cannot be ignored. Therefore, fog computing,
which extends the paradigm of cloud computing to the edge
of the network, has been proposed and actively studied[2].

In the field of networking, research on CCN (Content Cen-
tric Networks) such as NDN (Named Data Networking) has
been carried out instead of the conventional IP address-based
architecture[3]. It has been shown that CCN can naturally
handle cached content in the network by using location- in-
dependent content as an identifier, which capable of reducing
traffic and latency.

We proposed an autonomous control of server relocation
for fog computing systems[4]. In addition, we improved the
autonomous control of server relocation to transfer services
on the fog network where the processing capacity is hetero-
geneous, so that the service transfer is commensurate with the
required processing capacity[5].

In this paper, to optimize end-user QoS, we control server
transfers in a fog computing environment to achieve both short-

ening of the average response time and fairness between users.
For this purpose, we set up three use cases to examine the
fairness between users in uniform computer resources, the re-
alization of shortening the average response time in hetero-
geneous computer resources, and the realization of fairness
between users and shortening the average response time in
heterogeneous computer resources, respectively.

2 RELATED WORKS
2.1 Fog Computing

In fog computing, the delay time for execution is reduced
by selecting and transporting the points necessary for the ex-
ecution process. For example, in wireless sensor and actuator
networking, simple processing should be performed at inter-
mediate nodes, such as fog nodes, before the data collected
by sensor nodes are transferred to the cloud. The appropri-
ate placement of the processes at the intermediate nodes im-
proves the command response time for actuation, compared
with it is executed at cloud. There is another technique called
code-offloading[6]—[9]. Code-offloading is the optimal use of
resource-constrained mobile devices. This technology aims
to improve the energy efficiency and execution speed of ap-
plications. In a mobile application, a part of the application
code will be offloaded to the node on fog that has more com-
putational resources to execute the code, rather than running
on mobile devices. With the decision, it is possible to save re-
sources such as batteries in mobile devices. In fog computing,
the optimal allocation of computational resources is a focus,
but there has been no discussion on the optimal placement of
content.

Code Bubbling Offload System F. Berg et al.[9] focused
on the fact that only two or relatively simple, restrictive sys-
tem models consisting of three devices have been considered
in previous code-offloading techniques. They argue that n-
tier architectures become interrelated when multiple classes
of various highly distributed resources take advantage of code
offloading. For example, the smartwatch (tier 1) connects to
the smartphone (tier 2) via Bluetooth. Its smartphone con-
nects via Wi-Fi to a car (tier 3) connected to an edge server
(tier 4). In addition, an edge server is connected to a server
in a data center (tier 5) across 4G mobile communications
and fixed networks. Heterogeneous devices in such an n-tier
system differ greatly in terms of energy and computational
resources. In this example, they have tiers 1 to 5, but the



130 K. Kamada et al. / Evaluation of Autonomous Control of Server Relocation for Fog Computing Systems

complexity of the tiers will increase typically from very lim-

ited to virtually unlimited. Therefore, they targeted an n-tier

environment containing highly distributed heterogeneous re-

sources with different performance characteristics and cost re-

lationships code offload system proposed CoBOS (Code Bub-

bling Offload System). This proposal includes a concept called
code bubbling.

Code bubbling[9] moves code dynamically and adaptively
towards more powerful and more distant tiers, enabling an
efficient and scalable code-offloading in n-tier environment.
CoBOS decreases the energy consumption by 77% and the
execution time by 83% for code-offloading in an n-tier envi-
ronment.

This research aims to optimize the execution point in mo-
bile applications by offloading the code components of the ap-
plication to a stronger tier at runtime. Therefore, we thought
that we could optimize the execution point of the services by
considering an architecture that executes the services running
in the cloud closer to the user.

2.2 CCN

V. Jacobson et al.[3] proposed a CCN that does not use the
traditional IP addressing architecture and Two types of CCN
messages, Interest and Data, are used in the CCN communi-
cation. This is done by a protocol that is based on the Mes-
sages can be sent and received through the FIB( Forwarding
Information Base), CS( Content Store), PIT (Pending Inter-
est Table) to send the data back to the requester, three main
data structures are used. Using these data structures, CCN
exchange messages between Interest and Data. The result re-
tains the simplicity and scalability of IP but offers much better
security, delivery efficiency, and disruption tolerance. In this
way, CCN put content closer to the user, which allows static
contents to be disseminated. However, to treat the running
system, we need to care the internal state to continue the pro-
cess, it is not possible to handle in the same way to provide
dynamic content and services.

There is research on cache efficiency in CCN and how to
route Interest packets efficiently[ 10]. These studies have been
discussing the treatment of static content and how efficiently
distributed content can be considered as transparent, and there
is no discussion on how dynamic services can be distributed
and deployed on the network.

2.2.1 Service over Content-Centric Routing

In host-oriented communication, technologies such as repli-
cation of content and services, caching services, load bal-
ancing, and routing of content requests have been enabled
by the introduction of applications (e.g., CDN and P2P), but
the cost of managing and operating the network is high. Two
paradigms, CCN and SCN (Service Centric Network)[11], are
used to solve these problems.

If content and services are treated separately, it is not pos-
sible to show the relationship between content and services.
In practice, services generate new content or perform various
functions on existing content, just as some services perform

various functions on existing content, but despite the deep re-
lationship between content and services, there is a problem of
creating a content-service divide and the gap between CCN
and SCN needs to be bridged. Therefore, S. Shanbhag et
al. proposed Services over Content-Centric Routing (SoC-
CeR)[10]. The SoCCeR has added a new ant colony opti-
mization[12] based service routing control layer on top of the
CCN to manipulate the routing table for Interest messages.
Without affecting the content request and retrieval capabilities
of the CCN, they show that they can add SCN capabilities,
service requests selectively to service instances with lighter
loads and is highly responsive to network and service state
changes. However, there is no discussion of how to deploy
distributed service instances on the network.

2.2.2 PiGeon

A platform for service orchestration is proposed that addresses
the challenges of CCNs in delivering dynamic content and
services. M. Selimi et al. propose a Docker container-based
PiGeon platform that extends CCN to seamlessly deliver, cache,
and deploy at the network edge[13]. PiGeon consists of three
types of components: a service controller that monitors the
network topology and resource consumption of nodes for ser-
vice deployment, a service execution gateway for executing
service instances at the network edge, and a forwarding node
that forwards user requests to nearby caches and other con-
tent. The service provider uploads the service to the service
controller as a prelude, and the service controller uses the de-
cision engine to decide when and where to place the service
in a service algorithm based on the monitoring data.

The PiGeon platform has a service controller as a single
point of failure. If a service controller is isolated from the
network, the service is not relocated. It is necessary to regis-
ter the service execution gateway with the service controller
in advance, and the monitoring information must be sent pe-
riodically from the service execution gateway to the service
controller. In medium-sized networks, such as the 80-node
experiment in their previous work[14] and the 32-node net-
work in their study, the effect is more than the traffic of mon-
itoring information, but in large networks, the traffic of mon-
itoring information is rapidly increasing and the scalability to
the network is low.

2.2.3 Necessity of Fog Computing and CCN Integration

In order to solve the problems we have seen from the research
mentioned so far, it would be useful to consider an architec-
ture that allows us to control the deployment of services run-
ning in the cloud and dynamically redeploy them as needed.
For example, it may be possible to optimize the point of exe-
cution of services by running them closer to the user.

Since the CCN is based on the idea of replacing the cur-
rent TCP / IP with the CCN, there are several discussions on
static content caching schemes. However, in today’s Inter-
net, which is created by real-world TCP / IP, dynamic content
with dynamic services is essential. For example, there is a
web page that authenticates the user and displays informa-
tion appropriate for the user. We wondered if a static content
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caching scheme is not enough to replace the current Internet
with a CCN because of the large amount of these dynamic
contents. In the study of fog computing, there is little dis-
cussion on the issue of how to place data on a fog network.
Therefore, we believe that the problems in the research fields
of fog computing and CCN can be mutually resolved by in-
corporating the way computational resources are handled in
the CCN, as introduced in 2.1, into the CCN.

3 CHALLENGE

We consider optimizing quality of service by allowing ser-
vices running on the network to be dynamically relocated. In
this paper, we focus on response time as seen by the client as
quality of service. We assume that the response time is ex-
pressed as the sum of the network transmission delay and the
processing time at the server. When considering the response
time, we need to optimize the system in two ways: fairness
of the response time among clients and minimization of the
processing time. An example is shown and discussed below.

3.1 Use Case that Require Fairness in Delay
Times

There is a need for autonomous resource allocation that sat-
isfies the fairness of delay times for participants. For exam-
ple, in an Internet conferencing system, media quality for all
participants may not be maintained if the server is in a sin-
gle location for clients distributed in different locations on
the network with different latency. Therefore, there is a need
for autonomous resource allocation that satisfies the equity of
delay time for participants.

3.2 Use Case that Require Minimize
Processing Time

We assume that the system is available with a dedicated

purpose-specific unit, such as TPU (Tensor Processing Unit)[15],

to enable machine learning at the edge. Installing a purpose-
specific unit for every node may be cost-prohibitive. There-
fore, in order to utilize the sparsely placed purpose-specific
unit, it is necessary to discover the node with the unit from
the topology and to transfer the execution point to the node.

3.3 Assumptions and Requirements for
Autonomous Control of Server Relocation
System

We need a system that aims at fairness in average response
time and shortening of service execution time among users
simultaneously. We define the service response time which is
the sum of the network latency between the client and server
and the processing time of the service.

In addition, the system should reduce the average response
time on non-uniform computer resources. For machine learn-
ing applications, where the execution time varies greatly de-
pending on the processing performance, the processing time
of the service becomes a bottleneck due to the processing per-
formance. Therefore, by monitoring the processing perfor-
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mance of each node and transferring services based on the
predicted service response time, services can be transferred
to nodes with appropriate processing capacity.

In this system, we assume that the client has a fixed posi-
tion in the network because it communicates directly with the
sensor and user. On the other hand, since servers providing
services are arbitrarily located in the fog/cloud, we assume
that it is possible to relocate the server by transferring the
state of service execution to obtain the necessary resources to
execute a process.

4 PROPOSAL FOR AUTONOMOUS
CONTROL OF SERVER RELOCATION
SYSTEM

In order to optimize QoS for end users, we propose the au-
tonomous control of server relocation for fog computing to
reduce both the average response time and the fairness be-
tween users.

4.1 The Functions Required by the System

This system collects information about the computing en-
vironment of the surrounding nodes, searches for a candidate
node that can minimize the service response time, and trans-
fers the server to the selected node.

In searching for candidate nodes, it is not realistic to as-
sume global knowledge across different computing environ-
ments such as fog and cloud. As a reasonable scope of search,
we assume a routing topology of CCN interest messages when
the server is regarded as a resource. It collects PCEL (Avail-
able Processing Capacity and Estimated Latency) manage-
ment information for each node on the path where a message
arrives and determines the server transfer based on this infor-
mation.

Compared with the related studies mentioned in Section
2.2.2, the advantages of our system are as follows. From this
system collects information via service communication and
the service execution point makes the relocation decision, the
system has high availability, including the fact that the single
point of failure for each service moves through the fog net-
work and does not affect other services. By this system loads
monitoring information on a node via service communication,
it is not necessary to register the system at a single location
simply by installing it on the node. Also, since the monitor-
ing information is superimposed on the communication of the
service, there is no increase in traffic to monitor the network
status and the network is scalable.

The following sections describe the main components of
the proposal, the estimation of the service processing time,
the collection of PCEL information on the message arrival
route, and the algorithm for selecting candidate nodes.

Service processing time

C which is the processing power of a node and L which is
the amount of processing of the requested service executed
by the node are represented as a two-dimensional vector to
decompose the processing power of the node into CPU C
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Figure 1: System Configuration Example

and the purpose-specific unit 7', respectively. The process-
ing capacity of a fog node is represented by (C¢, Cr), and
the amount of processing required for service execution is de-
fined as (L, Lr). Based on these processing capacity and
processing volume, the service processing time Tes; is de-
fined as follows.

Lo+ L)y (Cr=0)
Test(Co,Cr, Lo, Ly, ) = Cc o
+(Cc,Cr, Lc, L7, ) {max(éiC7 %) (otherwise)

However, the CPU can perform the processing required for
the purpose specific unit. The « that express ratio is set to 5
for use in later evaluation.

Collecting PCEL information on the message arrival path

In order to treat all the nodes on the path from each client
node to the server as candidates for transfer, it is necessary to
collect information on the delays between the links traversed
and the processing capacity of the nodes traversed. These are
called the route PCEL information. In our system, PCEL in-
formation is added to the request message at the node that
passes by the time the request message reaches the server
node, and it is transmitted to the server.

For example, when our system is used as shown in Fig. 1,
the following parameters are added to the request message of
C:. In Fig. 1, S'is the server node, F is the fog node, and C
is the client node.

* Lc, ., which is the communication delay of the link
from C to fog node F when a request message from
client node C'; goes through each fog node

* L, 5, which is communication delay of the link from
server node S to F}

* Cp,, which is the CPU processing power of F}

* T'r, which is the processing power of the purpose-
specific unit of F

This added PCEL information can be acquired by S from
the request message. Similarly, S is able to obtain informa-
tion on the route to and from all clients from the PCEL in-
formation attached to the request messages from C; to Cy,
which are all participating client nodes.

Candidate node selection algorithm

The server selects candidate nodes for transfer from the PCEL
information appended to the request message received from
the client By using the algorithm shown in Algorithm 1. Al-
gorithm 1 calculates the average and standard deviation of the
service response time of the participating clients based on the
information that the server shown in Fig. 1 can obtain from
the request message. The value is the sum of the service re-
sponse time multiplied by 1 — R4 and the standard devia-
tion multiplied by R4, based on R4, which specifies how
much importance is placed on the fairness between clients and
users. Then, we find the node whose evaluation value is at a
minimum.

Algorithm 1 Find Candidate Node

Require: L 4;;:List of L on the Path

Require: L, c,):List of L on the Path between F; to C;;

Require: F'y;;:List of F' on the Path

Require: C'4;;:Clients connected to the service

Require: L:CPU processing capacity during service exe-
cution

Require: L7 :Purpose specific unit throughput during service
execution

Require: node.Cc: CPU processing capacity of the node

Require: node.Cp: Purpose specific unit capacity of the
node

Require: R;4:Ratio of importance to the standard deviation

Require: Sp, ¢, :Standard deviation of service response
time between F; to C'yy;

Require: «:Coefficient that represents the ratio when the
CPU can handle the amount of processing of the target-
specific unit

Ensure: MinNode is candidate node
MinCost + oo
for all node in F'y;; do

for all client in Cy;; do
Latencynode,client — Z Lnode,client * 2
Latencysym < Latencysum + Latencynode,client

end for

Latencysum
Latencygpe < Cay.length
Cayr.length

Latencyyq, <+ m >
Latencynode,Ci)2
ServiceRTT < Test(node.Ceo,node.Cr, Lo, L, o)+
Latencygye
Rrrr 1 — Ryq
COST < ServiceRTT * Rprr + Snode,Cay * Rstd
if MinCost > Cost then
MinCost <+ Cost
MinN ode < node
end if
end for
return MinNode

(Latencyaye—

4.2 Functions of the Node

The movement of the proposed system is shown in Fig. 2.
This system is assumed to operate at the session layer of all
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Figure 2: Autonomous Control of Server Relocation System

participating fog nodes. It is preferable that the change in the
point of service execution is done transparently to the client
and server. In order to implement the collection of PCEL
information and transparent addition to the request message,
it is convenient to work at the session layer in the seven-
layer model. Since management actions such as service trans-
port are operated by resources below the transport layer, they
must be located in the upper layer where they are visible, and
the session layer is lower than the application layer where
clients and servers are running. By relaying communication
between server nodes and client nodes at the application layer,
the server relocation system at the session layer of server
nodes, relay nodes and client nodes share information about
resources available at each node. Based on the collected in-
formation, it realizes the selection of service execution points
and resource allocation.

The proposed system consists of three types of nodes. The
proposed system consists of multiple connections: a cloud
node that has the contents necessary for service execution
and has high processing power, a middle-class fog node that
has medium processing power and can communicate with end
devices with relatively low latency, and a client node that
is an end device such as a smartphone that participates in
the server. Based on the client-server communication model,
cloud nodes and fog nodes play the role of servers, and leaf
nodes play the role of clients. The server monitors the com-
munication status of participating clients and decides whether
it should autonomously play the role of the server or delegate
the role of the server to other fog nodes based on the com-
munication status. The delegated fog node takes over the role
of the server. In this way, we try to optimize the server re-
location of the server’s role. This is an attempt to reduce the
service response time.

There is each fog node has an in-network resource moni-
toring function, a candidate selection function and a service
transfer function. In this section, each function is explained.
The autonomous control of server relocation system at each
node operates at the session layer to superimpose manage-
ment information on the communication messages between
the server and the client to realize the resource monitoring
function in the network. At the same time, it constantly mon-
itors changes in the resources in the network, and if a change
is observed, it executes the candidate selection function and,
if it is judged to be necessary, it executes the service transfer
function to the selected node to optimize the server relocation.
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4.2.1 Network Resource Monitoring Function

The in-network resource monitoring function monitors the
currently used network resources and collects information to
decide whether or not to transfer the service. Specifically,
this function monitors and records network information, such
as the delay between client nodes participating in the service
and the network information, as well as the CPU and memory
resources of the fog nodes themselves, while the fog nodes
on which this system is installed are deploying the service.
As described in the previous section, the PCEL(available Pro-
cessing Capacity and Estimated Latency) management infor-
mation described below is included in the normal communi-
cation message exchange between the client and server, and
information on relay nodes that exist on the route between the
client and server is collected.

4.2.2 Candidate Selection Function

The candidate selection function is called when there is a
change in the information collected by the in-network resource
monitoring function. This function determines whether the
service should be transferred. In addition, if it is to be trans-
ferred, it will be based on the information collected by the
in-network resource monitoring function. Select the appro-
priate candidate nodes. After the consignee is determined by
this function, the server is consigned by the service transfer
function.

4.2.3 Service Transfer Function

This function transfers services to the nodes selected by the
candidate selection function. The node that is the current
server is the candidate server for the new candidate fog node
specified by the candidate selection function. The information
about the data required for the service is sent with a message
informing the user that the service is being entrusted. The
server candidate fog nodes are now in the process of gather-
ing all the necessary data and are ready to take on the server.
It sends a message informing the user that it can be entrusted
to a fog node that is a server of When the fog node, which is
currently the server, receives it, it sends a message to a client
node that has joined the server It sends a message notifying
the new destination to In this way, the service is transferred.

4.2.4 Overall Flow to Optimize Server Placement

We summarize the optimization process explained so far. The
client sends a request to the server . The server stores infor-
mation associated with the request by means of an in-network
monitoring function. Using the candidate selection function,
we select candidate nodes from the accumulated information.
After a candidate node is selected, it sends a message to the
candidate node that it will transfer the service. A fog node
that receives a message to transport a service confirms that no
other service is established at its own node and starts collect-
ing data for service execution, while at the same time sending
a message to the node from which the service is being trans-
ported to inform it that the service is being prepared. When a
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Figure 3: The network topology used in the experiment

fog node completes its data collection, it starts the service and
sends a message to the source node telling it that it is ready.
The server node that receives the ready message announces
the new server to its current clients. The client receives infor-
mation about the new server and changes the destination of
the request to the new server. A client that joins from the mid-
dle of the process first sends a request to the original server
node, receives information on the current server, and joins the
service based on that information.

S EVALUATION

We defined three use cases to show three aspects: fairness
between users on uniform computer resources, reduction of
average response time on heterogeneous computer resources,
and fairness and reduction of average response time between
users on heterogeneous computer resources.

5.1 Simulation Environment

For the network topology, we used the topology generated
by BRITE[16], which is a topology generator as shown in
Fig. 3. A county of three AS-equivalent nodes was prepared,
with about 20 Fog nodes in each AS, and in each simulation,
one AS was treated as a cloud environment and two AS were
treated as a fog network with clients connected to it. Table 1
shows the parameters used in the simulation. The amount of
content cache space owned by each node is also determined
by the This was done assuming that the system has enough
space to cache all the necessary data.

5.2 Use Case 1: Internet Conference

Use case 1 assumes a multi-point Internet conferencing sys-
tem to show fairness among users with uniform computer re-
sources. In the Internet conferencing system, the server mixes
media data received from all connected terminals and dis-
tributes them as a single stream to all terminals. The goal

Table 1: Simulation Parameters

Parameters Value
Cache Algorithm LRU
Data Rate 10Mbps
Delay 1ms
Simulation time 100s
Server’s Co 100.0
Server’s Cp 100.0
Dedicated Unit’s C | 20.0
Dedicated Unit’s Cr | 50.0
Regular Unit’s C¢ 20.0
Regular Unit’s Cr 0

is to keep media quality fair in situations where geographi-
cally distributed participants connect to the system. Simulate
the behavior of a server moving to the optimal location for
clients distributed in different locations on the network with
different latency times.

Simulation Scenario Multiple meetings were defined and
the participants of each meeting were placed in the same AS,
and the servers of all the meetings were placed together in a
different AS than the AS in which the clients were participat-
ing. The processing capacity for conducting the conference
and the processing capacity of each node were assumed to be
constant. The results were compared with the case in which
no transfer was performed.

5.3 Use Case 2: Machine Learning

In Use Case 2, we assume a service that uses machine
learning on a fog network to demonstrate the realization of
shortening the average response time on heterogeneous com-
putational resources. For efficient processing of machine learn-
ing, it is better to have a dedicated purpose specific unit such
as a TPU (Tensor Processing Unit). However, installing a
purpose-specific unit for every fog node may be cost-prohibitive.
Therefore, the cost problem is solved by using nodes with
dedicated units as part of the fog network. In the fog net-
work, nodes with normal CPU only and nodes with special-
ized units are mixed together, and the processing power is not
uniform in the vicinity of a point. In this situation, we aim to
minimize the service response time by transferring the service
execution point from the processing accelerated by a purpose-
specific unit, such as machine learning, to nodes with appro-
priate processing power. Experiments in this use case show
that a certain percentage of nodes with purpose-specific units
such as TPU are randomly placed on the fog network, and the
average service response time can be reduced as expected in
the entire network.

Simulation Scenario The following simulation scenarios
were prepared to achieve the purpose of the experiment. Mul-
tiple clients connected to the network are available with servers
in the distant cloud and fog nodes with various processing ca-
pabilities. Clients make service requests that be able to take
advantage of the processing power of purpose-specific units
such as the TPU. In this experiment, we show that the service
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response time can be minimized by arranging about % of all
fog nodes. For that purpose, the ratio of nodes equipped with
a dedicated unit in the fog network was changed from 0% to
100% in 20% increments, and an experiment was performed
100 times in which the arrangement was randomly changed.

5.4 Use Case 3: Video Delivery Service

In the third use case, we assumed a video delivery service
to demonstrate the realization of fairness among users and
reduction of average response time on heterogeneous com-
putational resources. In some cases, you may want to cut
out noteworthy parts of the video, overlay the board, or over-
lay chroma-keyless CG. When we want to perform such ad-
vanced video delivery, we need computer resources for video
delivery. In addition, it is required that the communication
delay must be low for the participants to comfortably watch
videos. As in Use Case 2, it is not practical to deploy compu-
tational resources for video delivery to all nodes due to cost
issues. Therefore, optimizing the execution point requires
both processing time and communication delay, which are af-
fected by processing performance. The results are compared
with the case where simple average service response times are
taken into account.

Simulation Scenario The video distributor sends the video
to the server. The client receives the delivery stream pro-
cessed by the server. While transferring to nodes with pro-
cessing power suitable for video processing, the delay in video
delivery to participants is reduced to such a node. When new
participants are added from a different AS than the one that
attracts video distributors and initial participants, the process-
ing power and participants were observed transferring based
on the fairness of the communication delay. New participants
are timed to join the video feed at 50 seconds from the start
of the simulation, such as Simulations were performed.

6 RESULTS AND DISCUSSION

The results and discussion of the experiments conducted
for each use case are described, respectively.

6.1 Use Case 1: Internet Conference

In this use case experiment, we achieved fairness between
users on a uniform computational resource. The experimental
results for Use Case 1 are shown in Fig. 6 and Fig. 7. Figure 6
shows the change in service response time when the proposed
system is not used, and Fig. 7 plots the change in service
response time against time when the proposed system is used.
The users of the proposed system are gradually transferred to
the one with less network latency.

At the timing of the start of the simulation, the two confer-
ence streams are shown in Fig. 4. It is sent from different AS
to a single AS, and the network traffic is aggregated. In the
network after the transfer, the servers are transferred within
each AS, as shown in Fig. 5, and the two conference avoids
the aggregation of meeting traffic.
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Figure 4: Use case 1: Network status before the transfer be-
gins

In Figure 5, the fairness between users depends on which
node on each communication path the server will be trans-
ferred to. It is possible to achieve the fairness required by
each application by adjusting the ;4 used in the algorithm
1 for destination determination. Figure 8 shows the trend of
the mean and standard deviation of the service response time
for a single conference among the results of the selecting can-
didate nodes for transfer, where the value of R4 is set to 0
and only the mean of the service response time is important.
Figure 9 sets the value of R4 as 0.7 and the node selection
with a weighted standard deviation of 70% of the response
time, showed the average service response time for the same
meeting as in Fig. 8. Comparing the two figures, we can con-
firm that the result of Fig. 9, weighted at 70%, is fairer (i.e.
smaller deviation) than the result of Fig. 9, which shows the
fairness of the transfer between users. We are able to confirm
that the fairness of the transfer between users is maintained.
In this way, we achieved fairness among users with uniform
computer resources by performing transfers to shorten the ser-
vice response time and adjusting the parameters to meet the
requirements of the application.

6.2 Use Case 2: Machine Learning

In this use case, we have shown the realization of reduced
average response time on heterogeneous computational re-
sources. Figure 10 shows the average service response time
of 100 simulations with the TPU placement probability vary-
ing from 0% to 100% in 20 percent increments. In the worst
case with the TPU node placement rate set to 0%, transfers
do not occur because the service response time is shorter if
the service continues to be processed at the initial server node
than if it is transferred to the fog node. When the placement
rate of TPU nodes is increased, transfers occur to TPU nodes
and the processing capacity is uneven The service response in
Fig. 10 shows that the optimization of the execution point on
the fog network is correctly done This can be seen by looking
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Figure 5: Use case 1: Network status after transfer
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Figure 6: Use case 1: Changes in service response time if the
proposed system was not used

at the changes in time. We have shown that this reduces the
average response time for non-uniform computer resources.

6.3 Use Case 3: Video Delivery Services

In Use Case 3, we showed how to achieve fairness between
users and reduce the average response time on non-uniform
computational resources. A simulation with a 20% probabil-
ity of deploying a dedicated unit to process the video. Figure
11 shows the mean and standard deviation of the service re-
sponse time after 100 trials. In the period from O to 50 sec-
onds in Fig. 11, when only the clients stuck in one AS are
connected to the video delivery server, we are able to see that
transfer reduces the standard deviation value, i.e., the fairness
among the participating clients, but the mean of the service re-
sponse time can be reduced significantly, and therefore trans-
fer is used. In addition, after 50 seconds of simulation time, a
new client of another AS began to connect to the video deliv-
ery server. Temporarily, the values of the mean and standard
deviation of the service response time are increasing. How-
ever, we found a fog node where both the standard deviation
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Figure 7: Use case 1: Changes in service response time when
using the proposed system
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Figure 8: Mean and standard deviation of service response
time for conference A when R4 is set to 0%

and service response time values can be reduced by about 75
seconds of simulation time, and we are capable of seeing a
gradual change in the transfer.

6.4 Discussion

In this section, we discuss the validity and constraint of the
design of the system in the view point of flexibility to scale
and response to changes in available resources.

For scalability to the size of network, the proposed sys-
tem does not require aggregation of information for the entire
network nodes. The server node executing the service deter-
mines the service transfer based only on the PCEL informa-
tion of each client and the relaying node on their path. In
this design, we limit the discovery of the available resource
in node on the message path. Our evaluation shows the ef-
fectiveness, however the result of the service transfer may be
sub-optimal.

In terms of service scalability, the proposed system im-
proved fairness and response time by controlling the place-
ment of a single server instance. We have not considered the
case to utilize multiple instances to scale.

We discuss the network change issues from the perspective
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Figure 9: Mean and standard deviation of service response
time for conference A when R,  is set to 70%
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percentage of TPU nodes deployed
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of adapting to changes in paths and available resources.

Regarding the change of the path due to the reflection of
the network topology etc., proposed system assumes that the
interest message of the base CCN mechanism follows, and
has no other mechanism. To estimate the available resources,
PCEL information is piggybacked on the interest message and
collected at the server node. From these, it can be said that the
possibility of immediate adaptability to changes in the path of
this system and changes in available resources depends on the
frequency of exchange of interest messages.

If there is high frequency of exchange, it is possible to es-
timate precisely than when there are few. The evaluation sce-
narios discussed in this paper, target applications inherently
assume stable frequency of sending and receiving messages.
In contrast, if the use case only interacts with clients infre-
quently, they may not be able to keep up with changes in paths
and available resources. It may be necessary to increase the
volume of message flow for the resource monitoring purpose.

In summary, the situations in which this system is consid-
ered applicable are follows. This system makes it possible to
relocate servers by utilizing frequent exchanges of messages
between clients and servers in response to changes in the net-
work. While this system is scalable to the size of the network
because it does not require aggregation of information for the
entire network, there is a limitation to the service scalability.

7 CONCLUSION

Fog computing, which extends the cloud computing paradigm
to the edge of the network, has been proposed and is being ac-
tively researched. In the field of networking, there is research
on CCN that use location-independent content as identifiers
instead of the traditional IP address-based architecture. So
far, we have proposed a system that aims at fairness in re-
sponse time and shortening of service execution time between
users, respectively. Therefore, in this study, we proposed the
autonomous control of server relocation for fog computing
systems to optimize QoS for end users, which achieves both
shortening the average response time and fairness between
users. To this end, the system achieves inter-user fairness on
uniform computer resources, reduction of average response
time on non-uniform computer resources, and we tested the
fairness between users and the reduction of the average re-
sponse time on non-uniform computer resources by setting
up three use cases for each.

In the future, we will consider further expansion of the pro-
posed system based on the use cases mentioned in this article,
and work to enhance the usefulness of the proposed system.
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