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Abstract - A process to improve the internal structure of a
software system while keeping its external behavior is called
refactoring. When performing refactoring, programmers need
to verify equivalence of the new and old programs by check-
ing that the functions of both satisfy the given specifications
to avoid unexpected bugs. Generally, programmers perform
unit testing by using test cases like JUnit, but it has the prob-
lems of lack of completeness and high time costs. In the Soft-
ware Analysis Workbench (SAW) verification tool, program-
mers use the SAWScript scripting language to define verifi-
cation properties that target functions must satisfy and for-
mal verification is performed by using SMT solvers and sym-
bolic execution. With the symbolic execution of SAW, pro-
grammers can perform unit testing completely and effectively
without test cases.

This paper proposes a method for verifying the specifi-
cations of target functions by generating a helper function
and calling a target function as its return value. By using
this method, programmers can define the values of class ob-
jects that the target function receives in a helper function and
make SAW verification possible. As a case study, we per-
formed SAW verification for Java functions that receive re-
cursive class objects as arguments and showed that property
verification and equivalence checking is actually possible.

Keywords: SAW, verification, equivalence, refactoring, unit
test, recursive data structures

1 INTRODUCTION

Both Java and C programs are widely used for modern in-
formation systems. Sometimes, changes of the working en-
vironment force engineers to develop new software code with
the same functions as the old codes. For example, C programs
working in an old environment are sometimes changed to new
Java programs that must work in a new environment. In these
situations, programmers have to ensure that the revised Java
programs preserve the behavior of the old C versions.

As another example, a programmer might have to develop
new C programs for an embedded system, where the CPU and

memory resources are limited, based on an existing Java pro-
gram which runs in a newer environment with rich resources.
In such a case, programmers have to ensure that the revised
C programs preserve the behavior of the old Java programs.
The process of improving the internal structure of a software
system while maintaining its external behavior is called refac-
toring [1].

Usually, regression testing is performed to check whether
different versions of a program have the same behavior. In
the above situation, however, we usually cannot use the same
regression test-suites because they use different programming
languages. Software Analysis Workbench (SAW) [2], [3] pro-
vides the ability to verify programs written in C and Java by
symbolic execution.

Formal approach techniques might help in such a situation.
These techniques will find potential bugs by checking the con-
formance to program specifications with adequate efficiency.
We call this kind of verification formal conformance verifica-
tion (FCV). Recent tools, however, do not fully support pro-
grams dealing with dynamic data structures especially recur-
sive data structures. For example, our previous research [4]
uncovered the possibility of FCV for C programs with recur-
sive data structures.

In this work, we attempt to resolve this problem for Java
programs by using the idea of bounded model checking. How-
ever, for Java programs, we do not know the possibility of
applying FCV. The reasons are summarized as follows.

• SAW retrieves information for verification from the byte
codes of C or Java and the difference of the codes af-
fects the checking algorithm.

• Java is based on the Java Virtual Machine while C has
no reference machine to interpret.

In order to avoid the halting problem (e.g., if verification is
performed without defining the end of a linear list structure,
the verification may fail without completing the recursion and
a state explosion could occur), our proposed method is based
on the bounded model verification technique [5], [6]. In this
work, we also perform experimental evaluation using SAW, a
recent formal verification tool.
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From the experimental results, we find that it is partially
possible to perform verification of functions dealing with re-
cursive data structures in Java. This observation supports the
possibility of using FCV between C and Java with recursive
data structures.

The rest of this paper is organized as follows. Section 2
gives the preliminaries and Section 3 describes the proposed
method. Sections 4 and 5 describe the experimental evalu-
ation and results. Section 6 discusses the results. Finally,
Section 7 summarizes this paper.

2 PRELIMINARIES

2.1 Equivalence Between Two Functions

Refactoring is defined as the process of improving the inter-
nal structure of a software system while keeping its external
behavior [1]. Thus, when we perform refactoring on a pro-
gram function, we need to check that the external behaviors
of the new and old functions are equivalent.

In this research, we defined external behaviors as the inputs
and outputs of program functions. When two functions f and
g are equivalent, expression (1) holds.

∀x ∈ A : f(x) = g(x) (1)

We say these functions are equivalent for any x that satisfies
A, where A specifies the range and type of the variable x. For
example, if x belongs to an integer type, then A = Z32 holds,
where Z32 represents the set of signed integers with 32-bit
width. In this paper, we use the following notations to show
the integer types Z16, Z32, Z64, Z8u , Z16u , Z32u , and Z64u

which correspond to the signed integers of 16-, 32-, and 64-
bit width, and the unsigned integers of 8-, 16-, 32-, and 64-bit
width, respectively.

In this work, we consider inputs and outputs as the require-
ments of equivalence and do not consider program size, algo-
rithm, execution time, type of programming language, etc.

The parameter x can be easily extended to a parameter vec-
tor with the same signatures. Here, a signature is a list of types
corresponding to each element of the parameters.

The programming languages for f and g are not fixed, but
in this paper, we use the case where f is implemented in Java
and g is implemented in C.

2.2 SAW

The unit testing framework xUnit[7][8] is the most popular
method for verifying the specifications of a program. How-
ever, verifying programs by using test cases has the difficuly
of having to create all possible cases and the time cost prob-
lem of generation. Checking specifications of a program au-
tomatically is an important theme and there exists much re-
search about it especially concerning SAT and SMT solvers
[9]-[11].

The Software Analysis Workbench (SAW) is an open-source
formal verification tool developed by Galois [3]. The SAW
tool automatically generates a formal model from the byte
code of a target function and by using symbolic execution, it

Figure 1: SAW Architecture

can verify whether the model satisfies a verification property
for any set of inputs and finds a counterexample if it does not.

Users can define verification properties by using the special
SAWScript scripting language which we explain in the next
section.

The SAW architecture is shown in Fig. 1. SAW can ana-
lyze Low Level Virtual Machine (LLVM) [12], Java Virtual
Machine (JVM) [13] byte code, and Cryptol [14], [15]. High
level languages like C or Java must be compiled before per-
forming SAW verification.

2.3 SAWScript
According to [2], “the process of model generation and

transformation in SAW, and the interaction with third-party
proof tools, is coordinated by a scripting language called
SAWScript” and users can specify a .saw file to control or
command SAW execution, e.g., extract target functions from
.bc or .class files, define verification properties, generate SMT
expressions and prove them by solvers.

We explain the SAW verification procedure with a simple
example. We prove the function oldJavafunc in Listing
1 returns 2x when it receives x as any integer type. The
SAWScript for this verification is shown in Listing 2. First,
we describe explicitly the verification properties and which
SMT solver to use in the JavaSetup block. In this case,
the java var command in the second line generates integer
type symbolic inputs to correspond to the Java variable x
as java input. The java return command in the third line
defines the expected return value of the target function as
2java input. The java verify tactic command in the fourth
line specifies the SMT solver to use. Next, the load .class
file operation is indicated by the java load class command in
the sixth line as java mul. Finally, we verify whether or
not oldJavafunc of the Mul class satisfies the verification
properties by the java verify command in the seventh line. If
the verification is valid, z3 proves that oldJavafunc the
verification property described in the JavaSetup block and
newJavafunc fulfill expression (2). Thus, oldJavafunc
always returns 2∗x for any input x when x is an integer type.

∀java input : oldJavafunc(java input)

= 2java input

∧java input ∈ Z32, java input = x

⊢ ∀x ∈ Z32 : oldJavafunc(x) = 2x

(2)
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Listing 1: Java Mul Class
1 class Mul{
2 int oldJavafunc(int x){
3 return x + x;
4 }
5 }

Listing 2: SAWScript for Java Mul Class
1 let java_spec : JavaSetup () = do {
2 java_input <- java_var "x" java_int;
3 java_return {{java_input*2}};
4 java_verify_tactic z3;
5 };
6 java_mul <- java_load_class "Mul";
7 java_verify java_mul "oldJavafunc" [] java_spec

;

2.4 SAT/SMT Solvers
A SATisfiability problem (SAT) searches for all combina-

tions of boolean variables that make a propositional formula
true [16]. In particular, programs that solve CNF proposi-
tional formulas automatically are called SAT solvers.

We explain the process of proving propositions using SAT
solvers. If a propositional statement is a tautology, it is sat-
isfiable for any status of its boolean variables. That is, the
negation of the propositional logic is UNSAT for any combi-
nation of its boolean variables. Thus, proving that the nega-
tion of a propositional logic leads to UNSAT means that the
propositional logic is a tautology.

There are many proposed SAT solvers for quickly solv-
ing propositional logic. However, SAT solvers handle only
propositional logic and do not have the definitions of back-
ground knowledge like in predicate logic [17]. Satisfiability
Modulo Theories (SMT) solvers have been proposed to re-
solve this problem. In addition to the definitions of predicate
logic, SMT solvers can define integer types, arrays, etc. that
are used in recent computer science and allow users to de-
scribe propositions abstractly and effectively.

SAW supports ABC [18], Boolector [19], CVC4 [20], Math-
SAT [21], Yices [22], and Z3 [23]. In this work, we used all
of the above SMT solvers except for Boolector which does
not run on Windows.

2.5 Problems with Handling Class Objects
The SAW uses the prove command to verify equivalence

between two functions by comparing the formal models of
the semantics of the two functions that are extracted by the
java extract command. This method can easily verify equiva-
lence of the two functions from intermediate code. However,
since this method does not perform assertion checks, we can-
not find a counterexample regarding the two functions that
has the same bugs. Thus we need to devise a specification
based method to check equivalence. Another problem of this
method is that the java extract command cannot model func-
tions that have array type arguments and we need to devise a
new method to do this.

The SAW tool uses the java verify and llvm verify com-
mands to prove equivalence between a C or Java function and

a specification. The java verify command is used for proving
the equivalence between JVM code and a specification that
users describe in the JavaSetup block of a SAWScript. The
llvm verify command and LLVMSetup block are for LLVM
code. In the JavaSetup block, users can create variables that
show the entire set of values of inputs by the java var com-
mand and use it as a verification property. The java var com-
mand can handle array type variables, however when a vari-
able is declared, the concrete size of the array must be given
by a parameter. Thus, SAW verification is valid only for an
array specified with a given size in SAWScript. Due to the
static symbolic execution of SAW, increasing of the size of an
array leads to a state explosion.

In this work, we want to verify C and Java functions that
handle data structures as arguments. In C, data structures are
defined by struct, thus, users need to define struct variables as
a verification property in SAWScript. In this case, verification
can be performed by allocating memory spaces for data struc-
tures by the llvm alloc command and assigning their heap
values by the llvm points to command. However, SAW cur-
rently has no command to assign symbolic variables for fields
of class objects that are allocated by the jvm alloc object com-
mand. Thus, we need to devise a method to assign symbolic
variables and to perform SAW verification on Java functions.

3 PROPOSED METHOD

3.1 Equivalence Checking by Using SAW
In this section, we first explain how to perform an equiv-

alence verification with the prove command using the two
functions shown in Listing 3. The SAWScript is shown in
Listing 4. The java extract command in the second and third
lines extract Java functions from the .class file and create for-
mal models that show these semantics. The fourth line de-
fines a verification property that states the return values of the
two formal models are equivalent for any argument x. The
fifth line verifies the property with the Z3 solver by the prove
command which verifies the given assertion and generates a
counterexample if it is invalid. In this case, SAW does not find
any counterexamples. Thus the two functions are equivalent.

The prove command provides an easy method for checking
the equivalence of two functions. However, the java extract
command cannot model functions that have indefinite size ar-
guments like array types because this command generates a
formal model by performing symbolic simulation. When a
function that has an array type argument is assigned to the
java extract command, SAW will terminate. This method has
a demerit that the prove command will only check the equiva-
lence of two functions regardless of whether or not these func-
tions satisfy the required specification.

We introduce a method to verify equivalence of functions
that have array type arguments by employing an assertion
check with the verify command. The conceptual diagram
is shown in Fig. 2. In this method, users describe appro-
priate properties that target functions need to satisfy in the
SAWScript and perform verification with the java verify or
llvm verify commands for each function. When two func-
tions satisfy the same properties, in other words, SAW does

International Journal of Informatics Society, VOL.12, NO.3 (2021) 143-156 145



Figure 2: Equivalence checking by SAW

not find a counterexample, the two functions are judged as
equivalent.

Listing 3: Revised Java Mul Class
1 class Mul{
2 int oldJavafunc(int x){
3 return x + x;
4 }
5
6 int newJavafunc(int x){
7 return x << 1;
8 }
9 }

Listing 4: Equivalence Verification with the prove Command
1 java_mul <- java_load_class "Mul";
2 old <- java_extract java_mul "oldJavafunc"

java_pure;
3 new <- java_extract java_mul "newJavafunc"

java_pure;
4 let thm = {{ \x -> old x == new x }};
5 result <- prove z3 thm;
6 print result;

We show a concrete verification example using the target
code shown in Listing 3 and the SAWScript is shown in List-
ing 5. The JavaSetup block of the SAWScript is the same as in
Listing 2. Line 7 verifies oldJavaFunc and the Line 8 ver-
ifies newJavaFunc. Both verifications are valid, thus these
functions are equivalent meaning that they have the same prop-
erty of returning 2x for any integer type argument x.

The merits of this method are shown below. By using the
verify command, users can verify not only equivalence be-
tween functions but also equivalence between target functions
and specifications. The verify command can handle func-
tions that have array type arguments by defining their sizes in
SAWScript as well as reuse verified specifications for other
verifications. This is effective in shortening verification times
for complex functions.

Listing 5: SAWScript for Revised Java Mul Class
1 let java_spec : JavaSetup () = do {
2 java_input <- java_var "x" java_int;
3 java_return {{java_input*2}};
4 java_verify_tactic z3;
5 };
6 java_mul <- java_load_class "Mul";
7 java_verify java_mul "oldJavafunc" [] java_spec

;
8 java_verify java_mul "newJavafunc" [] java_spec

;

If the programming languages that implement the functions
are different, the method for proving equivalence requires an
additional step since we also need to prove that the verifica-
tion properties of both program functions are equivalent. We
created a C program shown in Listing 6 by revising Listing 1
and the SAWScript for verifying it is shown in Listing 7. In
the Java verification, SAW uses the java int command when
creating an integer type symbolic input for Java verification,
llvm int for C. C verification uses LLVMSetup to describe
a verification property, whereas Java uses JavaSetup. This
is due to the difference of the compiling methods between
LLVM and JVM. Therefore, we cannot use the verification
property shown in Listing 5 for functions written in a lan-
guage other than Java and we need to check that the verifi-
cation properties have the same inputs/outputs in each range.
In this case, we defined Z32 that the two functions receive as
expression (3).

∀x ∈ Z ∧ −2147483648 ≦ x ≦ 2147483647

⇔ x ∈ Z32

(3)

It is apparent that ints of both languages are integer types from
their specifications [24], [25]. The range of values changes
according to the number of bits of the OS or environment of
the compiler. The min/max values of the integer type can be
checked by using limits.h for C and Integer.MAX VALUE
for Java. The environment of the experiment is explained in
Section 5. As a result, the ranges of int of both languages
satisfy expression (3). Thus, we consider that the int of Java
and C are the same.

As a result of SAW verification, we confirmed that newCfunc
satisfies the verification property of Listing 7. Therefore, ex-
pression (4) holds and the two functions satisfy the definition
of equivalence.

∀java input : oldJavafunc(java input) = 2java input

∧∀c input : newCfunc(c input) = 2c input

∧java input = c input ∈ Z32

⊢ ∀x ∈ Z32 :

oldJavafunc(x) = newCfunc(x) = 2x

(4)

Listing 6: C Mul Function
1 #include <stdint.h>
2
3 int newCfunc(int x){
4 return x << 1;
5 }

Listing 7: SAWScript for C Mul Function
1 let c_spec : LLVMSetup () = do{
2 c_input <- llvm_var "x" (llvm_int 32);
3 llvm_return {{ c_input*2 : [32] }};
4 llvm_verify_tactic z3;
5 };
6 c_mul <- llvm_load_module "mul.bc";
7 llvm_verify c_mul "newCfunc" [] c_spec;

146
R. Karashima et al. / Proposal and Evaluation for A Method to Verify Equivalence of Specifications of C and 
Java Functions with Recursive Data Structures by SAW: Case Studies of Linear Structures and Binary Trees



Figure 3: Linear List with Unspecified Size

Figure 4: Linear List with Specified Size

3.2 Bounded Model Checking

The java var command can handle array type variables by
using the java arrray command. However, when users declare
array type variables in SAWScript, the concrete size of an ar-
ray must be given by a parameter. This means there is no
method to verify the properties of target functions valid with
any array size. Owing to the static symbolic execution of the
SAW, increasing the size of data leads to the verification fail-
ing without completing the recursion and ending in a state
explosion.

In this paper, in order to solve this problem, we verify the
data of such structures using the bounded verification method.
The bounded verification method verifies that the specified
verification property is satisfied for all states obtained by state
transitions from the initial state to a certain given number n,
using the assumption that the execution of a program is re-
garded as a state transition [5]. In general, bounded verifi-
cation methods are realized by using an unfolding technique
for a finite number of application steps such as loops. In this
paper, we define n to be the size of data structure elements to
be given to the function to be verified as shown in Fig. 4.

3.3 Introduction of Helper Functions to
SAWScript

The SAW generates symbolic states from intermediate code
and looks for combinations of input and output that can dis-
able assertions in SAWScript. Thus, to verify functions that
have properties that are difficult to describe in SAWScript,
users need to devise alternative methods. We consider for ex-
ample Java functions that handle linear lists that are defined
by class objects. The SAW 0.2 does not have a method to
assign symbolic variables to fields of allocated class objects.
Thus, the SAW tool cannot directly verify Java functions that
handle class object type arguments.

To solve this problem, we devised a method of using helper
functions. Helper functions are defined as wrapper functions
that call the target functions. Helper functions absorb differ-
ences between properties of the target functions and asser-

tions that can be described in SAWScript and make verifying
possible. Introducing helper functions to SAW has a merit of
being able to perform verifications without changing any code
of the target functions.

A simple example of verifying with a helper function is
shown in Listings 8 and 9. The target function returns the
value of a field x of a class object that receives it as an argu-
ment. The argument of the target function is a class object,
thus we create a helper function called testme which re-
ceives an integer type argument and creates an instance for
the target function. The helper function will return the return
value of the target function, if the target function satisfies the
property shown in Listing 9. In this case, the helper func-
tion resolves the problem of SAWScript mentioned above by
allocating values in it.

Listing 8: Example of Helper Function
1 public class Helper {
2 int x;
3
4 Helper(int x){
5 this.x = x;
6 }
7
8 static int target(Helper foo){
9 returh foo.x;

10 }
11
12 int testme(int x){
13 Helper help = new Helper(x);
14
15 return target(help);
16 }
17 }

Listing 9: SAWScript for Helper Function
1 let java_spec : JavaSetup () = do {
2 java_input <- java_var "x" java_int;
3 java_return {{java_input}};
4 java_verify_tactic z3;
5 };
6
7 java_mul <- java_load_class "Helper";
8 java_verify java_mul "testme" [] java_spec;

4 EXPERIMENTS

The following two research questions were established for
conducting the evaluation experiments.

RQ1 With the proposed method, can we use SAW to evalu-
ate the behavior of Java functions that handle recursive
structures?

RQ2 How does the verification time change depending on
the solver used and the size of input data?

In order to investigate these questions, we implemented
two programs that deal with linear data list structures and bi-
nary tree structures, which are typical for handling recursive
data structures. Unlike C, Java generally uses classes to im-
plement data structures.

Due to the limitation of SAW, we use a single Java class to
implement the data structures.
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Figure 5: Perfect Binary Tree with size n = 7

4.1 Binary Trees
We performed SAW verification for Java functions that can

receive binary trees and return the sum of all of the nodes.
A binary tree is a data structure that has nodes defined recur-
sively. The example in Fig. 5 shows a perfect binary tree with
size n = 7.

In this paper, all nodes of a binary tree are Node objects
with an integer type variable and two Node objects as their
fields. For convenience, we call the nodes “right” and “left”
and the size of a binary tree “n”.

First, we created a definition of a binary tree shown in List-
ing 10 by using the Alloy Analyzer [26]. Only one root node
exists and it is defined as a subset of Node. All the nodes have
lone relationships with other nodes to “right” and “left” and
a relationship with Value. The Value signature is Z32. The
Alloy Analyzer has an Int signature of integers, however, its
range is from -32 to +31. We consider that each node in a bi-
nary tree has a value, thus we defined this abstractly by using
a Value signature. If data structure S satisfies the constraint
below, it is called S ∈ Binary Tree.

• Each Node has only one variable.

• All of the Nodes and the Values are able to be referred
to from the Root node.

• Each Node has only one route from the Root node.

• Nodes do not loop.

Listing 10: Alloy Code for Binary Trees
1 sig Node {
2 val: one Value,
3 left: lone Node,
4 right: lone Node
5 }
6 one sig Root extends Node {}
7 sig Value {}
8
9 fact {

10 #Node = #Value
11 all v: Value, r: Root | v in r.*(right + left

).data
12 no n: Node, n’: n.right.*(right + left), n’’:

n.left.*(right + left) | n’ = n’’
13 all n: Node | n not in n.ˆ(right + left)
14 }

The Java program that handles a binary tree is shown in
Listing 11. The Node and Value signature of the Alloy script

Figure 6: All Patterns of Binary Trees with size n = 3

corresponds with the objects of this class and the var in the
second line. Generally, a node class is defined in another
class, however, we use a single class to simplify the SAW
verification in this case.

We consider the case in which we refactored oldFunc to
create newFunc and we need to prove that these functions
are equivalent.

When each of the functions receives the top node of a bi-
nary tree, they return the sum of all of the values in it, but their
algorithms are different. Their return values are integer types,
however, the arguments of both are defined as class objects.
Since it is difficult to define a class object in SAWScript, we
created a helper function based on the proposed method and
verified it.

We explain the behavior of the helper function testme.
When it receives an integer type array, it generates three class
objects of JavaBTree.

The node2 object is assigned to node1.left and node3 is
assigned to node1.right. The data structure generated by the
testme function is a perfect binary tree with size n = 3 that
satisfies the definition of a binary tree shown in Listing 10.
The helperFunc calls either of the target functions as its
return value.

The possible binary tree structures with size n = 3 are the
five patterns shown in Fig. 6. The structure of the binary tree
generated by testme equals Pattern 3. To say that the target
function satisfies the verification property with size n = 3
we need to check for all patterns. Therefore, we created and
proved helper functions corresponding to each of the binary
tree structures. Since implementation is possible by simply
switching the node indicated by the pointers, we omit the
source code here.

We explain the SAWScript shown in Listing 12. Since the
size of the array that testme assumes is 3, we defined an
integer type array with size n = 3 as input and the sum of its
elements as output in the SAWScript. The same SAWScript
is used when the size of the binary tree is 3. The size of the
array increases or decreases based on the size of the binary
trees that testme assumes.

Listing 11: Java Program for Pattern 3
1 public class JavaBTree{
2 int val;
3 JavaBTree left;
4 JavaBTree right;
5
6 JavaBTree(int val){
7 this.val = val;
8 left = null;
9 right = null;
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10 }
11
12 int oldFunc(JavaBTree now){
13 if(now != null && now.right != null && now.

left != null){
14 return now.val + oldJavaBTreeFunc(now.

right) + oldJavaBTreeFunc(now.left);
15 }else if(now != null && now.right == null

&& now.left != null){
16 return now.val + oldJavaBTreeFunc(now.

left);
17 }else if(now != null && now.right != null

&& now.left == null){
18 return now.val + oldJavaBTreeFunc(now.

right);
19 }else if(now != null && now.right == null

&& now.left == null){
20 return now.val;
21 }else{
22 return 0;
23 }
24 }
25
26 int newFunc(JavaBTree now){
27 if(now == null){
28 return 0;
29 }
30 return now.val + newJavaBTreeFunc(now.right

) + newJavaBTreeFunc(now.left);
31 }
32
33 int testme(int[] x){
34 JavaBTree node1 = new JavaBTree(x[0]);
35 JavaBTree node2 = new JavaBTree(x[1]);
36 JavaBTree node3 = new JavaBTree(x[2]);
37 node1.left = node2;
38 node1.right = node3;
39
40 return oldFunc(node1);
41 //return newFunc(node1);
42 }
43 }

Listing 12: SAWScript for Java BTree Program
1 let linear_spec : JavaSetup () = do {
2 ary <- java_var "x" (java_array 3 java_int);
3 java_return {{ ary@0 + ary@1 + ary@2 }};
4 java_verify_tactic yices;
5 };
6 linear_java <- java_load_class "JavaBTree";
7 java_verify linear_java "

helperFunc_size3_pattern3" [] linear_spec;

We performed the following two experiments.

• SAW verification for all binary tree structures with size
1 ≤ n ≤ 3. The numbers of possible binary tree struc-
tures are 1 when size n = 1, 2 when size n = 2, and
5 when size n = 3. The verification result is shown in
Section 6.1.1.

• SAW verification for all perfect binary trees with size
1 ≤ n ≤ 63 to investigate the gains of verification
time by size. The verification result is shown in Section
6.1.2.

4.2 Linear Lists
We performed SAW verification for C and Java functions

that receive linear lists and return the sum of all of the nodes.

A linear list is a data structure that has nodes defined recur-
sively. The example in Fig. 7 shows a linear list with size
n = 3. In this paper, all nodes of linear lists are Node objects
and they have an integer type variable and one Node object as
their fields. For convenience, we call nodes indicated by the
pointer as “next” and the size of a linear list as “n”.

As with the binary trees, we created a definition of a linear
list shown in Listing 13 by using the Alloy Analyzer. Only
one top node exists and it is defined as a subset of Node. All
nodes have lone relationships with other nodes as “next” and
a relationship with Value. The Value signature is taken as Z32

and if the data structure S satisfies the constraint below, it is
called S ∈ Linear List.

• Each Node has only one variable.

• All of the Nodes and the Values are able to be referred
to from the Top node.

• Nodes do not loop.

Listing 13: Alloy Code for Linear Lists
1 sig Node {
2 val: one Value,
3 next: lone Node
4 }
5 one sig Top extends Node {}
6 sig Value {
7 }
8
9 fact {

10 #Node = #Value
11 all v: Value, t: Top | v in t.*(next).val
12 no n: Node | n in n.ˆnext
13 }

4.2.1 Java Linear List

A Java program for defining a linear list class is shown in
Listing 14. We performed SAW verification for all linear list
structures with size 1 ≤ n ≤ 10. The verification result is
shown in Section 6.2.1. As described above, we implemented
the program in a single Java class for simplicity since we are
focusing on a single function.

We assume that we need to prove the property of the func-
tion javaLinearFunc. When this function receives the
top node of a linear list, it returns the sum of its data by call-
ing itself recursively. The data type of the argument of the
target function is a class object of JavaLinear, which is
difficult to define in SAWScript as input.

Figure 7: Linear List Structure
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Thus, we create helperFunc based on the proposed method.
This function generates a linear list with size n = 3 that sat-
isfies expression (5). Since the function structure is the same
as Listing 11, we omit the explanation.

now = node1(x[0], node2(x[1], node3(x[2], null))) (5)

As a result, all possible linear list patterns that can be
constructed with size n = 3 can be completed with one
helper function. This is a benefit of symbolic execution. The
SAWScript is shown in Listing 15.

Listing 14: Java Linear class
1 public class JavaLinear{
2 int val;
3 JavaLinear next;
4
5 JavaLinear(int val){
6 this.val = val;
7 next = null;
8 }
9

10 int javaLinearFunc(JavaLinear now){
11 if(now.next != null){
12 return now.val + javaLinearFunc(now.next)

;
13 }else{
14 return now.val;
15 }
16 }
17
18 int helperFunc(int[] x){
19 JavaLinear node1 = new JavaLinear(x[0]);
20 JavaLinear node2 = new JavaLinear(x[1]);
21 JavaLinear node3 = new JavaLinear(x[2]);
22 node1.next = node2;
23 node2.next = node3;
24 return javaLinearFunc(node1);
25 }
26 }

Listing 15: SAWScript for Java Linear Program
1 let java_spec : JavaSetup () = do {
2 ary <- java_var "x" (java_array 3 java_int);
3 java_return {{ary@0 + ary@1 + ary@2}};
4 java_verify_tactic mathsat;
5 };
6 linear_java <- java_load_class "JavaLinear";
7 java_verify linear_java "helperFunc" []

java_spec;

4.2.2 C Linear List

We revised the previous Java program of Listing 14 to a C
program shown in Listing 16. We performed SAW verifica-
tion for all linear list structures with size 1 ≤ n ≤ 10. The
verification result is shown in Section 6.2.2. A node is defined
by using struct, has an integer type variable and a pointer to
the next node. The target function is cLinearFunc and its
algorithm is the same as javaLinearFunc in Listing 14.

The SAWScript is shown in Listing 17. Defining a struct of
C in SAWScript is easily possible by using the crucible alloc
and crucible points to commands.

The crucible alloc command allows SAW to reserve mem-
ory space. In this experiment, we need to perform SAW veri-
fication on a linear structure with size n = 3. The description
from Lines 6 to 8 let SAW reserve memory space of struct
named node1, 2, and 3.

The crucible points to allows SAW to specify the destina-
tion of a pointer in the memory space. By using this, users
can create data structures that the target function receives in
SAWScript. The description from Lines 10 to 15 determines
the specification of node1: its field is val1, next node is node2.

The crucible execute func in Line 29 allows SAW to de-
termine the argument that the target function receives. In this
case, the target function needs to receive the top node of a
linear list.

Listing 16: C Linear Program
1 #include <stdint.h>
2 typedef struct NODE{
3 int val;
4 struct NODE *next;
5 }node_t;
6
7 int cLinearFunc(node_t *now){
8 if(now->next != ’\0’){
9 return now->val +cLinearFunc(now->next);

10 }else{
11 return now->val;
12 }
13 }

Listing 17: SAWScript for C Linear Program
1 let linear_spec = do{
2 val1<-crucible_fresh_var "val1" (llvm_int 32)

;
3 val2<-crucible_fresh_var "val2" (llvm_int 32)

;
4 val3<-crucible_fresh_var "val3" (llvm_int 32)

;
5
6 node1<-crucible_alloc (llvm_struct "struct.

NODE");
7 node2<-crucible_alloc (llvm_struct "struct.

NODE");
8 node3<-crucible_alloc (llvm_struct "struct.

NODE");
9

10 crucible_points_to node1 (
11 crucible_struct [
12 crucible_term val1,
13 node2
14 ]
15 );
16 crucible_points_to node2 (
17 crucible_struct [
18 crucible_term val2,
19 node3
20 ]
21 );
22 crucible_points_to node3 (
23 crucible_struct [
24 crucible_term val3,
25 crucible_null
26 ]
27 );
28
29 crucible_execute_func [node1];
30 crucible_return(crucible_term{{val1+val2+val3

}});
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31 };
32
33 print "llvm_load start";
34 linear_c <- llvm_load_module "liner.bc";
35 crucible_llvm_verify linear_c "cLinearFunc" []

false linear_spec abc;
36 print "Done.";

4.2.3 Increases of Verification Time

As shown in Tables 1 and 2, timeout (T/O) verification times
greater than 600 sec. did not occur with the verifications by
CVC4, Yices, and Z3. Therefore, we performed additional
tests with these solvers to investigate the increases in verifica-
tion time with size. We generated test cases of linear lists with
size 100 ≤ n ≤ 2000 in 50 node increments and performed
SAW verification. The results are shown in Section 6.2.3.

5 ENVIRONMENT OF THE
EXPERIMENTS

The following summarizes the specifications of the PC used
for the experiments.

• PC : TOSHIBA Dynabook T55/76MG

• OS : Windows 10 64-bit

• CPU : Intel Core i7 4510U

• RAM : 8GB DDR3

The versions of the tools used in the experiments are as
follows.

• SAW : 0.2

• Clang : 3.7.1

• Java : 1.8.0 211

• ABC : 1.0.1

• CVC4 : 1.5

• Z3 : 4.6.0

• Yices : 2.5.4

• MathSAT : 5.5.1

We used the older LLVM 3.7.1, due to the SAW limitation.

6 EXPERIMENT RESULTS

In this section, we show the results of experiments for the
various solvers. The numbers in the tables represent seconds.
Verification times greater than 600 seconds were judged as
timeouts (T/O).

6.1 Verification Results for Binary Trees
6.1.1 Verification Result with Size 1 ≤ n ≤ 3

We performed SAW verification for all binary tree structures
with size 1 ≤ n ≤ 3. As a result, SAW verification for both
functions was successful for all possible binary tree patterns
in this range.

6.1.2 Verification Times Changing the Number of Ele-
ments

We performed SAW verification for all perfect binary trees
with size 1 ≤ n ≤ 63. The verification times in seconds are
shown in Table 1.

6.2 Verification Results for Linear Lists
6.2.1 Verification Times for Java Linear List

We performed SAW verification for the javaLinearFunc
function in Listing 14 by changing the size of the linear list.
The verification times in seconds are shown in Table 2.

6.2.2 Verification Times of C Linear List Structures

The result of SAW verification for Listing 16 is shown below.
The value of the counterexample is 1 more than INT MAX.

SolverStats solverStatsSolvers = fromList [”ABC”],
solverStatsGoalSize = 45

———-Counterexample———-

(“val2”,2147483648)

(“val3”,2147483648)

When we changed the type of variable and function from
int to uint32 t, SAW verification was successful. Thus, we
performed a modified SAW verification for that program and
the results are shown in Table 3.

6.2.3 Increases of Verification Times

The results of the experiment in Section 4.2.3 are shown in
Figs. 6.2.3 and 6.2.3. Figure 6.2.3 shows the change in veri-
fication time of the Java program of Listing 14. No timeouts
occured with any of the three SMT solvers and SAW verifi-
cations were successful, taking less than 30 seconds with size
n = 2000.

Table 1: Verification Times for Binary Trees

size n ABC CVC4 MathSAT Yices Z3
1 0.203 0.340 0.319 0.358 0.315
3 0.212 0.454 0.415 0.526 0.423
7 133.626 0.462 T/O 0.504 0.431
15 T/O 0.494 T/O 0.536 0.469
31 T/O 0.635 T/O 0.616 0.571
63 T/O 0.634 T/O 0.706 0.571
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Figure 6.2.3 shows the change of verification time of the
C program of Listing 16. To perform SAW verification, we
changed the type of variable and function from int to uint32 t.
timeouts occur with CVC4 when size n = 1400, Yices and
Z3 when size n = 1350.

7 DISCUSSION

7.1 Property Proving for Java Binary Tree
Programs

When function helperFunc of Listing 11 satisfies the
verification property shown in Listing 12, expression (6) holds.

∀x ∈ Z32 Array, size = 3 :

helperFunc(x) =
∑

x = x[0] + x[1] + x[2]
(6)

This means that when helperFunc receives any integer
type array with size n = 3, it returns the sum of its ele-
ments. Property proving for the target function must be given
by users.

According to the result of the experiment, when the
return value of helperFunc is either target func-
tion, it satisfies the verification property. Thus, the
return value of helperFunc is the same as the re-
turn value of oldJavaBTreeFunc(node1) and
newJavaBTreeFunc(node1). Also, the argument
node1 that the target functions receive is the root node of any
binary tree with size n = 3 and Pattern = 3 in Fig. 6.
Thus, expression (7) holds.

∀x ∈ Z32 Array ∧ size = 3

∧∀node1 ∈ BinaryTree ∧ size = 3 ∧ Pattern = 3 :

helperFunc(x) = oldJavaBTreeFunc(node1)

= newJavaBTreeFunc(node1)

=
∑

x

(7)

When instance creation occurs in helperFunc, an inte-
ger value is given for the val of each node as data by a con-
structor. From the description of Listing 11, expression (8)
holds.

Table 2: Verification Times for Java Linear List Structures

size n ABC CVC4 MathSAT Yices Z3
1 0.186 0.205 0.312 0.202 0.221
2 0.081 0.206 0.177 0.224 0.214
3 0.278 0.205 0.301 0.208 0.211
4 1.184 0.208 6.573 0.216 0.219
5 5.978 0.212 114.327 0.219 0.213
6 54.713 0.214 332.668 0.214 0.214
7 144.602 0.211 T/O 0.215 0.228
8 T/O 0.221 T/O 0.214 0.228
9 T/O 0.252 T/O 0.238 0.266

10 T/O 0.224 T/O 0.225 0.231

Table 3: Verification Times for C Linear List Stuctures

size n ABC CVC4 MathSAT Yices Z3
1 0.512 0.462 0.447 0.463 0.459
2 0.568 0.508 0.539 0.540 0.505
3 0.766 0.506 0.617 0.494 0.505
4 1.823 0.514 6.478 0.495 0.606
5 7.234 0.513 105.291 0.502 0.502
6 58.827 0.521 315.102 0.505 0.509
7 134.956 0.514 T/O 0.507 0.525
8 256.111 0.526 T/O 0.508 0.516
9 T/O 0.523 T/O 0.509 0.529
10 T/O 0.525 T/O 0.512 0.526

node1.val = x[0] ∧ node2.val = x[1] ∧ node3.val = x[2]

⊢
∑

x =
n∑

i=1

noden.val

(8)

From expressions (7) and (8), it is proved that when both
target functions receive the root node of any binary tree with
size n = 3 and Pattern = 3, they return the sum of all node
values.

According to the result of the experiment, SAW verifica-
tions succeeded for all possible binary tree structures with
size 1 ≤ n ≤ 3. The proof for the other structure patterns
is possible in the same way, therefore expression (9) holds.

∀now ∈ BinaryTree ∧ 1 ≤ n ≤ 3 :

oldJavaBTreeFunc(now)

= newJavaBTreeFunc(now)

=
n∑

i=1

noden.val

(9)

In other words, two functions being equivalent means that
they return the sum of all elements of a binary tree when they
receive any binary tree with size 1 ≤ n ≤ 3.
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Figure 8: Verification Time for Java Linear List Program
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7.2 Property Proving for Java and C Linear
List Programs

Since the number of possible linear list structure orderings
does not increase with additional nodes, verification is easy
compared with binary tree structures.

7.2.1 Java Linear List

The function javaLinearFunc of Listing 14 satisfies ex-
pression (10).

∀now ∈ LinearList ∧ 1 ≤ size n ≤ 10 :

= javaLinearFunc(now) =
n∑

i=1

noden.val
(10)

In other words, when javaLinearFunc receives any linear
list with size 1 ≤ n ≤ 10, it returns the sum of its elements.
The proof is similar to that in Section 7.1 and we omit it here.

7.2.2 C Linear List

As shown in Section 6.2.2, we changed the type of variable
and function from int to uint 32 to enable a SAW verification.
Thus, the definition of a linear list was changed to expression
(11).

∀f(x, n) : x ∈ Z32u ∧ n ::= f(x, n)|null
⇔ f(x, n) ∈ C Linear List

(11)

It is possible for SAWScript to define a struct of C for C veri-
fication. Thus, expression (12) holds.

∀now ∈ C Linear List ∧ 1 ≤ size n ≤ 10 :

= cLinearFunc(now) =
n∑

i=1

noden.val
(12)

7.2.3 Equivalence between Java and C Functions

The value of the counterexample shown in Section 6.2.2 was
1 more than INT MAX and SAW verification was successful

when we changed the type of variable and function from int
to uint32 t. Thus, we assume that llvm int 32 of SAWScript
means uint32 t of C and we implemented an intentional bug
of Listing 6 so that it returns x when x==0xFFFFFFFF. The
type of its variable and function were changed into uint32 t.
The result of SAW verification is shown below.

Proof of return value failed.

———-Counterexample———-

%x: 4294967295

return value

Encountered: 4294967295

Expected: 4294967294

Proof failed.

From this result, we determined that llvm int 32 defines the
symbolic variable of uint32 t. However, it is not clear why
the SAW verification of the original program of Listing 6 was
successful in spite of the types of the target function and its
argument being int. Currently, we consider this behavior of
SAW as a bug and we need to investigate further and clarify
the specification of SAW.

The types of the target functions and data values of linear
lists are Z32 in Java, Z32u in C. These differences make it
difficult to prove the two functions are equivalent in a strict
sense. However, it can at least be said that the two functions
meet the same specification in that they return the sum of a
linear list when they receive the top node of it.

7.3 Verification Time
In this section, we discuss the verification times. SAW

automatically generates formal models based on target func-
tions and descriptions of SAWScript and then solves them us-
ing SMT solvers. Thus, the time or ability of calculation is
strongly influenced by the performances of the solvers.

There are pros and cons of the various SMT solvers. For
example, in Table 2, the verification time with size n = 5 of
Yices is over 100 sec. less than that of MathSAT. It is known
as a demerit of SMT verification that estimating the verifica-
tion time before performing verification is difficult due to the
complex implementation of SMT solvers [27]. However, we
can change which SMT solver to use in SAW just by editing
the description of SAWScript and users can investigate the
differences of verification time easily.

Due to the symbolic execution of SAW, we reduced the
number of required test cases for verifying functions that han-
dle recursive data structures to the number of possible patterns
of data structures.

The number of possible binary tree structures with size n is
shown in expression (13) and is called a Catalan Number[28].

P (n) =
(2n)!

(n+ 1)!n!
(n ≥ 0) (13)

This shows that the time complexity of verifying a binary
tree function is O(n!). Table 1 shows that Z3 verifies a per-
fect binary tree with size n = 15 in 0.469 sec., however, the
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total number of possible binary tree patterns with size n = 15
is about 9.7 million. In spite of using symbolic execution,
verifying a function with recursive data structures still needs
enormous time. Thus, we need to devise a method that veri-
fies more effectively.

7.4 Threats to Validity

7.4.1 Proposed Method

In this paper, we proposed a method to perform SAW verifi-
cation for functions that receive class objects by using helper
functions. This method is useful in defining arguments of the
target function that cannot be defined in SAWScript. How-
ever, SAW can only verify the property of the helper func-
tions, which means users need to prove properties of the tar-
get function manually like in Section 7.1. This dependency
is a threat to internal validity and a way of generalizing the
method is needed.

7.4.2 Definition of Equivalence

It is obvious that there are various requirements for the defi-
nition of equivalence [29], e.g., time complexity, readability,
requests of memory space, and power consumption. How-
ever, in this paper, we adopted the description in [1] as the
definition of refactoring and expression (1) as the definition of
equivalence between two program functions. The reason for
this is due to the specification of SAW. SAW automatically
generates formal models of target functions and solves them
by using SMT solvers. However, in SAWScript, users can de-
fine inputs and outputs as verification properties of the target
function by this method, and we used SAW as a black-box
unit testing tool. To evaluate the requirements shown above,
SAW is not an adequate tool and users need to adopt other
approaches.

8 CONCLUSION

In this work, we applied our proposed method to Java pro-
grams dealing with two types of recursive data structures and
verified them using SAW to show that verification is actually
possible. For the verification of linear lists, a comparison with
the verification for C in our previous research was discussed.

We also proposed a method for simplifying the description
of SAWScript and performing verification inductively by cre-
ating a helper function and defining a structure piece by piece
in it. We confirmed that equivalence verification by SAW can
be performed in the sense that two functions written in C and
Java satisfy the same verification property.

In our future work, we will conduct further evaluation ex-
periments and devise a method to verify the equivalence of the
behavior of functions which have more complex algorithms
like sorting algorithms. In addition, we would like to inves-
tigate the influence of language and algorithm on the solvers,
and consider a method to find the optimal solver in equiva-
lence verification.

ACKNOWLEDGEMENT

Funding from Mitsubishi Electric Corp. is gratefully ac-
knowledged.

The research is being partially conducted as Grant-in- Aid
for Scientific Research C (16K00094), C (17K00111) and A
(19H01102).

REFERENCES

[1] M. Fowler, K. Beck, J. Brant, W. Opdyke, D. Roberts,
and Gamma E, “Refactoring: Improving the Design of
Existing Code”. Addison-Wesley Professional, July 8,
(1999).

[2] Dock A., J. Hendrix, B. Huffman, D. McNamee, and
A. Tomb, “Constructing semantic models of programs
with the software analysis workbench”. In 11th Working
Conference on Verified Software: Theories, Tools, and
Experiments, pages 56–72, (2016).

[3] K. Carter, A. Foltzer, J. Hendrix, B. Huffman, and
A. Tomb, “Saw: The software analysis workbench”.
In Proceedings of the 2013 ACM SIGAda Annual Con-
ference on High Integrity Language Technology, HILT
’13, pages 15–18, (2013).

[4] R. Karashima, S. Harauchi, K. Okano, and S. Ogata,
“Proposal and evaluation for equivalence checking for
program with recursive data using saw”. In 25th Work-
shop of Fundamentals of Software Engineering, pages
91–96, (2018).

[5] E. Clarke, A. Biere, R. Raimi, and Y. Zhu, “Bounded
model checking using satisfiability solving”. Formal
Methods in System Design, 19(1):7–34, (2001).

[6] L. Tianhai, N. Michael, and T. Mana, “Bounded pro-
gram verification using an smt solver: A case study”. In
5th International Conference on Software Testing, Veri-
fication and Validation, pages 101–110, (2012).

[7] G. Meszaros, “xUnit Test Patterns: Refactoring Test
Code”. Addison-Wesley Signature Series. Addison-
Wesley.

[8] S. Gulati and R. Sharma, “Java Unit Testing with JU-
nit 5: Test Driven Development with JUnit 5”. Apress,
(2017).

[9] S. Gupta, A. Saxena, A. Mahajan, and S. Bansal, “Effec-
tive use of smt solvers for program equivalence checking
through invariant-sketching and query-decomposition”.
In Theory and Applications of Satisfiability Testing –
SAT 2018, pages 365–382. Springer International Pub-
lishing, (2018).

[10] Y. Sasaki, K. Okano, and S. Kusumoto, “A design of
analyzer for java program using smt solver”. Foundation
of Software Engineering XIX, pages 33–38, Dec. (2012).

[11] D. R. Cok and J. R. Kiniry, “Esc/java2: Uniting es-
c/java and jml”. In Proceedings of the 2004 Interna-
tional Conference on Construction and Analysis of Safe,
Secure, and Interoperable Smart Devices, CASSIS’04,
pages 108–128.

[12] C. Lattner and V. Adve, “Llvm: A compilation frame-
work for lifelong program analysis & transformation”.
In Proceedings of the International Symposium on Code

154
R. Karashima et al. / Proposal and Evaluation for A Method to Verify Equivalence of Specifications of C and 
Java Functions with Recursive Data Structures by SAW: Case Studies of Linear Structures and Binary Trees



Generation and Optimization: Feedback-directed and
Runtime Optimization, pages 75–88, (2004).

[13] T. Lindholm, F. Yellin, G. Bracha, and A. Buckley, “The
Java Virtual Machine Specification, Java SE 8 Edition”.
Addison-Wesley Professional, 1st edition, (2014).

[14] R. L. Jeffrey and A. M. Brad, “Cryptol: high assur-
ance, retargetable crypto development and validation”.
IEEE Military Communications Conference, Vol.2:820–
825, (2003).

[15] L. Erkök and J. Matthews, “High assurance program-
ming in cryptol”. In Proceedings of the 5th Annual
Workshop on Cyber Security and Information Intelli-
gence Research: Cyber Security and Information Intel-
ligence Challenges and Strategies, CSIIRW ’09, pages
60:1–60:2, (2009).

[16] A. Biere, “Handbook of Satisfiability. IOS Press,
(2009).

[17] K. Iwanuma and H. Nabeshima., “Smt: Satisfiability
modulo theories”. Journal of Japanese Society for Arti-
ficial Intelligence, 25(1):86–95, Jan. (2010).

[18] R. Brayton and A. Mishchenko, “Abc: An academic
industrial-strength verification tool”. In Computer Aided
Verification, pages 24–40, (2010).

[19] N. Aina, P. Mathias, and B. Armin, “Boolector 2.0”.
Journal on Satisfiability, Boolean Modeling and Com-
putation, 9:53–58, (2014).

[20] C. Barrett, Christopher L. Conway, M. Deters,
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Abstract – The popularization of social network services 
(SNSs) has made it possible to acquire large amounts of data 
in real time. For this reason, various studies are being con-
ducted to analyze social media data and to extract information 
about real-world events. Among them, a salient advantage of 
analysis using positional information is that one can accu-
rately extract events from target areas of interest. We propose 
real-time analysis of tourist information using a simple 
method that incorporates a moving average of geotagged 
tweet messages on Twitter (Twitter Inc.), a popular SNS. 
Nevertheless, social media data that include position infor-
mation are few: the data might be insufficient for analysis. 
Therefore, we are assessing a real-time analytical method us-
ing appropriate data accumulated over a longer period of time. 
For this study, we detect tourist spots using a regional analy-
sis method that uses location information from Twitter tweets 
and time-series changes. The experimentally obtained results 
demonstrate that our method is useful as a complement to our 
previously proposed moving-average method. As described 
herein, we propose a method of extracting tourist attractions 
from the accumulated tweets and report the results of analysis 
of the extracted destinations. Herein, we explain results of 
sightseeing spot analysis of cherry blossoms obtained using 
geotagged tweets from Tokyo. 

Keywords: big data, location information, social media, 
time series, Twitter 

1 INTRODUCTION 

From everyday life, because of the wide dissemination and 
rapid performance improvement of various devices such as 
smartphones and tablets, vast amounts of diverse data are 
generated and transmitted via the internet. Social network ser-
vices (SNSs) have become especially popular media because 
users can post data and various messages easily. Twitter 
(Twitter Inc.)[1], a popular SNS that provides a micro-blog-
ging service, is used as a real-time communication tool. Nu-
merous tweets are posted daily by vast numbers of users 
worldwide. Twitter is therefore a useful medium to obtain, 
from huge amounts of information posted by many users, 
real-time information corresponding to the real world. 

By analyzing the information distributed by these SNSs, 
useful information is obtainable in real time. We are conduct-
ing research related to provision of tourist information to trav-
elers. Therefore, this study specifically examines the provi-
sion of real-time sightseeing information. 

Herein, we describe the provision of information to tourists 
using web contents. Such information is useful for tourists. 
However, providing timely and topical travel information en-
tails high costs for information providers because they must 
update the information continually. Today, reliable infor-
mation for local travel is demanded strongly not only by tour-
ists, but also by local governments, tourism organizations, 
and travel companies, which are all burdened by the high 
costs of providing such information. 

For the reasons explained above, ascertaining changes of 
information according to seasons and time zones of the tour-
ism region and then providing current, useful, real-world in-
formation for travelers is important for the travel industry. 
Disseminating information using popular SNSs can be done, 
but organizations able to do such work are constrained by hu-
man resource and cost limitations. Analysis using an SNS can 
overcome these difficulties by providing useful data facilitat-
ing real-time information provision. 

To accomplish this task, much research is currently under-
way to analyze SNS data. Research using Twitter is one 
branch of investigation. Tweet messages are short sentences 
from which a location can be inferred if a tweet includes a 
place name or a facility name. If such information is not in-
cluded in the message, then identifying a location from a 
tweet might be difficult. Therefore, research is underway to 
use tweets with location information or tweets which give lo-
cation information in the tweet itself. Geotagged tweets can 
identify places: they are useful for analysis. Nevertheless, few 
geo-tagged tweets exist among the total information contents 
of tweets. Therefore, analyzing all regions is not possible. We 
also use geotagged tweets to conduct research using infor-
mation interpolation to infer positions around an area that are 
not specified by position information [2]. 

Currently, the authors are assessing a real-time analytical 
method that requires collection of temporal and spatial infor-
mation from geotagged tweets over a period of time. This re-
port presents this experimental approach to use small 
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amounts of information accumulated over longer periods. 
However, earlier methods are based on the assumption that 
the traveler knows the tourist spot because the analysis is 
based on a destination-specific analysis. Although this is ef-
fective in the case of familiar tourist spots, it is difficult to use 
this method in areas that are being visited for the first time or 
in places for which no prior knowledge exists. As described 
in this paper, we propose a method for extracting tourist at-
tractions and for analyzing them in real time in areas with 
tourist attractions for which no prior information is known to 
the user. The proposed method is one way to help tourists to 
collect information related to sightseeing in areas for people 
with no prior information related to the sightseeing spots. 

The remainder of the paper is organized as explained here-
inafter. Chapter 2 presents earlier research efforts exploring 
this topic. Chapter 3 explains a real-time analytical method 
using data collected for a certain period. Chapter 4 describes 
experimentally obtained results for our proposed method, 
with related discussion. Chapter 5 presents a summary of the 
study contributions and indicates some expected avenues of 
future work. 

2 RELATED WORK 

Various studies are being conducted using SNS position 
information. Omori et al. [3] described a method of extracting 
geographical features such as coastlines using tags of photo-
sharing sites with geotags. Sakaki et al. [4] assessed a method 
to detect events such as earthquakes and typhoons based on a 
study estimating real-time events from Twitter. By analyzing 
the Twitter text stream, Pratap et al. [5] explained a solution 
to optimize traffic control by incorporating earlier traffic 
analysis methodologies and complementary real-time social 
data in one analytical system. Various analytical methods 
have been proposed for analyzing SNS data using position 
information and time series information. However, those 
studies mainly address analysis of data for which large 
amounts of position information and time series information 
exist. Few research efforts have examined information using 
only a few data. 

Some research efforts have examined visualization. Nakaji 
et al. [6] proposed the use of a geotagged and visual features 
of photographs. They suggested a way to select photographs 
related to a given real event from geotagged tweets. Their de-
veloped system can visualize real-world events on online 
maps. Through the GeoNLP Project [7], we are developing a 
geotagging system that extracts location descriptions such as 
place names and addresses included in natural language sen-
tences. Offered as open source software, it provides metadata 
of places described in text. Although these studies are very 
useful for extraction of specific designated events and for 
analysis of preregistered places, further discussion must be 
held about automatic extraction of events and identification 
of new places. 

In light of the efforts described above, the present study 
using geotagged tweets for places with small information 
amounts and new events and places represents a new ap-
proach. This research was conducted to achieve real-time 
identification of events and places in space–time space based 
on accumulated information and differences. 

3 PROPOSED METHOD 

This chapter presents a description of real-time analysis of 
position information and time series information as a target 
data collection method. 

3.1 Data Collection 

Here, we explain the data collection target for this research. 
Geotagged tweets distributed through Twitter are the collec-
tion target. The range of geotagged tweets includes the Japa-
nese archipelago (120.0°E ≤ longitude ≤ 154.0°E and 20.0°N 
≤ latitude ≤ 47.0°N) as the collection target. These data were 
collected using a streaming application programming inter-
face (API) [8] provided by Twitter Inc. 

Next, we describe the number of collected data. According 
to a report by Hashimoto et al. [9], among all tweets originat-
ing in Japan, only about 0.18% are geotagged tweets: they are 
rare among all data. However, the collected geotagged tweets 
number about 70,000, even on weekdays. On some weekend 
days, more than 100,000 such messages are posted, constitut-
ing about 423 million geotagged tweets from 2/17/2015 
through 12/26/2018. For these analyses, we examined 19 mil-
lion geotagged tweets from Tokyo. 

3.2 Preprocessing 

This chapter presents a description of preprocessing after 
data collection. Preprocessing includes reverse geocoding 
and morphological analysis, with database storage for data 
collected using the process. 

Reverse geocoding was sufficient to identify prefectures 
and municipalities by town name using latitude and longitude 
information from individually collected tweets. For this pro-
cess, we use a simple reverse geocoding service [10] availa-
ble from the National Agriculture and Food Research Organ-
ization: e.g., (latitude, longitude) = (35.7384446°N, 
139.460910°W) by reverse geocoding becomes (Ogawanishi-
machi 2-chome, Kodaira-shi, Tokyo). In addition, based on 
latitude and longitude information of the collected tweets, 
data from the same place are accumulated. As data accumu-
late, the data obtained over time are saved in mesh form. 

Morphological analysis divides the collected geo-tagged 
tweet morphemes. We use the Mecab™ morphological ana-
lyzer [11]. As an example, “桜は美しいです” (“Cherry blos-
soms are beautiful.” in English) is divisible into "(桜 / noun), 
(は / particle), (美しい / adjective), (です / auxiliary verb), 
and (。 / symbol)". 

The preprocessing involves storing the necessary data 
based on the results of data collection, reverse geocoding, and 
morphological analysis process. Data used for this study are 
the tweet ID, tweet posting time, tweet text, morpheme anal-
ysis result, latitude, and longitude. 

3.3 Analytical Method 

This chapter presents a description of the method of real-
time analysis using position information and time series in-
formation. The analytical method we proposed has the fol-
lowing two stages. 
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Stage 1. Extraction of places by fixed point observation 
The steps in Stage 1 are the following. 
1. After a user specifies the two points of latitude and lon-

gitude in the southeasternmost and northwestern regions of 
the rectangle to collect tourist attraction information, key-
words to be extracted (e.g. cherry blossoms) are input. 

2. The specified area is divided into 25 and 16 equal parts
east–west and north–south, respectively. 

3. Tweets in the mesh including keywords are extracted.
Then the numbers of tweets for meshes are observed. 

Stage 2. Analysis considering the time series based on Stage 
1 

The steps in Stage 2 are explained below. 
1. Numbers of tweets observed per mesh in Stage 1 are an-

alyzed by year and month. At this stage, we manually desig-
nate them according to the tourism keyword event. For exam-
ple, for cherry blossoms, the analysis will be performed on a 
monthly basis. 

2. An event will be determined as a seasonally appropriate
tourist destination if it appears only at a specific time of year. 
Then, using our existing method [12], we make the spot a tar-
get for real-time analysis to ascertain whether it is currently 
in its best season. 

Therein, Stage 1 is an estimate of the location derived from 
stationary observation. At such spots, even in places with few 
tweets, one can discover the location through long-term ob-
servation. This method accomplishes spot extraction by accu-
mulating geotagged tweets including specific keywords over 
long periods at every latitude and longitude. Concretely, one 
selects an arbitrary area to be observed on the map. Then the 
selected area is divided equally into north–south and east–
west meshes. Although another method of meshing using 
JISX0410 standardized regional mesh codes exists, an arbi-
trary area was selected and meshed by hand as an experiment. 
By long-term accumulation of numerous tweets within this 
meshed area over a long period, one can infer that the place 
is a tourist spot. Stage 2 is extraction of new spots using spot 
information accumulated during a long period as a baseline, 
by considering the time series, and by finding differences. 
Through analyses using these proposed methods, we aim to 
capture real-time changes in specific areas. This goal was
achieved by checking the change of specific keywords in the 

chronological order of each year for the selection in Stage 1.
With Stage 2, use of only those tweets with location infor-
mation was sufficient to extract the spots automatically. The 
extracted spots can be judged in real time using the estimation 
method we have developed to date. Through analysis using 
these proposed methods, we aim to ascertain real-time 
changes in tourist spots in a specific region. 

4 EXPERIMENTS 

This chapter presents a description of a real-time analysis 
experiment that was conducted using the method explained in 
Chapter 3. 

4.1 Dataset 

Datasets used for this experiment were collected using 
streaming API, as described for data collection in Sec. 3.1. 
The data are geo-tagged tweets from Tokyo during 2/17/2015 
– 7/29/2019, including about 48 million items. We use these
data for experiments to assess the two methods.

4.2 Experiment Method 

Experiments designed to assess the proposed method de-
scribed in Chapter 3 are explained in Sec. 4.2.1 –  Sec. 4.2.3. 

4.2.1 Extraction of Places by Fixed Point Ob-
servation on Stage 1 

We conducted a preliminary experiment to ascertain whether 
spots can be found from the collected tweets, or not. This ex-
periment was conducted for Takao-machi, Hachioji, Tokyo: 
an area of about 4 km east–west and about 2.5 km north–south, 
as presented in Fig. 1. Experimentally obtained results de-
scribed later are included within the thick frame depicted in 
Fig. 1. As a process for Stage 1, we used a mesh divided into 
25 equal north–south mesh sections and 16 equal east–west 
mesh sections. For this area, we conducted an extraction ex-
periment with the target word as "cherry blossom" in Japa-
nese as "桜", "さくら", or "サクラ". In all, 65 tweets were 
found to include a target word. 

4.2.2 Time Series Analysis of Stage 2 

Spot extraction was performed using time series analysis of 
Stage 2 for the area shown in Sec. 4.2.1. This analysis is 
aimed at adjusting the units of the period in the future auto-
matically according to event characteristics, to reflect 
monthly, weekly, and hourly scheduling. Cherry blossoms 
bloom once each year. Therefore, we applied a time-series 
analysis for each year and analyzed them by year. In addition, 
the analysis for Takao-machi, Hachioji City, Tokyo was con-
ducted for each mesh section in Sec. 4.2.1. 

4.2.3 Experiment in Tokyo 

We conducted an experiment examining tweets from Tokyo 
to confirm the accuracy of the proposed method presented in 
Sec. 4.2.1 and Sec. 4.2.2. This experiment was conducted to Figure 1: Target of Takao-machi, Hachioji City. 
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check the accuracy of the spots extracted by Sec. 4.2.1 and 
Sec. 4.2.2. For comparison, this time, the correct answer spots 
were 64 spots corresponding to cherry blossom viewing spots 
in Tokyo, which were listed in the Walker +  2019 edition of 
Cherry-blossom viewing in Japan. Then, we checked whether 
known tourist spots can be extracted using the proposed 
method. The following existing methods [12] were used to 
find the correct spots. 

As a determination method, a 3D map was generated using 
a spreadsheet program (Excel 2016; Microsoft Corp.). A heat 
map was used to display the results. A square 100-m on a side 
was prepared as a spot point centered on the latitude and lon-
gitude reported by Walker +. A 1 km diameter circle was also 
prepared. Next, the following three spot determination meth-
ods were used. 

1. Places indicated by many tweets are included in the
square.

2. Places indicated by many tweets are included in the circle.
3. Places indicated by medium numbers of tweets are in the

circle.
Judgment was made based on these three judgment criteria. 

4.3 Experiment Results 

This chapter presents results obtained from the experi-
ments described in Sec. 4.2.1 – Sec. 4.2.3. 

4.3.1 Experiment in Takao-machi, Hachioji, 
Tokyo 

The distribution of geotagged tweets from Takao-machi, 
Hachioji, including cherry blossoms, as obtained from the ex-
periments described in Sec. 4.2.1 and Sec. 4.2.2, are presented 
in Fig. 2 for 2017 and Fig. 3 for 2018. The interior area of the 
bold frame in Fig. 1 is described in the table: it is about 265 
m measured east–west and about 85 m measured north–south. 
This area is obtained by dividing the maximum value and the 
minimum value of latitude and longitude into 25 and 16, por-
tions respectively, for geotagging tweets. For the current ex-
periment, the number of divisions was specified manually be-
cause the target area differs for each experiment. The more 
closely the color of the mesh section approaches black, the 
more data are associated with that area. 

The tweet data extracted for this experiment were very few: 
65 for the entire collection period. However, in 2017 and 
2018, we confirmed tweets at JR Takao Station, Takao Ya-
maguchi Station, Takao Ropeway Station, and Takao Moun-
tain. The correlation coefficient between the extracted spots 
in 2017 and 2018 was 0.769: high positive correlation was 
found. The correlation coefficient is calculated using equa-
tion (1). 

Correl(𝑋 − 𝑌) =
∑(𝑋−𝑋̅)(𝑌−𝑌̅)

√∑(𝑋−𝑋̅)2 ∑(𝑌−𝑌̅)2
(1) 

X ∶ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑤𝑒𝑒𝑡𝑠 𝑜𝑓 2017(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒,𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒) 
Y ∶ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑤𝑒𝑒𝑡𝑠 𝑜𝑓 2018(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒,𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒) 

Results of the time-series analysis by year for the data col-
lection period in the experimental area are portrayed in Fig. 
4, which shows that most of the tweets were collected in 

March and April. Therefore, one can identify the cherry blos-
som viewing related spots and analyze the cherry blossom 
season. Although some tweets are related to cherry blossoms 
during the season of autumn leaves, the tweets generally in-
clude messages about "cherry blossoms of the four seasons" 
and messages about seasons when people view cherry blos-
soms. Although accuracy improvement through noise re-
moval is necessary, we limited the recommended seasons 
even for small numbers of tweets. 

Figure 2: Number of Tweets including target words in 
Takao-machi in 2017. 

Figure 3: Number of Tweets including target words in 
Takao-machi in 2018. 

Figure 4: Results of the time-series analysis in Takao-
machi. 

160 M. Endo et al. / Analytical Method using Geotagged Tweets Developed for Tourist Spot Extraction and Real-time Analysis 



Spot extraction is possible even with few data. Moreover, 
various spots can be extracted when using longer periods. 
Therefore, fixed point extraction of sightseeing spots is re-
garded as possible through continuing observation of ge-
otagged tweets. 

4.3.2 Spot Extraction Experiment Results in 
Tokyo 

We present results obtained from the experiment in Tokyo 
for the method described in Sec. 4.2.3. This section presents 
results of spot extraction yielded using the proposed method 
with 64 correct spots in the 2019 version of Walker + cherry 
blossom viewing in Tokyo. Table 1 presents results found us-
ing the method described in Sec. 4.2.3: 1. A spot with many 
tweets is included in the square is “Contain Gray below''; 2. 
A spot with many tweets is included in the circle is “Gray 
within 1 km”; 3. The circle includes locations where the 
tweets are medium – "White within 1 km". 

This result shows few spots for which tweets are concen-
trated in a square denoted as 1 because the latitude and longi-
tude designated as spots in Walker + are assigned one point. 
The park has a larger area. Additionally, it is assumed that 
cherry blossoms in the park are not all at one point. Instead, 
they are distributed widely throughout the park. Cherry blos-
soms rarely exist only in a 100 m square area. Therefore, the 
spot area size can strongly affect results. For this reason, the 

numbers of spots found within a 1 km circle of 2 or 3 are 
greater. Some places were not extracted as spots by any de-
termination method, probably because tweets are posted 
widely from many locations in the park. They might be few 
compared to those found for the entirety of Tokyo in a relative 
judgment based on the heat map. Results demonstrate that 
tweets were few in parks with low visibility. Moreover, ex-
traction using the proposed method was difficult. 

4.3.3 Spot Detection Rate in Tokyo 

The spot detection rate in Tokyo is presented next. Table 2 
presents a comparison between the 64 spots in Sec. 4.3.2 and 
the extraction results obtained using three determination 
methods. The spot detection rate is shown as equation (2). 

Spot Detection Rate =
Matching

Total Spots
(2) 

From these results, it was difficult to ascertain the correct 
data based on the latitude and longitude of one point, 
but results suggest that accuracy of 0.8 was obtainable within 
a 1 km range using the detection method. Setting of the park 
size range presents issues for future studies, but the capability 
of extracting major spots using the proposed method was con-
firmed. This result can engender automation of cherry blos-
som spot extraction using tweets. 

Table 1: Extraction results for Tokyo obtained using the determination method 

Contains
Gray below

Gray
within 1 km

White
within 1 km

Contains
Gray below

Gray
within 1 km

White
within 1 km

Ark hills 0 0 0 Chidorigafuchi park 1 1 1
Asukayama park 1 1 1 Central park 0 0 0

Senzoku pond park 0 0 1 Tokyo midtown 1 1 1
Ikegami honmon temple 1 1 1 Toshimaen sakura festival 0 0 1

Inokashira gift park 1 1 1 Toneri park 0 0 1
Ueno gift park 1 1 1 Toyama park 1 1 1

Ukima park 0 1 1 Sakuragaoka park 0 0 1
Baigan temple 1 1 1 Sayama park 0 0 1

Tamagawadai park 0 1 1 Jindai botanical garden 1 1 1
Lake okutama 0 0 0 Hikarigaoka park 0 1 1

Otonashishinsui park 1 1 1 Yoyogi park 1 1 1
One Green road 0 1 1 Nishiarai park 0 0 1

Kamanofuchi park 0 0 0 Hibiya park 1 1 1
Former iwasaki garden 0 1 1 Hamarikyu gardens 0 1 1

Former shibarikyu garden 1 1 1 Hamura weir 1 1 1
Former furukawa garden 0 1 1 Fujimori park 1 1 1

Kiyosumi garden 0 1 1 Houmyou temple approach 1 1 1
Koishikawa korakuen 0 1 1 Mizumoto park 0 0 0

Koganei park 0 1 1 Myoujinsita park 0 0 0
Showa kinen park 0 0 1 Mukoujima hundred gaeden 0 0 0

Kotta river 0 0 0 Musashin park 0 0 1
Komazawa plympic park 0 1 1 Meijijinguugaien 0 1 1

Sun shine city 1 1 1 Meguro river 1 1 1
Shiotakouchitsutsumi 0 0 0 Roppongi mohri garden 1 1 1

Shiba park 1 1 1 Yaesu sakura street 1 1 1
Shakujii park 0 0 0 Yomiuri land 0 0 0

Shinjuku gyoen 1 1 1 Rikugien 1 1 1
Sumida park 1 1 1 Sotobori park 1 1 1

Sendaiborigawa park 0 0 0 Kinuta park 0 0 1
Zenpukuji river green 0 0 0 Tatsuminomori green park 0 0 1

Takiyama park 0 0 1 Harimazaka 1 1 1
Tama river embankment 0 0 1 Yasukuni shrine 1 1 1

International Journal of Informatics Society, VOL.12, NO.3 (2021) 157-165 161



Table 2: Spot detection rate results for Tokyo 

From these results, it was difficult to ascertain the correct 
data based on the latitude and longitude of one point, 
but results suggest that accuracy of 0.8 was obtainable within 
a 1 km range using the detection method. Setting of the park 
size range presents issues for future studies, but the capability 
of extracting major spots using the proposed method was con-
firmed. This result can engender automation of cherry blos-
som spot extraction using tweets. 

4.3.4 Multiple Spots can be Dense 

This section presents a description of the heat map results 
obtained when multiple spots are dense. As an example, Fig. 
5 depicts the area around Kita-ku, Tokyo. Spots presented as 
circles in the figure are cherry blossom spots that were correct 
answer data. In the figure, A–E respectively stand for Kita-ku 
Chuo Park, Otonashi Shinsui Park, Asukayama Park, Former 
Furukawa Garden, and Rikugien Garden. 

From Table 1, spots other than Kita-ku Chuo Park in A can 
be extracted as spots using the proposed method. Regarding 
A, the tweet exists in the circle, but it was not judged to be a 
Gray part or a White part because of the small number of 
tweets compared to those of Tokyo overall. 

Additionally, tweets are widely distributed in places other 
than spots. Of these, tweet origins are most concentrated 
around stations such as Oji Station, Komagome Station, and 
Sugamo Station. This concentration is characteristic of areas 
near stations. Many people can tweet there while waiting for 
a train or a bus or when loitering around the station when 
shopping or eating meals. Therefore, when performing an 
analysis including tweets around the station, the number of 
excluded spots such as A can be expected to increase. 

4.3.5 Time Series Analysis Results 

This section presents results of estimation obtained after 
considering time series for spots that can be detected as cherry 
blossom spots. As an example, Meguro River results obtained 
for 2017–2019 are presented in Figs. 6–8. Meguro sightsee-
ing spots can be detected every year, as described in the pre-
ceding section. The number of tweets varies every year, but 
cherry blossom tweets are readily detectable. 

Figures 9–11 present results obtained from performing 
best-time estimation using the proposed method to assess 
tweets of each year. It tends to blossom at the end of March 
every year, but each year can produce a different outlook es-
timate. The accuracy of this best-time estimation result was 
confirmed using information related to the flowering and full 
bloom of the Meguro River in 2019, as shown for the Sakura 
channel of Weathernews as an example [13]. According to 
the site, the Meguro River in 2019 will bloom on March 21 
and will be in full bloom on March 30. The estimation 

Contains
Gray below

Gray
within 1km

White
within 1km

Matching 27 39 51

Total Spots 64 64 64

Spot Detection Rate 0.42 0.61 0.80

Figure 5: Example of multiple spot judgment results. 

Figure 6: Meguro River judgment results of 2017. 

Figure 7: Meguro River judgment results of 2018. 

Figure 8: Meguro River judgment results of 2019. 
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achieved using our proposed method estimates blooming 
around March 22 – April 1. These results confirmed that the 
proposed method can estimate flowering to full bloom with 
sufficient accuracy. 

4.3.6 Extracting Spots Other than Correct 
Answers 

Here, places other than those in Table 1, the correct answer 
spots, are described. After extraction using the heat map, 
many spots other than the correct spots are extracted in the 
experiment area of Tokyo. 

As described in Sec. 4.3.4, tweets are most concentrated in 
places where people gather, such as around stations. Next, fa-
mous spots are extracted as cherry blossom spots, but not all 
tourist spots are listed in tourist information magazines and 
websites. However, extracted locations at which tweets are 
concentrated might not only be possible for locations that 
many people know but also locations at which a certain num-
ber of tweets are obtainable, such as locally famous locations. 

As an example, Fig. 12 presents an example of Nozuta Park. 
In this figure, no circle signifying a correct answer is dis-
played, but a visualization result suggesting a correct answer 
spot was obtained. These results demonstrated that real-time 
analysis of tweets can automatically extract not only widely 
known locations but also local cherry blossom viewing spots. 
The analysis can provide such information. However, when 
using the proposed method, uniform spot extraction of the ex-
periment range using a heat map might cause errors in local 
spot extraction because of the influence of tweet amounts 
around a station. Therefore, improvement of the extraction 
method is left as a topic for future study. 

5 CONCLUSION 

As described in this paper, we evaluated a regional analysis 
method based on location and time-series changes by provid-
ing real-time tweets with location information from Twitter. 
Our existing method provides an estimation of the viewing 
time for a specific tourist spot. Therefore, the method was 
constrained to using cases in which travelers have infor-
mation about the travel area. As described in this paper, as 
stages 1 and 2, we propose a method for extracting infor-
mation related to sightseeing spots using geotagged tweets. 
Subsequently, we demonstrate, experimentally, a method to 
extract information related to sightseeing spots. 

To confirm the usefulness of the proposed method, we con-
ducted experiments demonstrating the automatic extraction 
of tourist attractions using the proposed method, and experi-
ments for estimating best times using existing methods. As a 
result, we demonstrated that even a small number of geo-
tagged tweets can be useful to extract spots using location in-
formation accumulated over time. Additionally, we showed 
that the correct spots in Tokyo can be extracted with accuracy 
of 0.8. Furthermore, we confirmed that the proposed method 
can extract tourist spots other than the correct answer, such as 
famous local spots. It was also shown that the existing method 
is useful for spots extracted using the proposed method to es-
timate the best time for each sightseeing spot. 

Figure 9: Estimation result of the cherry blossoms in Me-
guro River in 2017. 

Figure 10: Estimation result of cherry blossoms in Me-
guro River in 2018. 

Figure 11: Estimation result of cherry blossoms in Me-
guro River in 2019. 

Figure 12: Nozuta Park, newly detected in this experi-
ment 
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These results demonstrate the usefulness of SNS to provide 
real-time information. Therefore, we were able to demon-
strate the possibility of spot extraction using the proposed 
method, but the scope of its application must be verified fur-
ther. Moreover, although it is possible to estimate the best 
time for a spot that can be extracted using the proposed 
method, we confirmed that the existing methods are not ac-
curate in places where there are tweets of many different 
types of tweets in areas with high concentrations of people, 
such as around stations. In future research, it will be neces-
sary to examine a better spot extraction method combining 
the proposed method described herein with conventional 
methods and to consider automating tourist spot extraction 
for real-time analysis. 
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Abstract - Sparse modeling has attracted significant atten-
tion as big data analysis goes popular. LASSO is one of the
sparse modeling techniques to retrieve a set of features cor-
related to a target function. LASSO runs in very low com-
putational time to obtain near-optimal set of features even
if the data set is very large. However, due to its own reg-
ularization term, optimization errors are not negligible. In
several practical scenes, it is required to obtain more opti-
mal solutions within feasible computational time. However,
the solution has not been presented clearly. In this paper, we
present a new heuristic approach called IFS (Incremental Fea-
ture Selection) that starts from a collection of singleton fea-
ture sets, and increases features in a set one by one to finally
obtain a quasi-optimal M -element feature set. The proposed
technique IFS is applied to the analysis of Wagyu proteome
expression data set, and we proved that IFS performs bet-
ter than LASSO. Simultaneously we introduce a technique
to find commonly-correlated features for the same objective
function among multiple groups of data sets. We can use
Multi-task LASSO for this purpose, but since it does not aware
of the uniformity of the effects on each group, it is not enough
to identify commonly correlated feature sets among all the
groups. Our technique in IFS uses a fairness index to tackle
the problem. We applied IFS to the Wagyu data set and showed
that IFS ensures to retrieve a quasi-optimal feature set whose
fairness index among correlation of those groups is larger than
the given threshold.

Keywords: Sparse Analysis, LASSO, Feature Selection,
Wagyu, Proteomics

1 INTRODUCTION

Sparse modeling has attracted significant attention in face
of big data analysis. Recently, large dimensional data sets are
easily obtained such as biological data represented by gene or
protein expression profiles, and are recognized as very use-
ful sources to analyze valuable properties of creatures. How-
ever, in computational analysis with those data, variable se-
lection that retrieves a variable set that highly correlates the
target trait from a vast amount of features is an essential task
to pursuit. With the naive execution, the computational time
of this task explodes to exponential and usually not feasibly
solved with the current computers. To solve the task within

feasible time, LASSO (Least Absolute Shrinkage and Selec-
tion Operator) [1], which retrieves a quasi-optimal variable
set that minimizes the square errors in multiple regression
analysis, is one of the well-recognized feature selection meth-
ods from vast amount of features included in the original data
set. LASSO applies L1-norm regularization term in optimiza-
tion formula to obtain a quasi-optimal feature set within fea-
sible time. However, LASSO has a problem that the obtained
feature set in many cases has a considerably large error and
sometime far from optimal. To obtain a feature set closer
to the optimal within feasible time is one of the solicited re-
search tasks in this field.

In this study, we tackle this problem with a case study
of Wagyu analysis, in which we try to find a small feature
set from hundreds of proteins in a given protein profile that
significantly correlates with Wagyu beef quality. Addition-
ally, because the data set includes samples (i.e., beef cattle)
from multiple Wagyu regions, we try to separate the common
trends and each regional trend. We propose a new method for
these tasks to treat a data set with hundreds of features.

Wagyu is known as a high-quality branded beef of Japan,
with a feature of soft and tender meats due to fats mixed in the
meat. There are several regions famous for Wagyu in Japan,
and each region has different policy of breeding sires and beef
cattle to produce larger amount of higher-quality meat. This
contention among regions has improved the methodology of
breeding beef cattle so far. However, since they mostly de-
pend on traditional methods based on statistics on bloodlines
or breeding experience, there is an apparent limitation in beef-
quality improvement.

Recently, several comprehensive analyses in genomics or
proteomics have been developed, for example, gene and pro-
tein expression profiles that include expression values of so
many genes and proteins are available with smaller cost than
ever. Specifically, we have a large number of explanation vari-
ables retrieved from each sample, which potentially makes us
predict beef quality of each beef cattle in the early stage of
beef-cattle breeding. This also could lead to the innovative
methodology of breeding beef cattle to improve its beef qual-
ity.

Here, the first problem is that the variables in genes or pro-
tein profiles are so many that we can hardly select the op-
timal variable set to predict beef quality. The second prob-
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lem is that beef cattle of distinct regions has different trend
on its data so some analytic methods to treat this problem is
required. As for the first problem, recently sparse analyses
have been developed in which near optimal feature selection
is possible with small computational cost. Especially, if we
intend to perform multiple regression, LASSO is often used.
LASSO minimizes MSEs (Mean Square Errors) in the form
of multiple linear regression, in which by using L1 regularizer
most of the coefficients are to shrink to zero. LASSO actually
selects a near-optimal variable set within feasible time even
if the number of available variables is very large. However,
LASSO has a problem in Wagyu analysis that it cannot catch
up with the trend of each branded Wagyu regions.

Multi-task LASSO(MT-LASSO) [2], which considers mul-
tiple objective functions in selecting a variable set has been
proposed. MT-LASSO applies L1/L2 penalty to retrieve a
variable set that commonly explains the multiple objective
functions. This by definition can be used to explain the trend
of each region of Wagyu brand by retrieving the common
variables that explain trends of the all target regions. How-
ever, MT-LASSO retrieves a variable set without considering
the balance of effects among multiple regions so that it may
select a variable set that strongly effects on a region while
weakly effects on other regions. Furthermore, it is known in
both LASSO and MT-LASSO that the selected variables are
not always optimal in terms of multiple regression so that we
can hardly retrieve the optimal set of variables that explains
the target traits of Wagyu beef [3]. Methods to retrieve the
optimal variable set while considering multiple Wagyu brand
regions are required.

In this paper, we present a solution for this problem, i.e., we
propose a variable selection method IFS (Incremental Feature
Selection) that retrieves an optimal commonly effecting vari-
ables among multiple Wagyu regions within a feasible com-
putational time. We first exploit a single regression results,
i.e., correlation coefficients, and fairness indices among them
to retrieve a small number of variables as a candidate of se-
lected variables. Second, we make a pair of those selected
variables, and retrieve a certain number of pairs from them
using the multiple correlation coefficients and the fairness in-
dices among regions. We repeat this process to make candi-
date combinations including a larger number of variables. By
testing all combinations of the candidate variables with multi-
ple regression and fairness indices, we finally retrieve the best
variable set within feasible time.

This paper is organized as follows. In Section 2, we de-
scribe the trend of Branded Wagyu beef. In Section 3, we
introduce LASSO and MT-LASSO. In Section 4, we present
a proposed method and its algorithms, and its computational
complexity is analyzed in Section 5. After the evaluation re-
sults shown in Section 6, finally we conclude the work in Sec-
tion 7.

2 BRAND WAGYU BEEF

Japanese Black Cattle is a beef cattle peculiar to Japan,
which produces various brand beef called Wagyu such as Kobe
beef, etc. There are many regional brand beefs in Japan, each
of which has its own way to breed cattle, and apply its own

criterion to authorize whether each head of cattle is sold under
the name of the brand beef. As the authorization criteria, there
are several items, e.g., the birth of cattle, the way to raise cat-
tle, the rating of beef, etc. Among them, the rating of beef is
the most important. The rating criteria include various values,
and especially 6 items among them are regarded as the most
important ones to judge whether a head of cattle is authorized
as brand beef [5]. The 6 items, which we call economical
traits, are CW (Carcass Weight), BMS (Beef Marbling Stan-
dard), YE (Yield Enhancement), RT (Rib Thickness), SFT
(Subcutaneous Fat Thickness), and REA (Rib-Eye Area). Ba-
sically from these criteria, the price of beef in the market is
determined. Therefore, the farmers of brand beef have been
made a great endeavor to produce quality beef.

Wagyu farmers take various methodologies to produce qual-
ity beef stably. One of the most important methods is to con-
trol bloodline so as to have better values of the economical
traits. Since the bloodline is known to have close relationship
with economical traits, efficient inbreeding by producing and
identifying genetically excellent individual cattle has a signif-
icant importance to improve the value of brand beef site. Each
brand-beef site usually breeds several head of cattle called
sires that have excellent genetic ability [6], [7]. From sires,
we take sperms and freeze them, and sell them to farmers.
With this system, excellent bloodline of sires is distributed to
farmers and generate thousands of children cattle from an ex-
cellent sire. Note that, in brand-beef sites, father of each beef
cattle is called ‘1-generation ancestor’ and the father of beef
cattle is one of the most important criteria to predict econom-
ical traits of beef cattle.

As a statistical methodology to predict economical traits of
beef cattle from past records, the breeding values are usually
used in brand beef sites. The breeding values are calculated
for each economical trait, which represent the ability to im-
prove the trait values compared to the average ability in the
group. There are two kinds of breeding values, i.e., estimated
breeding values and expected breeding values. The former is
calculated for sires who have descendants with carcass char-
acteristic scores and represents the ability to improve 6 eco-
nomical traits. In contrast, the latter is calculated for each
beef cattle that does not have enough number of descendants
to estimate breeding values.

We have several variations of bloodline models used to
compute breeding values. Currently, the most frequently used
model is so called ‘animal model,’ which considers all the rel-
ative relationship including brothers of beef cattle that have
the same mother. With a bloodline model and the data set,
BLUP method calculates the breeding values in a statistical
manner as the genetic ability inherited through bloodlines [8].
The expected breeding value for each beef cattle is calculated
as the average of its two parents.

On the other side, raising method to produce high-value
beef cattle stably also has been studied so far. However, meth-
ods in this area are mostly depends on experiences of farm-
ers, and are not based on any scientific results or real data.
For example, livestock associations or stock farmers have ac-
cumulated their experience to raise high-value beef cattle as
know-how or some kind of manuals. This kind of information
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has wide variations from direct methods such as how to feed
cattle to indirect methods such as the structure of cowsheds.
As for the academic results, a few studies have been pub-
lished on the relationship between raising methodology and
economical traits. For example, there is a study on improv-
ing BMS values by controlling the concentration of vitamin
A [9]. However, in the current state, we have still too little
knowledge to actually control economical traits in raising in
livestock farms.

3 LASSO AND MULTI-TASK LASSO

LASSO [1] is a well-known technique for feature selection
from the large number of features based on linier regression
models. Let S be the given set of samples, and F be that of
features. Let xsf (s = 1, 2, . . . , |S|, f = 1, 2, . . . , |F |) be the
measured feature value of sample s on feature f , where |S|
and |F | are the number of elements of S and F , respectively.
Hereafter we may write just S and F in place of |S| and |F |
for conciseness. Let xs = (xs1, xs2, . . . , xsF )

T, be the mea-
sured vector for each sample s ∈ S, where AT denotes a
transposed matrix of A. Let X = [x1,x2, . . . ,xS ] be the ma-
trix of the feature data. Let ys be the measured trait values for
each sample s, and y = (y1, y2, . . . , yS) be the trait vector.
Then, LASSO is formulated as follows:

β̂ = arg min
β

(∥y − βX∥+ λ|β|) (1)

where λ is a non-negative regularization parameter, and β =
(β1, β2, . . . , βF ) is a coefficient vector for X . Additionally,
∥β∥ represents the L2 norm of a vector β defined as ∥β∥ =√∑

f∈F β2
f , and |β| represents the L1 norm defined as |β| =∑

f∈F |βf | Due to the effect of L1-norm penalty with λ, most
of βf converges to zero during the computation of the optimal
solution. As a result, we have a small number of non-zero
coefficients, and this process works as a feature selection from
a large number of feature variables.

Multi-task LASSO [2] is an extension of LASSO, which
treats multiple objective functions. Let us denote T as the set
of tasks (i.e., set of objective functions), and also let us define
a feature matrix and a trait vector for each task. Namely, we
let x(t)

sf be the measured feature values for task t ∈ T . Also,

let y(t)s be the measured trait values for task t ∈ T . Similarly,
we also write x

(t)
f , X(t), y(t), β(t) etc. Note that the number

of samples for each task S(t) could be different. Then, the
MT-LASSO is expressed as follows:

Ŵ = arg min
W

(
∑
t∈T

∥y(t) − β(t)X(t)∥+ λ|w|), (2)

where W is the coefficient matrix that combines all coef-
ficient vectors, defined as W = [β(1),β(2), . . . ,β(T )], and
w is the vector of L2 norms of the coefficients where w =
(∥w1∥, ∥w2∥, . . . , ∥wF ∥), and wf for f ∈ F is defined as
wf = (β

(1)
f , β

(2)
f , . . . , β

(T )
f ). Note that the regularization

term is the combination of L1 and L2 norms, as shown in
Fig. 1. In MT-LASSO, the coefficients β

(t)
f are defined for
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Figure 1: L1/L2 Regularization in Multi-task LASSO

each f ∈ F and t ∈ T . To proceed feature selection and coef-
ficients optimization altogether, MT-LASSO uses the combi-
nation of L1/L2 regularization. First, L2-norm of wf , the co-
efficients vector of the same feature is computed, and second,
L1-norm of those are used in the regilarization term. This en-
ables us to select the commonly effective features for all tasks
first, and then to optimize coefficients of the selected features
within each task.

MT-LASSO can be applied to our problem. Note that, in
each region t of brand Wagyu, distinct samples, i.e., heads
of beef cattle, are grown up so that we have measured fea-
ture sets X(t) for each region t. As for the trait, we apply
the same trait such as BMS, but each region has their own
beef cattle, so that the data is expressed as y(t). By solving
MT-LASSO with the above X(t) and y(t), we can obtain the
commonly effective feature set among multiple regions within
the framework of MT-LASSO. However, the problem is that
MT-LASSO does not consider the balance of effects among
multiple regions. Additionally, MT-LASSO lacks optimality
so that a non-optimal set of features would be selected fre-
quently. In this paper, we try to improve the optimality utiliz-
ing correlation coefficients between y(t) and x

(t)
f while bal-

ancing the effects on multiple regions using a fairness index.

4 THE PROPOSED METHOD

4.1 Problem Formulation
In this study, with a given set of regions T , we retrieve a set

of features that has comparably high correlation for all region
t ∈ T . For each region t ∈ T , for a given measured trait set
y(t), and a measured feature set X(t) for features F , we try to
find a feature set F ′ ⊆ F that minimizes total MSE under the
constraint that the fairness index of MSEs among all regions is
larger than a given threshold. We use Jain’s fairness index [4]
to measure the ‘fairness,’ namely, to measure the uniformity
in the effect of those feature set. This index takes one when
all the values are the same, and takes n−1 in the worst case,
where n is the number of input values (i.e., regions in this
study). In the proposed method, the fairness in MSE among
regions are defined as follows.

FIF ′ = J(E
(1)
F ′ , . . . , E

(T )
F ′ ) =

(
∑

t∈T E
(t)
F ′ )2

n
∑

t∈T (E
(t)
F ′ )

2 (3)

Here, for the retrieved feature set F ′, we let E(t)
F ′ be the
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MSE in region t ∈ T , and let FIF ′ be the fairness index of
MSEs among all regions. Also, we let E(all)

F ′ be the MSE
computed from all samples s in all regions T . Then, the prob-
lem formulation to solve in this paper is shown as follows.
Problem Formulation

Given M , the number of features to retrieve, and J , the
least required value of FIF ′ , find the feature set F ′ that min-
imizes E(all)

F ′ under constraints |F ′| = M and FIF ′ ≥ l.

4.2 Proposed Algorithm
As shown above, we propose an algorithm to compute a

feature set that marks equally high correlation in every region
t ∈ T . Specifically, since LASSO minimizes MSE, we also
use MSE as the performance index, and compute a feature
set that takes equally small MSEs for the given feature values
x(t) for each region (t ∈ T ). Generally, the computational
complexity explodes when we select a set of M features that
leads minimum MSE from a large number of features because
we must compute MSEs through multiple regression for every
combination of M features in the data set. In our algorithm,
we solve this problem by increasing the number of features
step by step. Namely, we start from a set of single features,
next we make pairs of features, and then triads of features,
and so on. Every time we increase the member of the sets, we
filter the sets to limit the number of sets in order to limit the
computational time. Generally, in multiple regression analy-
sis, MSE values for a set of features tends to be smaller when
a part of them leads to low MSE values. By making use of
this property, we repeat increasing the member of features in
the combinations and filter them, and finally obtain the best
set of M features within feasible computational time.

Specifically, to retrieve several features out of hundreds or
thousands of features, we first make a single regression anal-
ysis, compute MSEs, and filter them with those MSEs. With
the reduced number of features, we make all possible pairs
of the features, and filter them to retrieve pairs that have uni-
formly high MSEs in multiple regression analysis. Next, we
make all possible triads of features by combinatorially adding
one feature to the pairs, and filter them in the same way to
retrieve a feasible number of triads. By repeating those, we
finally obtain a set of M features that has good MSEs as well
as good uniformity in MSEs among regions. By limiting the
number of feature sets in each stage, we provide a guarantee
on computational time to be feasible.

As aforementioned, we denote the given regions of Wagyu
brand by t ∈ T , feature set by F , measured value vector for
feature f ∈ F by x

(t)
f , measured value matrix for all fea-

tures by X(t), and measured trait vector by y(t). For each
stage i of our algorithm, Gi is input and Gi+1 is output,
where Gi is a family of feature sets represented by Gi =
{F1,i, F2,i, . . . , Fk,i}, (1 ≤ k ≤ N), in which Fk,i ⊆ F , |Fk,i|
= i, and N is a predefined natural number.

We present the algorithm to obtain the solution F ′ in the
following.

1. Initialize with i = 1 and Gi = F .

2. Compute MSEs by applying multiple regression analy-
sis between y(t) and Fk,i ∈ Gi, and get E(t)

Fk,i
for each

t ∈ T and Fk,i ∈ Gi. If i = 1, since the number of fea-
tures in Fk,i is one, we apply single regression analysis
between each feature f ∈ Fk,i and y(t) instead.

3. Compute the fairness index FIFk,i
from E

(t)
Fk,i

(∀t ∈ T )
for each Fk,i ∈ Gi.

4. Compute MSEs with all samples of all regions, i.e.,
compute E

(all)
Fk,i

for each feature set in Fk,i.

5. Obtain a family of feature sets G′
i ⊆ Gi by retrieving

feature sets Fk,i with FIFk,i
≥ Jl.

6. If |G′
i| > N , limit the number of elements in Gi: Ob-

tain G′′
i ⊆ G′

i by retrieving N -smallest feature sets in
G′

i with respect to E
(all)
Fk,i

. Otherwise, G′′
i = G′

i.

7. Obtain the family of feature sets Gi+1 as follows.

(a) Create a set of features included in G′′
i . Specif-

ically, retrieve all features included in some fea-
ture sets in G′′

i , and make a feature set Hi =
{f1,i, f2,i, . . . , fn,i}.

(b) Create a family of feature sets Gi+1 by making all
combinations between G′′

i = {F1,i, F2,i, . . . ,
Fk,i} and Hi = {f1,i, f2,i, . . . , fn,i}. Namely,
Gi+1 = {F1,i ∪ {f1,i}, F1,i ∪ {f2,i}, . . . , F1,i ∪
{fn,i}, F2,i∪{f1,i}, . . . , F2,i∪{fn,i}, . . . , FN,i∪
{f1,i}, . . . , FN,i ∪ {fn,i}}.

(c) Remove duplicated elements in Gi+1.

8. If i < M , do i = i+ 1 and return to step 2.

9. Select the least MSE feature set F ′ that satisfies FIF ′ ≥
J from G′′

M , and output it.

We explain each steps of the algorithm. See Table.1 for
definitions of variables.

First of all, in Step 1, we initialize variables i and Gi.
In Step 2, we compute MSEs by applying multiple regres-

sion for all feature sets in Gi and the target trait. Specifically,
for each region t ∈ T and feature set Fk,i ∈ Gi, we perform
multiple regression analysis between x

(t)
Fk,i

and y(t), and ob-

tain the MSE value E
(t)
Fk,i

as a result.
In Step 3, we compute the fairness index for each feature

set in Gi based on the formula (3), which represents the uni-
formity of the effects of Fk,i on each region.

In Step 4, we apply multiple regression and compute MSE
for each Fk,i again, but using all samples S(t) in all regions
in T altogether. We let x(all)

F = (x
(1)
F ,x

(2)
F , . . . ,x

(s)
F ) be the

feature matrix and let y(all) = (y(1),y(2), . . . ,y(s)) be the
trait vector. Then we can compute MSE denoted by E

(all)
F as

a result of multiple regression of x(all)
F and y(all). Note that

E
(all)
Fk,i

is computed for each Fk,i ∈ Gi.
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Table 1: Notations

Symbol Description
i Current processing stage.
F Set of Features.
T Set of Wagyu region t

x
(t)
f Measurement vector of feature f in region t.

y(t) Measurement vector of a trait with region t.
Gi Family of feature sets in i-th stage.
Hi Set of features included in Gi.
E

(t)
Fk,i

MSE value in i-th stage computed from

regression with x
(t)
F and y(t) in region t.

E
(all)
Fk,i

The MSE in i-th stage computed with all
samples in all regions.

FIFk,i
Jain’s fairness index computed for Fk,i.

J Threshold on fairness index given as
constraint for output.

l Margin for J to allow possible candidates
with smaller value than J . In algorithm,
we apply Jl as the threshold.

N The number of feature sets to be selected on
each stage.

M The number of features to be selected finally.

In Step 5, we filter the feature set in Gi using Jain’s fairness
index to exclude the feature set unlikely to be a candidate for
final output. With Jain’s fairness index, we examine the uni-
formity of MSEs for each region t ∈ T . If the uniformity is
high, the feature set is said to have correlation equally to all
regions, meaning that the feature set includes general effect
for Wagyu, not depending on regions. Through preliminary
test, we found that the MSEs and fairness indices computed
with a feature set F has small difference from those computed
from the feature set F ′ = F − {f} for f ∈ F . Thus, our ba-
sic strategy is to keep feature sets whose fairness indices are
high enough in each stage of the algorithm. We apply thresh-
old J × l to FIFk,i

and obtain the feature set G′
i ⊂ Gi. The

threshold J and l are predefined constants, where J represents
the requirement on fairness index for the final output of the al-
gorithm. l provides a mergin for threshold J to allow feature
sets with a little smaller value than J included in a candidate
feature set Gi. Note that a feature set in stage i that has a little
smaller fairness index than J can increase its fairness index in
stage i+1 by adding one feature. The margin l works to keep
the potential candidates for the next stage.

In Step 6, we limit the number of feature set in G′
i up to

N elements. This step aims at ensuring the computational
time to be feasible. As we mention later, the computational
time highly depends on N . This is done by using MSE values
E

(all)
Fk,i

computed in Step 4, i.e., if |G′
i| > N , we select top-N

feature sets in terms of MSE, and create G′′
i . Note that MSE

is the most important selection criteria in the objective of this
paper, and in this paper, we intend to obtain the minimum
MSE feature set under the constraint that the fairness index is
larger than J .

In Step 7, we create a family of feature sets for the next

stage, i.e., Gi+1. When we increment the processing stage
from i to i + 1, the number of features in the feature set also
incremented by one. Our basic strategy is to make all com-
binations of adding one feature to each feature set F ∈ G′′

i .
As candidate features to add, we make a feature set Hi that
consists of all features included in the feature set family G′′

i ,
and make all combinations of Hi and G′′

i . By removing du-
plicated feature sets, we regard the set as Gi+1.

In Step 8, we repeat the above process until the number of
elements in the feature set reaches M .

Finally in Step 9, we select the best feature set from G′′
M

and output it. The best feature set is the one that have min-
imum MSE value among the sets whose fairness indices are
larger than or equal to J .

5 COMPUTATIONAL COMPLEXITY

In this section, we analyze the computational complexity
of the algorithm. The computational complexity depends on
S, the number of all samples in all regions, N , the maxi-
mum number of feature sets in each stage, M , the number
of stages, and T , the number of regions. The initialization
process in Step 1 is clearly O(1). In Step 2, we compute
MSE for each feature set and for each region. Since the num-
ber of feature sets is less than N2, and the complexity of
multiple regression is O(S), the complexity of this part is
O(SN2). In Step 3, we compute fairness index for each fea-
ture set. The complexity to compute a fairness index is O(T )
when MSE values for each region is given. Thus, the com-
plexity of this part if O(TN2). Since T ≪ S, this can be
regarded as O(N2). In Step 4, we do multiple regression
with all samples in all regions for each feature sets, taking
O(SN2) time. In Step 5, we remove feature sets whose fair-
ness indices are less than Jl from Gi, which takes O(N2)
time. In Step 6, we sort the feature sets by MSE, and select
top-N sets. Since we sort at most N2 elements, the complex-
ity is O(N2logN2) = O(N2logN). In Step 7, we create the
family of feature sets Gi+1. Since the number of elements
is at most N2, the complexity is O(N2). Step 8 and 9 ap-
parently takes O(1) time. The above is the complexity for
one stage. Since we have M stages, the total complexity is
O(SMN2logN).

In Fig. 2, we show the real computational time in our evalu-
ation described later. The parameters are S = 96,M = 6, and
N = (50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550),
and the proposed method is executed on a general personal
computer equipped with Intel i5 2.8GHz CPU and 8GB Mem-
ory. The results show that the computational time increases as
N increases, but the slope is not steep. Although the number
of samples in this data set is not large, the computational time
of the proposed algorithm is feasible for a certain magnitude
of data size.

6 EVALUATION

6.1 Data Description
We evaluate the proposed method compared with the result

of Multi-task LASSO (MT-LASSO). The data consists of 3
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Figure 2: Execution Time of Proposed Algorithm

regions of branded Wagyu, which we refer region A, B, and
C, and each region has 51, 10, and 35 beef cattle (i.e., sam-
ples) in the data. Each beef cattle has been grown up in one
of the regions, and the 6 economical traits were measured be-
fore slaughtered and sold as meat. As aforementioned, the 6
economical traits are CW (Carcass Weight), REA (Rib-Eye
Area), RT (Rib Thickness), SFT (Subcutaneous Fat Thick-
ness), YE (Yield Enhancement), and BMS (Beef Merbling
Standard). As a result, our data has 6 trait values for each
sample from 3 regions.

The feature data set is a proteome expression profile of
serum; for each beef cattle, serum is taken with the interval
of 3-4 months, which are analyzed by SWATH-MS [10] (Se-
quential Window Acquisition of all Theoretical fragment ion
spectra Mass Spectrometry) method with our own preprocess-
ing treatment. In this method, we got the expression levels
of 135 proteins for each sample. As a result, we got 135
protein expression values for 6 periods of time, so we have
135×6 = 810 features for each sample from 3 regions. After
removing the features that contain null values, we have 580
features to apply the proposed method.

6.2 Evaluation Methods
We applied the proposed method and MT-LASSO to the

data set described above. MT-LASSO originally is a feature
selection method based on multiple objective functions, but
it can be applied to our problem, i.e., it treats the same ob-
jective function for different data groups. To the best of our
knowledge, MT-LASSO is the only method that treats multi-
ple regions under a single objective function.

As evaluation criteria, we use MSE and the fairness index
to compare those two methods. We select MSE rather than
correlation coefficients to compare performance of the two
because LASSO (as well as MT-LASSO) is an optimization
scheme based on MSE. We also use Jain’s fairness index [4]
to measure the uniformity of the effects (i.e., correlation mea-
sured by MSE) among multiple Wagyu regions. When the
fairness index takes high value, i.e., close to 1, we can regard
that the selected feature set has uniformly the same level of
correlation in all regions, meaning that the effect is not spe-
cific in a particular region, but expresses a general property in
Wagyu. To separate the general effect from regional ones is
the objective of this study.

As parameters, we set M = 6, i.e., we retrieve a set of 6
features to explain target traits. We choose this value consid-
ering the number of samples in each region. We also set J =
0.8, l = 0.8, and N = (50, 100, 150, 200, 250, 300, 350, 400,
450, 500, 550), which are determined through preliminary tests.
In MT-LASSO, to compare the performance with the pro-
posed method, we adjust the parameter value λ to select ex-
actly 6 features, and used the results in our comparison. We
tried to use MT-LASSO implementation included in scikit-
learn [12], but unfortunately, this cannot treat our dataset; it
does not support the case with the same objective function
applied to multiple groups. However, when we focus on the
feature selection function, the mechanism of MT-LASSO is
exactly the same as LASSO. (Notice that MT-LASSO first
makes a feature selection based on L1 norm penalty, and then
determine coefficients for each objective function based on
L2 norm.) Thus, we apply LASSO implementation included
in Python scikit-learn library for the results of MT-LASSO.
Additionally, to expect the fairness in comparison, we do not
use the MSE value obtained directly from MT-LASSO. To get
rid of the effect of penalty terms, we made a multiple regres-
sion analysis with the features retrieved by MT-LASSO, and
used the MSE values in our comparison.

6.3 Evaluation Results
In Fig. 3, we show the comparison results on MSE values

for each target trait. We see that the proposed method outper-
forms MT-LASSO in every trait. The cause of errors in MT-
LASSO is the L1-norm regularization term. In contrast, the
proposed method selects feature sets in the stepwise manner
during which we keep good combinations of features as can-
didates of the solution. These results show that our strategy
clearly works, and the performance is better than MT-LASSO
(as well as LASSO) even if we keep only 50 (N = 50) candi-
dates in each stage. Figure3 also shows that the performance
goes better when N is increased, although the performance
improvement is not significant. Note that, in this figure, MT-
LASSO is shown to always take the same value since it does
not have parameter N .

In Fig. 4, we show the results on fairness index. We see
that, in most cases, the proposed method presents better per-
formance than MT-LASSO, meaning that the proposed method
surely retrieves feature sets that uniformly effects on all re-
gions. We see that the performance of the proposed method
involves some fluctuation, which is not seen in MSE perfor-
mance. This is because the primal objective function is not
fairness index, but MSE. It is natural that the best-MSE fea-
ture sets do not always have the best fairness index value.

More importantly, we see that the proposed method always
keeps the constraint of fairness index, i.e., the value must be
larger than J = 0.8. Recall that the proposed method intends
to minimize MSE under the constraint on fairness index. We
succeeded to keep the constraint and to ensure that the fair-
ness index is above the preconfigured threshold J = 0.8.

In summary, we showed that the proposed method not only
ensures the minimum bound on fairness index, but also mark
better optimality on MSE compared with MT-LASSO as well
as LASSO.
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Figure 3: Results on MSE

7 DISCUSSION ON APPLICATION

In this section, we discuss how to apply the proposed meth-
ods in practice. We proposed two different techniques in this
paper. One is IFS, which takes the incremental approach to
select optimal set of features, and the other is an extension of
IFS, which enable us to retrieve a commonly effective feature
set among multiple groups. The first method IFS solves the
same problem as well-known LASSO, which is used widely
in variation of feature selection cases. Thus, IFS is also ap-
plicable a wide variety of practical cases to obtain the optimal
set.

The second method, the extension of IFS, is compared with
Multi-task LASSO in our evaluation. However, Multi-task
LASSO originally is a method to select a feature set that ex-
plains more than one objective variables. In other words, the
task we are focusing on, i.e., retrieving a commonly effective
feature set among many features under a single objective vari-
able, has not been tackled so far. Nevertheless, this new task
may be required in several cases, e.g., analyzing causes of a
pandemic disease among countries or regions could be a tar-
get. There are many candidate features that causes a disease
spreading. To identify the common causes among regions and
separate them from those specific to the region may be a use-
ful application.

8 CONCLUSION

In this paper, we proposed a new feature selection method
IFS (Incremental Feature Selection) that incrementally increases
the number of elements in the candidate feature sets in or-
der to finally select a quasi-optimal feature set that minimizes
MSE in multiple regression analysis. In addition, we consid-
ered to retrieve commonly effective feature sets among differ-
ent regions of Wagyu brands to identify the generally effective
features that explain Wagyu beef quality regardless of Wagyu
regions. We proposed to apply fairness indices among MSE

values of multiple regions to limit the least allowable fairness
among MSEs as a constraint.

Through evaluation compared with LASSO and Multi-task
LASSO, we showed that the proposed method IFS outper-
forms those conventional methods. From the result, we proved
that the incremental approach works more effectively to de-
crease error in MSE than the well-known LASSO. Although
the computational time of IFS is larger than LASSO, it is still
feasible if the given feature set size is in the order of hundreds
or thousands. Additionally, we showed that IFS enables us
to provide a constraint of fairness in MSEs among different
Wagyu regions. We outperform MT-LASSO in retrieving a
fairly effective feature set not only optimality in minimizing
MSEs but also in that it guarantees the minimum fairness in
MSE among regions.

As future work, how to determine the parameters J and l
would be interesting. In addition, designing a method for pre-
dicting beef-quality traits from the common and regional fea-
ture sets retrieved from IFS would be one of the challenging
topics.
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Abstract – Two representations of a conversational agent to 

support second language communication were compared, one 

of which was a CG character agent and the other was a voice 

agent. Except for the appearance, these agents were identical 

in terms of the function to intervene in the conversation be-

tween the native speaker and the non-native speaker and to 

pass the next speaking turn to the non-native speaker. A few 

distinctions were found between the two in the influence on 

the second language conversation. The voice agent was more 

effective in intervention, and was perceived more useful by 

the participants.  

Keywords: Conversational agent, Second language commu-

nication, Voice user interface, Non-native speaker, Turn tak-

ing 

1 INTRODUCTION 

In recent years, globalization has increased the 

opportunities for conversation in the second language among 

people from different countries. Cross-cultural 

communication has disincentives such as differences in 

language and culture. Especially when a non-native speaker 

(hereinafter NNS) conducts conversation in a second 

language with a native speaker (hereinafter NS), he/she often 

face problems in listening comprehension of NS speech as 

well as in speaking, because his/her oral skills and knowledge 

in the second language are limited and thus difficult to make 

a story smoothly. As a result, there are differences in the 

amount of speech between NS and NNS [1], and the tendency 

of NS to take the initiative in conversation [2].  

To improve these biases, methods and tools to support more 

participation of NNS in conversation have been proposed [3]-

[6]. However, most of those are not very easy to use in 

everyday life in terms of portability and equipment cost, as 

they require a PC with a display or the installation of a robot, 

and so on [7]. More convenient form of a support tool is 

desired with the expansion of opportunities for second 

language conversation. Audio support without video can be 

considered along this line. In this research, we compared the 

voice agent with the existing CG character agent which works 

in the same way.1 

1 This is an extended version of the paper presented at IWIN 

2019. 

2 RELATED WORK 

2.1 Second Language Conversation Support 

Systems 

Various studies on supporting second language conversa-

tion have been conducted recently. Majority of them are on 

presenting visual information such as text and images. For 

example, a face-to-face cross-cultural communication sup-

port system was proposed that displayed related information 

on the nouns appeared in a conversation [3]. A keyword shar-

ing system to promote mutual understanding in a remote con-

versation between NS and NNS has been studied where key-

words in the voice conversation are entered by NS for accu-

rate and efficient content summarization and they are shown 

in each screen for better understanding and participation of 

NNS [4]. In the speech speed awareness system, the speech 

speed of the speaker is constantly detected and when it be-

comes too fast for NNS, the system notifies it through a 

screen [5]. Guo et al. has developed a CG character agent with 

voice to support second language conversation [6]. When a 

long silence occurs in the conversation between NS and NNS, 

the agent takes the speaking turn and talks to the NNS to pass 

the next speaking turn to him/her. It aims to encourage NNS 

utterance for better participation, which would result in better 

productivity in conversation.  

All of these second language conversation support systems 

require a screen and a PC, and are not very portable. Consid-

ering that the second language conversation takes place in 

various places, it is desirable to develop a small portable sys-

tem. 

2.2 CG Character Agents and Robots for In-

tervention in Conversation 

A CG character agent and a robot are often introduced to 

support conversation. Huang et al. proposed a CG character 

agent that participated in human conversation and presented 

information during the conversation [8]. From a WoZ exper-

iment of intervention to conversation, the following four 

types of interventions was shown to be effective. No.1 was 

“provide-topic” that provides new topic to the conversation. 
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No.2 was “more-information” that provides additional in-

formation to the topic of the conversation. No.3 was “recall-

support” that supplements the information that the user has 

forgotten. No.4 was “discussion-support” that organizes the 

content of the conversation so far. In particular, the rating of 

“provide-topic” was high, which indicated the demand for 

keeping conversation. 

Akiba et al. developed a robot agent to be a facilitator in 

order to eliminate social imbalances in multi-party conversa-

tion [9]. The robot was life-size and intervened in the conver-

sation between the two participants who were leading it when 

there was a less involved participant. 

Those agents and robots also have visual appearances and 

need bulky equipment. 

2.3 Representation of Agent and Its Psycho-

logical Influence 

Research has also been conducted on the psychological ef-

fects of the form of an agent on users. Naito et al. [10] com-

pared with a robot, a CG character, and a voice agent on the 

user's attitude toward information acceptance. A robot signif-

icantly increased the user's acceptance attitude, and there was 

no difference between a CG character and a voice agent on 

the information acceptance attitude. There have been other 

experiments to improve affinity and communication by mak-

ing the agent look and act like human. According to Takeuchi 

et al., a human-like agent could promote relaxed dialogue 

with little psychological burden, but at the same time, could 

cause excessive expectations for its behavior [11]. Hara et al. 

conducted a study asking if it is possible to give more feeling 

of being watched by making the appearance of a camera robot 

eyeball-shaped. It was shown that the eyeball-shaped camera 

robot could make people feel more nervous and afraid than 

the normal camera robot. As a result, it was shown that the 

presence of the eye could make people feel more nervous and 

afraid than the camera [12].  

Those studies indicate representation of an agent has psy-

chological effects and influences on human behavior. In this 

research, we are interested in the influence of appearance of 

an agent that facilitates second language conversation be-

tween NS and NNS.  

3 CONVERSATIONAL AGENT 

The agent used in this study is a second language conversa-

tion support agent based on the turn taking rule developed by 

Guo et al. [6]. It participates in conversation and try to pass 

the speaking turn to NNS according to the next speaker selec-

tion technique and the turn taking rule in conversation be-

tween NS and NNS. 

Figure 1 shows the system configuration. The voices of NS 

and NNS are by taken by microphones (1). The volume of 

each voice is detected by the voice detection module in PCs 

(2). The voice detection module notifies to the silence detec-

tion module whether received sound exceeds pre-determined 

threshold value (3). The silence detection module gathers in-

formation from the voice detection modules to know silence, 

and notifies to the Wizard, an experimenter, when silence 

continues for more than 2 seconds, because it is regarded as 

another turn even if the former speaker speaks again [13] (4). 

The Wizard selects an intervention speech which is most ap-

propriate in a next turn (5). The agent starts performing inter-

vention by the selected speech (6). 

As the agent's intervention, Guo et al. applied the adjacent 

pair pattern "Question-Response" (e.g. "What do you think, 

NNS?") and the additional question (e.g. “You think so, don’t 

you, NNS?”) based on the next speaker selection technique 

[14]. However, it might be unnatural when the agent inter-

venes after the NNS utterance. Therefore, in this research, the 

intervention patterns based on the “Question-Response” 

shown in Table 1 were used with reference to the intervention 

by Yoshino et al. [15]. In this study, we used the WoZ method 

to manually determine the intervention content, because it 

was decided based on the last speaker before the silence. 

4 EXPERIMENT 

We investigated the influence of representation of our con-

versational agent that facilitates second language conversa-

tion between NS and NNS. Specifically, it was whether the 

voice agent and the CG agent provided the same support and 

the same psychological effect on the participants. 

Table 1: Agent intervention patterns. 

Last 

speaker 

Intervention pattern after 2 seconds of 

silence 

NS 

Ask a specific participant for an opinion 

・What do you think, NNS?

Ask for a new opinion 

・Do you have any opinion, NNS?

NNS 

Ask for an utterance that supplements 

own opinion 

・I see NNS. Could you tell me more?

Ask for a new opinion 

・Do you have any other opinion, NNS?

Figure 1: Configuration of the agent system. 

178
T. Inoue et al. / Visual Appearance is not Always Useful: Voice is Preferred as 
a Mediating Conversational Agent to Support Second Language Conversation 



4.1 Participants 

The participants were a total of 48 people of 24 pairs each 

consisting of a native Japanese speaker and a non-native Jap-

anese speaker. JLPT N2 was required as the language skill of 

a non-native Japanese speaker to meet our target who could 

speak Japanese but not fluently like native speakers. JLPT is 

a standardized criterion-referenced test to evaluate and certify 

Japanese language proficiency for non-native speakers [16]. 

N2 level certifies the ability to understand Japanese used in 

everyday situations, and in a variety of circumstances to a 

certain degree [17]. They were recruited from a Web bulletin 

board, and were undergraduate or graduate university stu-

dents. Each pair was new to each other and of the same sex in 

this experiment.  

4.2 Design 

In order to investigate the influence of agent representation, 

we conducted within-subject experiments under the follow-

ing three conditions. 

1) CG condition

The CG character agent displayed on the screen intervenes

in the conversation. 

2) Voice condition

The voice agent from the loudspeaker intervenes in the con-

versation. 

3) FTF condition

Participants talk face-to-face without the agent.

Figure 2 shows the scenes from the experiment.

The CG agent was implemented using the MMD agent,

which is an open-source toolkit for building voice interaction 

systems with a CG character [18]. An agent built by the MMD 

agent has a basic function to perform language and non-ver-

bal interaction with people. The appearance of the agent is 

shown in Fig. 2(a). For our purpose, specific motion of the 

agent including facial expression was not used. What was 

used in this study was its default behavior and facial expres-

sion, which was to sit still with slight swaying and normal 

facial expression to avoid giving a strange impression. By 

adding a socket plugin-in to the MMD Agent, the agent was 

able to be controlled with a Python program. For speech de-

tection, one of audio I/O libraries PyAudio was used [19]. For 

speech synthesis, a Japanese text-to-speech system Open 

JTalk was used [20]. It provides the voice of a female speaker 

model called the "May" character. The voice agent was the 

same with the CG agent but only used its voice part. 

Each pair had free conversation in 5 minutes for each con-

dition. The topic was different each time. The order of partic-

ipation in the conditions was balanced by the Latin square 

method. 

4.3 Data 

1) Conversational behavior

The video and audio data were collected from three cameras,

the panoramic camera that captures all of NS, NNS, and the 

agent, and the two cameras that capture each speaker from the 

front. From this video and audio, we analyzed the conversa-

tional behavior of NS, NNS and the agent. The total length of 

data used for analysis was 3 conditions * 24 pairs * 5 minutes 

= 360 minutes.  

From the collected video data, speech segments were ex-

tracted under the condition of minimum silent interval of 400 

milliseconds [21] using the segmentation function of the an-

notation tool ELAN. The part where the utterances over-

lapped and the part where the voice was low were segmented 

manually to avoid incorrect segmentation. Then the speech 

segments excluding non-verbal speech segments such as 

laughter, cough and sigh were classified as NS speech, NNS 

speech, and agent speech. 

2) Questionnaire

The questionnaire consisted of the following items. They

were the items such as naturalness of communication, ease of 

speech, for evaluating overall impression of communication 

and conversation [3], [22]-[24], items regarding the appropri-

ateness of the agent intervention and usefulness, items for 

measuring stress in conversation, and items regarding the 

agent's impression for evaluating the influence of the agent 

representation on the participants [11], [25]-[26]. Items re-

lated to an agent were asked to the CG condition and the voice 

condition, and not to the FTF condition. All items were meas-

ured in 7-point Likert scale where 1 corresponded to strongly 

(a) CG condition

(b) Voice condition

Figure 2: Scenes from the experiment. 
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disagree to 7 corresponded to strongly agree. It is better eval-

uated in the item #1 to #18 and #22 to #23 as having higher 

scores, while in the item #19 to #21 as having lower scores. 

5 RESULT 

5.1 Number of Intervention by the Agent 

We found a mistake in the operation of the wizard in a pair, 

whose data was removed.  

The total number of agent interventions in the 23 pairs was 

70, of which 29 times in the CG condition and 41 times in the 

voice condition. Paired t-test found a marginally significant 

difference between the conditions (t(23)=-1.96, p = .06). 

5.2 Categories of Intervention by the Agent 

Interventions were categorized into 2 types of effective in-

tervention and ineffective intervention, where NNS took the 

next speaking turn in effective intervention while he/she did 

not take it in ineffective intervention. 

We removed 3 interventions, all of which were in the CG 

condition, from the analysis. For one, the system stopped 

right after the intervention due to malfunction. For other 2, 

the interventions were the end of the sessions. 

Table 2 and Fig. 3 show the result. The effective interven-

tion was 65.4% in the CG condition and 90.2% in the voice 

condition. 

A two-way ANOVA was used to compare whether there are 

differences in the number of interventions between the con-

ditions of CG and voice, and between the categories of effec-

tive intervention and ineffective intervention. The result 

showed a marginally significant difference for the main effect 

between conditions (F(1,88) = 3.13, p = .08) and a significant 

difference for the main effect between categories (F(1,88) = 

23.4, p <.01). A significant difference was also found for in-

teractions (F(1,88) = 8.70, p = .004), but since there was a 

sufficient difference in the number of interventions between 

the categories, simple main effects were examined by a Bon-

ferroni-corrected t-test using the number of interventions in 

each category.  

As a result, significant differences were found between the 

number of effective interventions in the voice condition and 

the following numbers: the effective interventions in the CG 

condition (t(22) = -3.66, p = .008), the ineffective interven-

tions in the CG condition (t(22) = -5.18, p = .0002), the inef-

fective interventions in the voice condition (t(22) = 5.13, p 

= .0002). 

5.3 Participants’ Speech 

The speech frequency is shown in Fig. 4. A two-way 

ANOVA comparing between the speakers of NS and NNS, 

and between the conditions of CG, voice, and FTF revealed 

no significant differences in the main effect and interaction 

(Inter-speaker main effect, F(1,132)=0.98, p=.32; inter-con-

dition main effect, F(2,132)=0.14, p=.87; interaction, 

F(2,132)=1.09, p=.34). 

The ratio of the time each speaker was speaking during the 

conversation (speech time / conversation time * 100) is de-

fined as the speech time ratio. Figure 5 shows the speech time 

ratio of each NS and NNS for each condition. A two-way 

Table 2: Categories of intervention. 

Effective Ineffective Total 

CG (#) 17 9 26 

CG (%) 65.4 34.6 100 

Voice (#) 37 4 41 

Voice (%) 90.2 9.8 100 

Figure 3: Ratio of interventions by the agent. 

Figure 4: Speech frequency. 

Figure 5: Speech time ratio. 
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ANOVA comparing between the speakers of NS and NNS, 

and between the conditions of CG, voice, and FTF revealed 

no significant differences in the main effect and interaction 

(Inter-speaker main effect, F(1,132)= 0.006, p=.94; inter-con-

dition main effect, F(2,132)= 0.62, p=.62; interaction, 

F(2,132)= 1.49, p=.23). 

Figure 6 shows the results of the speech balance, which is 

defined as (the number of utterances of the less talkative 

speaker) / (the number of utterances of the more talkative 

speaker) * 100 (%) [27]. A one-way ANOVA comparing be-

tween the conditions of CG, voice, and FTF revealed no sig-

nificant difference (F(2,69)=0.09, p=.92). 

Back channeling is a short expression sent by the listener 

while the speaker is using the right to speak [28]. To compare 

the degree that the participant plays the role of the listener, 

the back channeling rate (the number of back channeling / the 

number of utterance * 100) was calculated. Back channeling 

was judged according to the definition of the back channeling 

expression by Yoshida et al. [29]. The results are shown in 

Fig. 7. A two-way ANOVA comparing between the speakers 

of NS and NNS, and between the conditions of CG, voice, 

and FTF revealed no significant differences in the main effect 

and interaction (Inter-speaker main effect, F(1,132)=0.52, 

p=.47; inter-condition main effect, F(2,132)=0.44, p=.64; in-

teraction, F(2,132)= 0.74, p=.48). 

5.4 Questionnaire 

Figure 8 shows the items for impression of communication 

and conversation. Figure 9 shows the items for the usefulness 

of the agent. Figure 10 shows the items for the impression of 

the agent. Figure 11 shows the items for the stress in conver-

sation. 

To examine whether there were differences in the results of 

the questionnaire between conditions, Friedman tests were 

performed for questions #1 to #9 and #19 to #23, which asked 

participants in all three conditions, and Wilcoxon’s signed-

rank tests were performed for questions #10 to #18, which 

asked participants in the CG and voice conditions. As a result, 

we found that the scores of NNS in the following items were 

significantly or marginally significantly lower in the CG con-

dition than in the voice condition. They are the item #10 "I 

felt the agent was involved in the conversation" (Z = -2.07, p 

=.04), the item #13 “I could speak a lot because of the agent 

intervention.” (Z = -2.03, p = .04), and the item #14 “I felt the 

agent’s utterance timing was appropriate.” (Z = -1.75, p = .08). 

6 DISCUSSION 

6.1 Influence of the Agent Representations on 

Conversation 

It was surprising that the influence of the agent representa-

tion seemed differ in some aspects.  

The tendency of more number of interventions in the voice 

condition in 5.1 indicates more tendency of long silence oc-

curred at the same time. Although the differences were not 

statistically significant, it seems to be consistent with the fact 

that the voice condition had smaller values than the CG con-

dition in all of Fig. 4, 5, and 7 which related to participants' 

conversation. 

Figure 7 shows that the intervention was relatively effective 

in both the voice and CG conditions, and that the intervention 

resulted in a higher proportion of NNS speech in the voice 

condition, which might not be meet our expectation.  

Again, although the difference was not statistically signifi-

cant, the following can be read from Fig. 4, 5 and 7. The 

speech frequency of NNS seemed slightly higher than that of 

NS in the CG condition and the voice condition, while that of 

NNS seemed lower than that of NS in the FTF condition. Also, 

the speech time ratio of NNS seemed slightly higher than that 

of NS in the CG condition and the voice condition, while that 

of NNS seemed lower than that of NS in the FTF condition. 

Moreover, the back channeling rate of NNS seemed slightly 

lower than that of NS in the CG condition and the voice con-

dition, while that of NNS seemed higher than that of NS in 

the FTF condition. It is interesting that there is such con-

sistency in the trend of conversation change. NNS seemed to 

be more of a listener in the FTF condition. But agent inter-

vention seemed to have reversed it. 

Overall, the result could assure the feasibility of a voice 

agent. 

Figure 6: Speech balance. 

Figure 7: Back channeling rate. 
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6.2 Influence of the Agent Representations on 

Subjective Impression 

From the questionnaire, the voice agent was better accepted 

than the CG agent in some question items, which related to 

the agent usefulness. Nevertheless, the average scores for the 

voice agent were lower than neutral, so they were not highly 

rated; the both agents were rated low, meaning that CG agents 

were rated even lower. 

It might be possible that these lower ratings for the agents, 

especially for the CG character agent, were the reflection of 

the over expectation for an agent with very limited capability 

mentioned in Section 2.3. 

For other question items, the significant difference was not 

found between the conditions. One of the possible reasons 

may be that the CG character appearance does not play any 

role in this conversational agent system. Actually, only the 

voice element of the agent system was used for intervening in 

the conversation, which could make the visual element not 

useful.  

There were no significant differences between any of the 

agent conditions in comparison to the FTF. In other words, 

the agents did not have a subjectively noticeable effect on 

Figure 8: Questionnaire result for conversation. 

Figure 9: Questionnaire result for the agent usefulness. 
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conversation or stress. The objective data showed that the 

agents worked in a certain way on the conversation, but were 

not very aware of it by the participants. 

Another possibility that the agents did not get noticeable 

difference might be the positions where the agents were 

placed. The agents were placed on the side of the participants 

as in Fig. 2. This setting could certainly affect the magnitude 

of an agent's impact, in particular the magnitude of the visual 

agent's impact, and the results. Thus the agent placement is 

the information needed to reproduce the results. 

6.3 A Mediating Conversational Agent to 

Support Second Language Conversation 

A summary of the findings of this study are as follows. 

1) In many cases, NNS actually acquires a speaking turn

and starts the next utterance by an agent who participates in 

the conversation between NNS and NS and takes a simple ac-

tion of giving the right to speak to NNS. 

2) The voice agent is more effective than the CG agent in

transferring the right to speak, and is also perceived to be 

more useful. 

3) The addition of the agent (who intervenes only during

long silences of more than 2 seconds) does not affect the con-

versation very much, nor does the participants feel any effect. 

In this study, as a second language conversation support 

system, we investigated the influence of the representation of 

the agent who intervenes in the conversation, based on the 

related research that the agent representation has a psycho-

logical effect. It was possible that the influence of CG was 

not seen from the similarity with [10], the results were some-

what surprising and the CG agent performed worse. As a 

study with similar direction of the result, in classical mediated 

communication experiments of problem-solving tasks, it is 

known that audio is an essential medium and video has little 

impact [30]. It can be said that the usefulness of media such 

as audio and video depend largely on what is done. CG was 

not only unnecessary in the agent’s role in this experiment, 

but it may also have undercut expectations of competence for 

human-like CG. 

Of course, the results of this experiment may also depend 

on the appearance and behavior of the CG agent used in this 

experiment. The visual impact may be increased by using an 

agent that gives a stronger impression, or an agent that has 

Figure 10: Questionnaire result for the agent impression. 

Figure 11: Questionnaire result for stress. 
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facial expressions or gestures. The same applies to the agent 

placement described in 6.2. This is the limitation of this study. 

How can we use such an agent? The good news is that a 

voice agent would be sufficient for this purpose, as you don't 

have to make any visual parts (if it's not a special one). If you 

just want to output sound, you only need a loudspeaker, which 

makes it more portable. For example, you don't have to sit 

down at a dedicated conference table where a CG agent shows 

up to start a conversation. You can use it for a little standing 

talk by running it on a smartwatch. Since conversations occur 

everywhere, it's nice to have the system easier to use. If it be-

comes easier to use, it is conceivable to improve the practi-

cality by working on a method of voice intervention in the 

future. 

7 CONCLUSION 

In this research, we compare a CG character agent and a 

voice agent to support second language conversation. In the 

evaluation by 24 pairs of participants in the experiment, the 

intervention in conversation by the agent generally resulted 

in passing the speaking turn to NNS successfully, but more 

when the agent was voice-only. From the results of question-

naire survey, the voice agent gave an impression that it was 

more useful than the CG character agent. This finding indi-

cates that visuals are not always important when designing 

agents to intervene with people, but rather demonstrates the 

availability of agents in environments where providing suffi-

cient visuals is not easy, such as mobile environments. 
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