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Abstract - The damping of musical instruments is spectrally-
shaped, showing beatings and non-exponential decay. Such
behaviour can be explained by viscoelastic damping, which
also shows spectral sidebands and mode coupling. Previous
physical models of musical instruments do only roughly im-
plement viscoelastic damping. The present Finite-Difference
Time Domain spectrally-shaping viscoelastic model on the
other hand models complex damping spectra as physically
reasoned viscoelasticity discussing a membrane. The model
assumes a memory, delaying the strains of previous time points,
while convolving these strains with a damping function, only
to add it to the present stress. It therefore uses a complex
Young’s modulus and a complex tension, where the real part
represents damping. The damping function is calculated as
the inverse Laplace transform of the complex Young’s mod-
ulus spectrum. Contrary to modal analysis, the resulting am-
plitude decay of a damped target frequency is not exponen-
tial. This is in accordance with the physics of viscoelasticity
acting with a memory. Amplitude and frequency modulations
are found, leading to sidebands in the spectrum. The damping
frequency width Q of neighboring frequencies damped by a
target frequency is discussed. A sharper Q with longer mem-
ory and smaller inverse Laplace transform real kernel constant
γ is found as expected.

Keywords: Physical Modeling, Musical Instrument Acous-
tics, Viscoelastic Damping, Finite-Difference Time Domain
Method, Percussion instrument

1 INTRODUCTION

A vibrational system has basically two types of damping,
an external damping caused by energy loss due to radiation,
and an internal damping caused by energy loss within the
structure. The reasons for the internal energy loss are not per-
fectly clear [17]. There are thermodynamic losses [15] of sev-
eral kinds, viscoelastic losses due to shearing, atomistic and
quantum mechanical considerations of molecular restructur-
ing [9] [21] next to other explanations. Thermal losses expect
materials with a higher thermal conductivity to be damped
stronger. But although e.g. a metal plate has higher thermal
conductivity than a wooden plate, the wooden plate is damped
stronger. Therefore thermal losses are expected not to be the
major contribution to internal losses. The present paper dis-
cusses internal losses due to viscoelasticity only.

Physical models of the drum have been performed for In-
dian drum heads [19], the snare drum [7], or the bass drum

[3] using Finite-Difference methods. Fractal derivatives have
been suggested to replace complex models by single, but frac-
tal derivatives. These lead to a power law of damping [13].
Chaigne uses a Maxwell time-dependent model for damped
plates [8] with still considerable differences between model
and experiment.

All these models do not allow for a spectrally-shaping vis-
coelastic damping in the physical model. They only assume
an exponential damping curve depending on frequency. Ba-
sically two damping terms are used as part of the differential
equation, a first-order time derivative of the dependent vari-
able multiplied by a damping constant, and a first-order time
and second-order spatial derivative of the dependent variable
with plates or membranes. In the first case a perfect exponen-
tial damping depending of frequency results. In the second
case higher frequencies are damped stronger, compared to the
perfect exponential decay case [8]. The second case becomes
necessary in cases with strong viscoelasticity.

Nevertheless, the damping behaviour of material used for
musical instruments like wood or leather has a complex
frequency-dependency. Although exponential in general, some
frequency bands might be damped stronger, some weaker,
compared to the perfect exponential damping. This is as-
sumed to contribute strongly to the ‘liveliness’ of wood or
leather as material for musical instruments. Guitars built of
plastic, like e.g. the Maccaferri plastic guitar, are often per-
ceived to sound plastic, and are therefore rejected [12]. The
material property of a spectrally-shaping viscoelastic damp-
ing is therefore crucial when replacing traditional material
with polymer or hybrid material.

This also holds for physical models of musical instruments,
which need to sound as realistic as possible. Using a spectrally-
shaping viscoelastic damping method in the models allows for
a realistic reproduction of musical instrument sounds. The
role of internal damping has not been in the focus of musi-
cal acoustics over the last decades. Still as models improve in
quality, the differences between real and modeled instruments
still existing seem to be caused to a great extent by the lack of
a spectrally-shaping viscoelastic damping model.

Experimental data of viscoelastic losses in leather show
an increase of damping with higher temperatures above its
glass transition temperature [11] which are additionally fre-
quency dependent. Higher water content of leather also leads
to higher internal damping. The reasons for such a damping
behavior are mainly thought to be a reconfiguration of colla-
gen fibers, within them and between the fibers, where water
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molecules become part of the collagen structure [11]. Col-
lagen is a very stiff protein and therefore leather is basically
considered a crystal. Still the layering of leather fibers al-
lows gaps which are filled by water, as well as by molecules
which are introduced by the process of tanning. Here water
molecules enter in two ways, either as larger portions between
collagen fibers or as single molecules between or even within
collagen molecules. The former is responsible for leather to
freeze to a hard plate around zero degree Celsius. The other
water molecules lead to a slow melting process around a cer-
tain temperature, adding most to the strong viscoelastic prop-
erties of leather. Additional components of this viscoelastic
internal damping are sudden changes in the molecular ge-
ometries when stress is applied. All these processes lead to
a phase shift between stress and strain which again leads to
an internal energy loss of the vibration. Internal damping can
be very strong and therefore contributes considerably to the
timbre of a drum built of leather.

Basic models of viscoelastic damping have mainly been
discussed with Finite-Element Methods [24]. Here the Maxwell
and the Kelvin-Voigt model for relaxation and creep respec-
tively are normally used as time integration models, where
combinations of both are able to build arbitrarily complex
damping behavior. Both creep and relaxation may have very
short but also very long time constants. Guitar builders speak
of the ‘flowing’ of wood when the tension the strings apply
to the soundboard leads to a plastic strong deformation of the
soundboard over years. Relaxation appears with musical in-
struments which have plates under tension, like top and back
plates of guitars or a crowned piano soundboard. Instrument
builders often estimate that the internal tension relaxes over
about one year and the deformation due to tension becomes
again a plastic deformation with no internal tension left.

Sound absorbing material research uses mainly bitumen-
, liquid- and nanotube-based materials [25]. The modeling
in this field is nearly exclusively done using the Maxwell or
the Kelvin-Voigt model. Again damping is strongest when
the operation temperature of the material meets the glass-
transition temperature. Complex frequency- and temperature-
dependent damping curves appear with sandwich plates [26].
Using a center-finite-difference method [27] shows the ap-
pearance of frequency band-gaps in periodically stiffened plates,
still here caused by the periodicity of the material and not
mainly by viscoelastic effects. The methods used are modal
analysis and do not consider the development of the damped
amplitudes.

The complex nature of internal damping also appears with
wood. In a review paper [5] finds a close correlation between
Young’s modulus and the damping parameter tan δ for 450
wood species, the relation between imaginary and real parts
of a complex Young’s modulus, an index often used when
measuring viscoelasticity. This index is not taking frequency-
dependence of damping into consideration. Damping corre-
lates with Young’s modulus, but not with wood density [6].
Comparing normal and compression wood, where the amount
of cellulose is higher, it appears the the micro fiber angle
(MFA), the angle the cellulose fibers lay inside the second
cell wall correlate with both, Young’s modulus and damping

[4]. Obataya et al. investigate the influence of viscoelasticity
to the vibration of reeds [16].

Viscoelasticity may also vary over musical instrument ge-
ometries. Adding additional paste to a drum head is a com-
mon practice for drums in Southeast Asia. Indian drums,
especially tablas are studied in terms of the additional mass
added to their drum head [19] [18] called sihai which is placed
concentric for the dayan and off-centric for the bayan drum.
Varying the width, position, smoothness and strength of the
sihai it was found that the harmonic overtone relations of the
drum modes change and can meet values very close to har-
monic ratios.

Tablas have a clear pitch, still they are not played as melody
instruments. The Myanmar drum circle pat wain on the other
hand needs to be tuned to pitches over about three octaves [1].
The paste adds considerable viscoelasticity to the drum, next
to the leather the drum head is built of. Experimentally it was
found that a double-headed drum, like the pat wain shows a
coupling of the drum heads for lower modes, while the higher
modes are more or less decoupled [22] [18]. Normally the
upper drum head is keeping its frequency at the lower modes
while the lower drum head is forced into the motion and fre-
quency of the upper one.

Several other studies deal with drums. The vibration of the
Karen bronze or ‘frog’ drum has been studied experimentally
[14], finding complex modes up to 3 kHz. The influence of
non-uniform tension of a drum head was studied using laser-
interferometry measurements, where degenerated modes have
been found [23] mostly leading to musical beats. The eigen-
modes of the drum vessel were analyzed using Finite-Element
methods [10]. The coupling between the drum head and the
wooden shell was investigated using Finite-Elements for a
bass drum [3].

The model presented allows for a very precise computer
simulation of vibrational systems in general, using a drum as
an example. As internal damping shapes the overall spec-
tral amplitude shape of sounding objects considerably, the
suggested model in future can also be used in sound design,
sonification, auralization, room acoustics, or in urban envi-
ronmental noise problems. These topics have become an in-
tense focus of modern engineering over the last years, where
simple estimations of overall energy, roughness, sharpness, or
brightness of a sound are way not enough to satisfy modern
auditory demands. As musical instruments have always been
subject to very precise tuning of timbre they are an excellent
benchmark.

The method of using Finite-Difference Time Domain (FDTD)
sound synthesis belongs to the analysis-by-synthesis approach.
It is an alternative to the analyzing branch of information pro-
cessing, taking existing sounds and deriving their properties
using spectral analysis or related techniques. The model ap-
proach on the other side gives detailed insight into the mate-
rial and geometrical properties of the objects, and therefore
allows the formulation of a state-space of all possible sounds.
Such a state-space can then be used to understand existing
sounds with respect to their physical sources, and therefore
help to classify and identify sounds with analytical informa-
tion processing tools much easier. This makes an interplay
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between the two analysis ways possible, the forward synthe-
sis and the backward analysis techniques. Such model tools
will be subject to machine learning based on physical model-
ing in the near future. Still this interplay can only reasonably
work when using physical models, taking all crucial parame-
ters into consideration. As internal damping strongly shapes
the sound of musical instruments, as well as all sounding ob-
jects in a frequency-dependent way, without such a model as
presented here a precise relation between physics and analy-
sis can only be rough. Due to the complex nature of internal
viscoelastic damping such a model is complex too. Addition-
ally, the literature in this field is scarce. The present model is
a suggestion to fill this gap to some extend.

First the paper considers viscoelasticity as a frequency-depen-

dent spectrum of a Young’s modulus, as known from litera-
ture, and later the stiffness of a membrane. Transferring the
equations into the time-domain is done via an inverse Laplace
transform. Results for a reduced system, a 0-dimensional
mass-spring system are discussed, showing complex decay
behavior, as well as sidebands with strong damping. Then
results for the membrane are shown, estimating the damp-
ing strength in correlation with the input parameters of the
model as well as the damping frequency width, the impact of
a damped target frequency onto its neighboring frequencies.

2 METHOD

2.1 Viscoelastic Finite-Difference Model
The drum membrane is modeled as a Finite-Difference Time

Domain (FDTD) model, used before in models of whole ge-
ometries of a guitar, a violin and several other musical in-
struments [2]. It is implementing the equation of a membrane
with tension T(x,y), area density ν(x,y) = m(x,y) / B, damping
constant D, and displacement u, like

T(x,y)
ν(x,y)

(
∂2u
∂x2

+
∂2u
∂y2

)
=

∂2u
∂t2

+ D
∂u
∂t

. (1)

The tension is often called T in the literature, and E is de-
noting the Young’s modulus. Both are closely related, as E is
measured in Pascal [Pa], or force per area, and T is measured
in Newton [N]. In viscoelastic literature mainly the Young’s
modulus E is used, defined as the proportionality constant be-
tween stress and strain. As the differential equation of the
membrane can also be interpreted as a stress-strain relation,
we discuss the viscoelastic model using Young’s modulus E
at first, and later use tension T or Young’s modulus E, to be
close to literature conventions.

The area density ν(x,y) depends on the mass m divided by
the area B of the membrane. As is the case with membranes
which are nonuniform in thickness, its mass varies along x
and y. Therefore ν(x,y) depends on space. Also the tension
T(x,y) has a spatial distribution. If a drum is tuned by ad-
justing tuning pegs at its rim, most often it is not possible to
adjust the tuning pegs such, that the drum has a perfectly uni-
form tension distribution over its whole area. Therefore also
the tension T(x,y) depend on x and y. The implemented model
therefore allows any density and tension distribution. Still as

the focus of this paper is on the viscoelastic damping, density
and tension are kept constant, although the model itself easily
allows for complex distributions.

This differential equation of the membrane includes a damp-
ing term, which leads to an exponential decay of the drum
eigenfrequencies, both in time and in frequency. Each partial
is therefore exponentially decaying, and the spectrum of the
sound will have an exponential decay towards higher frequen-
cies. All this damping depends on a single variable alone.
Still experiments nearly never show such a simple behavior.
Although damping roughly behaves exponentially, strong de-
viations appear from such a simple exponential decay, show-
ing amplitude fluctuations, sudden drops, especially right af-
ter tone onset or a decay much longer than expected. Indeed
literature shows viscoelastic damping to result in a spectral
band-gap, and multiple damped bands end up in a complex
amplitude spectrum, as discussed in the introduction.

To account for this, internal damping can be expressed as
a complex and frequency dependent Young’s modulus E(s)
with the complex frequency

s = α+ ıω . (2)

Then the stress-strain relation in the frequency domain be-
comes

σ(s) = E(s) ϵ(s) , (3)

with stress σ and strain ϵ. To implement this in a model, the
multiplication in the frequency domain can be transformed
into the time-domain as a time convolution like

σ(t) =
∫ ∞

0

ϵ(t − τ) h(τ) dτ . (4)

Here h(τ) is a function representing the time domain of
the complex Young’s modulus E(s). The present stress is the
result of all previous strains weighted by h(τ). An inverse
Laplace transform is used to transfer E(s) into h(τ) like

h(τ) =
1

2πı

∫ s=γ+ı∞

s=γ−ı∞
E(s)esτds . (5)

Here γ is a constant for all ω and need to be chosen such
that the solution converges. The choice of γ, together with
E(s), determines the damping strength, and therefore is cho-
sen to meet a desired damping. Still for all E(s), γ is a con-
stant.

This solution converges to the non-viscoelastic case when
E(s) does not have any real part. In this trivial case with con-
stant Young’s modulus E0 the inverse Laplace transform is

h(τ) = E0 δ(τ) , (6)

where δ(t) is the Kroneker delta function with δ(0) = 1 and
δ(τ ̸= 0) = 0. An unusual material with internal damping
only at frequency ω0 has

h(τ) = E0 δ(τ) + Re{E(s)} esτ , (7)

with damping amplitude Re{E(s)}.
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Therefore a frequency-dependent internal damping spec-
trum can be written like

h(τ) =
∫

s
Re{E(s)} esτds . (8)

Each spectral component of a sound is damped with its own
damping parameter µ(s) and therefore has a time series like

u(s, t) = A(s) e−µ t eı ω t . (9)

Note that it is necessary to clearly distinguish between the
real part of the Young’s modulus Re{E(s)}, the real part of the
inverse Laplace integrations γ, and the decay µ. Re{E(s)} is a
material property, the viscoelasticity of the vibrating material.
Re{E(s)} can be measured experimentally by examining the
phase relation between stress and strain of a material under vi-
bration of frequency s. γ is a signal processing tool which de-
fines the frequency range, or the filter Q of damping. Indeed
real viscoelasticity appearing at a certain frequency has also
a Q-value. Therefore also this parameter can be measured.
Still as additional sound properties appear with viscoelastic-
ity, like amplitude modulation, side bands or mode coupling,
defining a simple filter Q is only a rough approximation of the
viscoelastic behaviour. Therefore the relation between γ and
Q is not straightforward. Finally, µ is only an analysis pa-
rameter, the damping exponent of the resulting time series, as
best fit to the decay of the respective frequency. Again as the
real damped time series shows beatings and non-exponential
decay behaviour, µ is a rough estimate. Eq. 9 is therefore
an oversimplification of the real process, and therefore γ will
only be a rough estimation of the general decay of single fre-
quencies. Only the whole viscoelastic equation is suitable to
model real behaviour, which is caused by the combination of
Re{E(s)} and γ.

2.2 Complex Young’s Modulus and Complex
Tension

There is a temporal delay between stress and strain which
can be expressed as an angle δ, the phase relation between
stress and strain for a single frequency. δ is often measured as
this phase relation, and in the literature often written as

tan δ = EI/ER , (10)

the relation between the imaginary and real parts of the
complex Young’s modulus.

The stress-strain relation is also the definition of the Young’s
modulus. In the case of a membrane we do not have a Young’s
modulus, so we need to transfer the idea.

Strain is dimensionless and refers to the potential energy
of the system caused by displacement differences. The stress
is weighted force applied to the structure in order to obtain
the strain. In the dynamical case this force can have differ-
ent parts, the acceleration of the system, damping, or external
forces. The unit of the Young’s modulus is that of stress, force
over area, as strain is dimensionless.

The stress-strain relation is therefore a force balance, ac-
cording to Newton’s idea of mechanical systems in which all
interactions can be written as a sum of forces (actio-reactio).

Therefore it is straightforward to replace the strain with the
spatial differentiation of the membrane, another force term,
and the Young’s modulus by force over area density. As the
area density is hardly complex, clearly the tension is the pa-
rameter we can refer to as complex and frequency dependent.
Then the viscoelastic membrane equation reads∫ ∞

τ=0
h(τ)

T(x,y)
ν

(
∂2u(x,y,t − τ)

∂x2
+

∂2u(x,y,t − τ)

∂y2

)
dτ =

∂2u(x,y,t)
∂t2

.

(11)
Note that in this equation the damping term with damping
constant D and first derivative of displacement with respect to
time was omitted, as it is no longer necessary. All damping
can be modeled using the viscoelastic term. Still viscoelastic-
ity is not the only cause for damping. Another major damping
is that of radiation loss. This again is complex and beyond the
scope of this paper. Due to complex mode shapes, the radia-
tion loss of complex geometries can be calculated analytically
only for very simple geometries. There is no general analyt-
ical solution. Still roughly this damping is exponential with
respect to frequency. Therefore one might still keep the first-
order differential term with respect to time as a damping term
of external damping.

2.3 Analytical Proof of Non-Exponential Time
Decay of Viscoelastic Damping

Now we can analytically decide, if the viscoelastic decay is
exponential in time or not. Solving this equation is not trivial,
both for the spatial part v(x,y) as well as for the temporal w(t)
with

u(x,y,t) = v(x,y) w(t) . (12)

As we are interested in the temporal development of single
frequencies, we can leave the exact solution of v(x,y) for a
later stage, and assume that when finding this solution, which
is subject to some boundary condition, it can be differentiated
with

∂2w(x,y)
∂x2

+
∂2w(x,y)

∂y2
= b(s) w(x,y) , (13)

where b(s) is a constant depending on s. Then Eq. 11 sim-
plifies to

T(x,y) b(s)
µ

∫ ∞

τ=0

h(τ)w(t − τ) dτ =
∂2w(t)
∂t2

. (14)

Basically, b(s) w(x,y) could be the solution of any set of
linear differential equations, and we will use this later, study-
ing the model with a 0-dimensional mass-spring system. The
viscoelastic model for such a system would be

K
∫ ∞

τ=0

h(τ)w(t − τ) dτ =
∂2w(t)
∂t2

, (15)

where K is the spring stiffness.
It is interesting to see that inserting the expected exponen-

tial damping solution into Eq. 14 or Eq. 15, similar to Eq.
9,

w(t) = A e−αteıωt (16)
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is obviously not solving it. This means that the model of
a frequency-dependent viscoelasticity, as time delay of pre-
vious strains entering the present stress, does not necessarily
lead to the straight solution of an exponential decaying wave.

2.4 Memory Effect of Viscoelasticity
This is reasonable when remembering the physical reason-

ing of viscoelasticity as a delay of previous strains acting to
a present stress. Such a system has a memory, and previous
vibrations will act on the present one. In most cases this leads
to a damping, as the additional acceleration produced by the
previous strains counteracts the present acceleration, there-
fore reducing it and therefore damping the system.

Still the previous strains might also act as an additional ac-
celeration, which then is driving the system. Considering a
strong viscoelastic damping, where most of the energy is gone
after 10 ms. If the h(τ) is longer than 10 ms and still acts un-
til 15 ms, the acceleration supplied by h(τ) after 10 ms does
not find a vibration on the geometry which it could counteract
anymore and will drive the system again. This means that the
strain stored in system has a kind of a memory and will act as
an energy supply.

This additional energy will again be subject to viscoelastic
damping later on again, and so the system will decay on the
long run. But in such a situation we would expect an ampli-
tude beating on top of a generally exponential decay. Such
amplitude beatings are indeed found experimentally quite of-
ten. Of course they may have many reasons, like degener-
ated or close modes interacting and beating, or like complex
couplings in complex geometries which musical instruments
most often are. Still viscoelastic damping can also be a source
of such amplitude beatings.

To go one step further in this discussion, when increasing
the memory time, which in our model is decreasing γ, the
amount of stored strain acts will increase the damping but
will also increase the driving. Then the total damping be-
havior will be a combination of damping and driving, and we
will expect a peak for strongest damping at a certain value
of γ, which we will indeed find in the model results later on.
Therefore the relation between the strength of viscoelastic-
ity γ and the resulting decay exponent µ is highly nonlinear.
Again there is no analytical solution to this relation and there-
fore one task below is to calculate the relation for a parameter
space of both parameters, together with the third parameter
changing µ, which is the viscoelasticity Re{E(s)}.

To push this even further, with extreme values of γ we will
even expect the driving to be larger than the damping, and the
system will not decay but increase in energy. This is no physi-
cal case anymore in terms of normal viscoelastic damped sys-
tems. Still it is a feature which we might use to model energy
supply to a system. Of course this need to be done carefully,
as a real energy supply by a string or another coupled part of
a musical instrument might follow different rules.

Still the beating found is perfectly physical and known from
strongly viscoelastic damped systems, e.g. when rotating an
egg. When suddenly rotating an egg with a hand, the hard
wall of the egg will follow the acceleration without delay,
still the proteins inside the egg are driven only by the eggs

wall and follow the movement only with a visible delay. This
takes energy from the wall rotation, and it will slow down
considerably. But then one can visually experience the wall
to again accelerate, as the energy in the proteins are again act-
ing on the walls with a considerable delay. Then the walls in-
deed have been accelerated again after some time. Therefore
in principle such energy supply due to memory is a physically
expected behavior, and might play a role with musical instru-
ments with higher frequencies as we will see in the results
section.

2.5 Discretization
When implementing the equations on a GPU, the integral

cannot be performed over an infinite time span. It is memory
expensive to store previous strains for all nodal points of the
membrane geometry and perform convolutions for all node
points at each calculated time point. Therefore the equation
restricts the integration time to T. Additionally the calculation
is time discrete. This transforms Eq. 3 into

σt =
N−1∑
τ=0

ϵt−τhτ , (17)

with strain σt at discrete time point t and N samples to use.
Also the integral of the discrete viscoelastic function hτ be-
comes a sum, where only integer multiples of the periodicity
T = N / r at sampling rate r can be used like

hτ =
1

2πı

N∑
k=1

Ek e
γ τ/reı ωk τ/r, with τ = 0, 1, 2, 3, ...N − 1

(18)
where Ek are now the discrete complex values for frequen-

cies

ωk = 2π k / r with k = 1,2,3,...N . (19)

As the calculation itself is kept in the time domain, h(τ)
need to be real and therefore is rewritten like

hτ = E0 δ(τ) +
1

2π

N∑
k=1

Re{Ek} eγ τ/r sin(ωk τ/r + ϕk),

with τ = 0, 1, 2, 3, ...N − 1 (20)

The Kroneker delta function sums up all imaginary parts of
the Ek and for itself behaves like the non-viscoelastic case, as
shown above. The following sum can be performed only for
those ωk where Re{Ek} ̸= 0 and is zero for all others. The
sine functions need to be used for the transient case, where a
drum is hit by a stick, or a guitar string by a finger, etc. There,
starting from t = 0, the strains only build up, starting from
ϵ(0) = 0. Then the phase ϕk = 0. When using a cosine term,
the convolution would be out of phase with the strains and
therefore no viscoelastic damping can occur. Depending on
the musical instrument investigated, ϕk can be any function,
in the present study ϕk = 0 for all k.

Note that the Young’s modulus in the case of no viscoelas-
tic damping is now purely imaginary instead of real and only
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get a real part when viscoelastic damping takes place. The
reason is the use of s= α+ ıω, where ω is the frequency and
α the damping. This is no loss of generality, as also stress and
strain are defined as functions of s like σ(s) and ω(s), and
therefore in terms of no viscoelastic damping their relative
phases are zero as physically true.

Now as total damping consists of internal plus radiation
damping, a term for modeling radiation damping is missing.
The omitted temporal derivate term would not serve here well,
as radiation damping is only roughly related to a simple expo-
nential decay, the derivative term leads to, as discussed above.
Radiation loss depends on the eigenmode shape of the radiat-
ing body and therefore also need to be modeled frequency-
dependent, just like internal damping. Radiation damping
could therefore be modeled geometrically by adding the air
volume around the drum to the model. Still this would make
computational time very much higher.

Still radiation loss can be calculated in alternative ways. If
the geometry is simple, like with a circular drum, radiation
loss can be calculated analytically. Alternatively, radiation
loss can be calculated for more complex geometries when the
vibration modes are known. Then radiation can be calculated
as forward propagation by integrating the mode vibration into
the air surrounding the drum. The amount of cancellation of
energy due to phase differences in the modes determines the
energy loss of this mode due to sound radiation. As the Finite-
Difference model suggested here calculates the mode shapes
anyway, this approach can be used to determine the energy
loss due to radiation.

In this paper we are interested in viscoelastic damping alone.
Addition other dampings would make the solution a combi-
nation of them and it would be hard to distinguish the strength
of each damping one from another.

2.6 Membrane Model Properties
A circular drum was modelled with a radius of 10 cm a

membrane tension T = 1.7 × 106 N and an area density of
µ = 10−3kg / m2 which results in a fundamental frequency
f0 = 306 Hz for the undamped membrane. A regular rectan-
gular grid of 104× 104 nodal points was used laying over the
circular membrane, where only grid points in the membrane
area were used. The boundary conditions were fixed, so the
displacement at the rim was urim = 0, but all possible slopes
∂urim
∂x and ∂urim

∂x were allowed.
Three frequencies were tested, the fundamental frequency

f0 = 306 Hz, f0 = 1092 Hz and a high frequency f1 = 4174
Hz. These frequencies are peaks in the undamped membrane
and the influence of viscoelastic damping on them was tested.

The calculations were performed on a Graphics Process-
ing Unit (GPU) with massive parallel computation. Still the
model is not real-time and - depending on the GPU used -
calculating one second of sound with a sample rate of 96 kHz
takes between five to ten seconds.

The spatial grid was implemented on the GPU using three
vectors of length 104 × 104 = 10816 vector entries, one for
displacement, one for velocity, and one for displacement stor-
age. The acceleration memory was implemented as a vec-
tor of 104 × 104 × 1000 = 10816000 entries. The CUDA

language was used, implementing the model on an NVIDIA
GTX 1070 GPU on a laptop. The calculations for acceleration
at a present time point, for velocity at a present time point, and
for viscoelastic damping using the acceleration memory vec-
tor were implemented for all 10816 nodal points in parallel.
The new accelerations on the grid were added to the end of the
circular acceleration memory vector, and the pointer of this
vector was shifted by one vector entry. After performing one
time step the new calculated displacements were transferred
to the displacement storage vector. From this displacement
storage vector, in the next time step, the new accelerations
etc. were calculated.

2.7 Post-Processing

To calculate the exponential decay parameter µ from the
resulting time series of the model, a Wavelet transform at f0
was performed using a complex Morlet wavelet. For adjacent
time points the amplitude of the peak frequency was taken,
resulting in a time series of this peak. An exponential de-
cay of this amplitude leads to a steady slope when taking the
logarithm of the amplitude time series, a method well known
from room acoustics. This slope was calculated using a linear
fit model with the data. With very fast decays only the part
of the series was used which lies before the amplitude starts
fluctuating strongly (see example below).

As viscoelastic damping applied to a single frequency is
partly like a filter, for now simplifying by neglecting the am-
plitude modulation or the sideband effect, the frequency width
of this filter is calculated from the time series too. As we deal
with a musical signal having discrete eigenvalues this is not a
straightforward process, like it would be when we would con-
sider a continuous spectrum. The only way to estimate the
influence of damping of a target frequency f0 onto a neigh-
bouring frequency f1 is to calculate both damping coefficients
µ0 and µ1. In analogy to the filter quality definition of Q = f /
∆f, with ∆ f the frequency width of half the amplitude as the
center frequency of the band gap, we define the filter quality
Q like

Q =
µ0

µ1
/∆f , (21)

where ∆f = |f0 − f1|. Q therefore gets higher with a nar-
rower band gap, as one might be used to from filter Q val-
ues. In cases the neighbouring frequency f1 is not affected
by the damping, µ1 = 0. In these cases calculating Q from
it does not make sense anymore, as this frequency no longer
tells about the width of the band gap. In these cases no Q
is displayed anymore. We will have this case below, and as
there f1 is the closest peak next to f0 we cannot tell about the
bandwidth anymore. Still this is not a problem, as defining
a band gap only makes sense if there is an effect on neigh-
boring frequencies, which no longer is the case there. These
values are therefore of particular interest, in these cases one
frequency can be damped without any effect to the rest of the
spectrum.
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3 RESULTS

To test the decay behavior, at first the model is applied to
a 0-dimensional mass-spring system. Then results for the
membrane are presented, discussing frequency dependency,
Q-values, as well as stability.

3.1 Viscoelastic Damping of a Mass-Spring
System

The most simple case of viscoelastic damping is that of a
mass-spring system of Eq. 15, which is modeled here with
D= 109 and mass m=1. The initial values are for the velocity
v(0) = 0 and the displacement u(0) = 1, which were chosen
to easily fit an exponential decay curve to the resulting time
series u, starting at u(0) = 1.

The calculation was performed for four values of γ = 1,
1/10, 1/40 and 1/140, as shown in Fig. 1. The respective
functions h are plotted within each case at the right lower
corner. To each plot an exponential function was fitted by
hand, starting at u(0) = 1 and meeting the next peak. The gray
curve is the integral of the viscoelastic force acting back on
the respective time point. In the general model σ = E ϵ the
displacement u would be the stress σ, and the stored acceler-
ation corresponds to strain ϵ, which acts on the stress with a
memory, the integral of the strains at the previous time points
with h(τ). A sample rate of 96 kHz was used in the simulation
to be the same as with the following example of a membrane.

Theory expects with no damping (γ = 1) a phase alignment
between stress and strain, which is the case, and can be seen
in the top plot of Fig. 1. The small time gap between the two
curves comes from the time integration algorithm, delaying
the acting integrated strain to the next sample point of the
stress.

Also according to theory, with viscoelastic damping, strain
and stress are out of phase with the strain leading, as shown
with γ = 1/10 in the second plot from top. The function h(τ)
is very short in this case and acts on the strain less than 1 ms.
Still the damping is already strong with a fast decay over 5
ms.

Still when fitting an exponential curve to u(t), as e.g. with γ
= 1/10, the curve does not fit the model results perfectly. The
exponent µ of this fit was chosen by hand, starting at unity
with t=0 and meeting the first peak of u(t). With following
peaks the error increases. This becomes worse with higher
damping case of γ = 1/40 (third plot from top).

This deviation of the decay of u(t) from an exponential de-
cay is even worse for γ = 1/140. Here an amplitude and fre-
quency modulation appears and u(t) is far from having a sim-
ple decay behavior. The deviations of decay in the first two
examples γ = 1/10 and γ = 1/40 are therefore no artifacts of
the calculation, but a basic behavior of viscoelastic damping.

The reason for this behavior appears when examining the
integrated strain curve in gray e.g. with γ = 1/140. It only in-
creases over two periods, as integration time is relatively long
here, and previous u(t) enter over up to 6 ms. Still damping
acts on u(t) right from the start, decaying u(t) fast.

Now the damping appears as the stored acceleration over
time and is counteracting the acceleration at the present mo-

Figure 1: For viscoelastic damped time series u(t) of a mass-
spring system with spring constant D = 109 vibrating at 1536
Hz, viscoelastic function h with a length of 10 periods of f,
and for four inverse Laplace transform real kernel values γ
= 1, 1/10, 1/40 and 1/140 (top to bottom). In each case h is
inserted as a side plot within each case. An exponential fit is
applied in all cases by hand to meet the first peak of u(t). In
all cases such an exponential fit does not meet the results. For
smaller γ an amplitude and frequency modulation appears.
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Figure 2: Spectra of the viscoelastic damped mass-spring sys-
tem shown in Fig. 1 for no damping, γ = 1/10, 1/40, 1/140
and the additional case of 1/350. The original frequency at
f = 1536 Hz is decaying with lower γ. At the same time
sidebands appear, which become considerably strong with
γ = 1/350. These sidebands are the result of the amplitude
and frequency modulation of the decaying time series u(t) for
small γ.

ment damping the system. Still if the system is already damped
quite strongly and the stored acceleration is strong too, the
counteraction overshoots, and part of the stored acceleration
is now no longer acting as damping but as an energy sup-
ply. This is a fundamental physical behavior of viscoelastic
damping, which was tried to illustrate with the example of
the rotating egg above.

The back and forth of damping and enhancing of u(t) by
the integrate d strain in the system leads to an amplitude, but
also to a frequency modulation.

Fig. 2 shows the spectra of the time series of Fig. 1 for γ =
1/10, 1/40, 1/140 and additionally γ = 1/350. The case of γ =
1 is plotted too.

The decay at f clearly becomes stronger with decreasing
γ, and the peak is gone with γ = 1/40. Still with γ = 1/140
two sidebands appear above and below f. With γ = 1/350 a
series of these sidebands appear above and below f. These are
the results of the amplitude and frequency modulation of the
mass-spring system by the viscoelastic damping.

Therefore, as a first result of the method we find that a vis-
coelastic damped system does not have a simple exponential
decay, as expected analytically, as shown above. This implies
that Eq. 9 is not a solution of the system, which is expected,
as it is no solution of the viscoelastic differential equation 11.
We therefore find that the naive replacement of a real Young’s
modulus by a complex one, often assumed in modal analy-
sis, leading to a simple exponential decay of the respective
partial may be a good approximation with very slowly de-
caying modes, but is not sufficient for fast decays. Still most
structures of musical instruments, like wooden plates or mem-
branes, especially at high frequencies often have a very fast
decay, and therefore can show a very complicated decay be-
havior and a decay time not meeting that of an exponential
decay.

The example is only 0-dimensional. Therefore the appear-
ing side bands clearly come from the modulation of the vi-
brating point mass. Still with higher-dimensional geometries,

Figure 3: Damping exponent µ calculated as interpolation
from the time series of the model at f = 4174 Hz for four
different amounts of periods of f: 10, 25, 35 and 50 periods.
In each case Re{E(s)} was increased from 0 to 0.0003 in ten
equal steps, and the inverse Laplace real part of integration γ
was used from 1/10 to 1/100 (10 periods), 1/25 to 1/250 (25
and 35 periods) and 1/50 to 1/500 (50 periods). These values
were used to stay within a stable region of the model. The
resulting µ have a peak around γ = 1/150, independent from
the amount of periods used. µ decreases after this peak, indi-
cating a growing influence of driving energy caused by longer
delays.

like with the membrane discussed next, the energy of the side
bands might meet other vibrating frequencies present at the
side band frequencies. Then we have an energy transfer be-
tween two modes, a mode coupling. Such a mode coupling is
hard to distinguish from other effects in a higher-dimensional
geometry. Still as the 0-dimensional case is clearly showing a
mode coupling, we do expect such an energy transfer between
modes also for all higher-dimensional cases.

3.2 Viscoelastic Membrane

To test the membrane model it is damped at one single fre-
quency only, here at f1 = 4174 Hz, later also at f0 = 1092
Hz and f0 = 306 Hz. The model has three tunable parame-
ters for one frequency, the real part of the Young’s modulus
Re{E(s)}, the inverse Laplace transform integration real con-
stant γ, and the length of h(τ), the time series corresponding
to E(s).

As shown with the mass-spring model, the damping is not
an exponential decay. Still to arrive at an estimate about the
damping strength, such an exponent µ is still calculated, using
a complex Morlet wavelet transform with a very long wavelet
number of 60 wave periods, as discussed above. Other meth-
ods could be used, like detecting the last amplitude of the
damped frequency in time above a certain threshold. Still
with amplitude modulated sounds, easily present in musical
instruments, this might lead to artifacts as well. The prob-
lem of defining such a parameter is also one of measuring
damping from a recorded sound, which is not at all trivial,
and beyond the scope of this paper.

Fig. 3 shows all three parameters discussed above changed
within a parameter space. Four cases of the length of h(τ)

88 R. Bader / Spectrally-Shaping Viscoelastic Finite-Difference Time Domain Model of a Membrane



Figure 4: Damping exponent µ for three target frequencies
damped by the model: 306 Hz, 1092 Hz, 4174 Hz over their
stable parameter range for γ and Re{E(s)}. The basic prop-
erty of a maximum damping at a certain γ is present in all
cases.

are shown in the amount of periods of f1, 10, 25, 35 and 50
periods. The up axis is the resulting damping exponent µ as
calculated from the resulting time series by exponential fit of
the amplitudes from the wavelet transform. The other axis
are Re{E(s)}, which in all cases has been varied in ten equal
steps from 0 to 0.0003, and the Laplace transform real param-
eter γ. This has different variations, depending on the amount
of periods used, it was varied from 1/10 to 1/100 (10 periods),
1/25 to 1/250 (25 and 35 periods) and 1/50 to 1/500 (50 peri-
ods). The parameters were set this way to ensure a stable al-
gorithm. When increasing the parameters beyond the shown
region, the resulting time series will constantly and exponen-
tially increase in amplitude, which is unphysical as there is
no additional energy supply to the system. In other words,
for values beyond the shown parameter spaces the algorithm
blows up. Therefore we have a trade-off between stability and
computational cost, as longer h(τ) means more computation
time and memory.

In three cases, 25, 35 and 50 periods, there is a peak of
maximum damping µ. Damping increases with increasing
Re{E(s)} as expected, but also when lowering γ from high
values to lower ones. The peak in all three cases is around
γ = 1/150. The 10 period case does not reach this γ and
therefore the peak is not present there.

After γ = 1/150 the damping exponent µ decreases again.
This is expected remembering the results of the mass-spring
system, as with smaller γ the viscoelasticity also acts as a
delayed energy supply. The fact that the peaks of maximum
decay µ are independent of the length of h(τ) is according to
theory.

As a consequence one might find that 10 periods are enough
for such a frequency, as here the maximum possible damping

Figure 5: Three examples of the decay of frequency f0 = 306
Hz for three different cases, a) Re{E(x)} = 0, γ = 1/10, b)
Re{E(x)} = 0.02, γ = 1/10, c) Re{E(x)} = 0.02, γ = 1/100.
The decays are steady transformed into a decay parameter µ
by a linear model fit. The case c) has a fast decay and con-
tinuous fluctuations afterwards. Here only the beginning has
been used to fit the linear decay model.

can be reached, next to all other damping strengths. Still this
is not perfectly the case because of two reasons. First, when
discussing the filter depth, or filter quality Q of the model,
the length h(τ) does play a crucial role, as we will see below.
Secondly, the damping curve changes with smaller γ making
larger h(τ) necessary. Therefore when reproducing a complex
damping amplitude decay curve, this might only be possible
using small γ for which large h(τ) are needed.

A maximum µ at a certain γ found with 4174 Hz is also
true for other frequencies. In Fig. 4 three cases are shown,
for 306 Hz (γ from 0.001 to 0.01), 1092 Hz (γ from 0.004
to 0.04) and again for 4174 Hz (γ from 0.004 to 0.04) with
Re{E(s)} from 0 to 0.0003 in ten steps in all cases. The
maximum damping µ in the resulting time series at a certain
γ is present in all cases. This feature holds over the whole
frequency range as expected, although γ becomes larger with
lower frequencies.

The decay of three examples for the case of f0 = 306 Hz
are shown in Fig. 5. The plot displays the peak amplitudes
over time for adjacent periods of f0. The amplitude axis is
logarithmic, therefore with an exponential decay a straight
line with a constant slope is expected. In the first case of no
damping the slope is zero. For the second case of a slightly
damped f0 the slope is very constant and the decay does not
deviate from a simple exponential one considerably. Titting
a µ to this decay is therefore straightforward. Still the third
example shows a very fast decay, followed by an amplitude
fluctuation which is overall decaying but much slower than
its beginning. The fluctuations are no noise, as the amplitude
is not small enough to end in discretization noise. Also the
periodicity is quite regular and starts at the fast decay part al-
ready. This is an example of a complex damping and closely
aligns with the results from the mass-spring model.

3.3 Damping Frequency Width Q
When damping a spectrum at a certain frequency, neigh-

boring frequencies will be effected too. This corresponds to
filter theory, where the width of the filter might be defined as
Q= ∆ f / f, where f is the frequency and ∆f is the frequency
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Figure 6: Spectra of the frequency region around f = 4174 Hz over an FFT length of 500 ms (left) and 50 ms (right). The peaks
resolved for 500 ms are blurred for 50 ms. As the length of h(τ) is between 1 and 6 ms, the damping algorithm deals with the
blurred case. Therefore the neighbouring frequencies f1 = 3860 Hz and f2 = 4587 Hz were used for calculating the damping
frequency width Q.

width over half the amplitude of neighboring damping. As
discussed in the methods section, this definition cannot triv-
ially be transferred to the present case, as we do not have a
continuous spectrum, but one consisting of discrete mode fre-
quencies. Therefore the damping of the neighboring frequen-
cies f1 and f2 below and above the damping target frequency
f are taken as a reference for the damping frequency width Q.

In the present case, again looking at 4174 Hz as the target
frequency, a bundle of single frequencies are present. Still
only when using a large Fourier transform window of about
500 ms these single frequencies are resolved. As the length
of the function h(τ) has a maximum of about 6 ms and often
is less than 1 ms, these single frequencies are not resolved
during the damping process. Therefore in the analysis the
broader peak around f = 4174 Hz, f1 = 3860 Hz and f2 = 4587
Hz are taken. The frequencies were calculated using again the
Wavelet transform using a wavelet number of 5, and detecting
the frequencies at amplitude maxima of the blurred spectral
peaks.

In Fig. 7 and Fig. 8 the Q for the case of f = 4174 Hz and
the two neighbouring frequencies f1 and f2 are shown. Both
compare f once with f1 (left plot each) and f with f2 (right plot
each). Each line represents changing Re{E(s)} for one γ.

Overall with decreasing γ, Q increases. This means that
when the function h(τ) decays slower, the sharpness of damp-
ing improves. This is expected and is analog to filter theory.
The dependency of Q on Re{E(s)} may be neglected, like
with the 10 period case for f1 (first figure, left plot). Still in
the case of f2 there clearly is a dependency on the real part of
the complex Young’s modulus, still not a trivial one.

The reason for this behavior could be found in the fact that
the target frequency damping effects all peaks present in the
peak bundle around f2, which results in a complex amplitude
modulation of f2, caused by the beating of frequencies. As
these single frequencies in the bundle are damping with a dif-
ferent amount, depending on their distance from f, the am-
plitude modulation is not constant and might become very
complex. Then fitting a simple exponential decay to such a

complex decay could lead to such a behavior.
When examining the 50 period cases, although the basic

pattern of increased Q with decreased γ continues, the plot
looks more complex than for the 10 period case. The reason
is that with longer h(τ) the amplitude beating, as discussed
with the mass-spring system, is getting more and more promi-
nent. Combined with the very fast decay of the partial and
the problem discussed above with the beating within the fre-
quency bundle, the fit of the decay to a simple exponential fit
will again cause such a complex pattern.

In the 50 period plots we also find some curves not com-
plete and ending at some Re{E(s)} with no values on the left
anymore. This are the cases where there is no damping of
f1 or f2 anymore when damping f, and therefore Q becomes
infinity (not displayed). These cases are particularly interest-
ing, as they mean a very sharp Q with no influence of the
target frequency on neighbouring frequencies.

Similar results appear for the 25 period and 35 period case
at this frequency, therefore displaying the results is omitted
here. A gradual transition from 10 period with fairly ordered
curves to 50 period with more complex behavior can be ob-
served with the 25 and 35 period cases.

4 CONCLUSION

When implementing viscoelastic damping as a memory ef-
fect in the time-domain, the resulting amplitude drop of the
damped frequencies is not a simple exponential decay. With
small viscoelastic effects and long decay times the difference
between the real and the exponential decay might be small.
Still with strong damping present in wood or leather, an ex-
ponential decay rate is no longer a good approximation.

Furthermore, due to the memory effect beatings appear in
the decay due to energy supply from the memory to the present
vibration, leading to an amplitude increase. This leads to
an amplitude and frequency oscillation and therefore to side-
bands in the spectrum. These sidebands mean an energy trans-
fer from the target frequency of damping to neighboring fre-
quencies which causes a mode coupling.

90 R. Bader / Spectrally-Shaping Viscoelastic Finite-Difference Time Domain Model of a Membrane



Figure 7: Damping width Q for the 10 period case comparing the target frequency f with f1 (left plot) and f2 (right plot). In both
cases Q increases with decreasing γ, therefore lowering the damping of the neighboring frequencies when damping the target.
For f2 a dependency of Q on Re{E(s)} appears which is not so prominent with f1.

Also the length of the memory in most viscoelastic cases
is very short, it might be below 1 ms, maybe up to 6 ms (al-
though the time constant of viscoelastic damping might be
up to weeks or years as discussed in the introduction). But
within very short time scales the frequency range of damp-
ing has a certain width, and therefore a damping width Q can
be defined as the relation of damping strength of the target
frequency to neighboring frequencies. This damping width is
larger with smaller damping functions h(τ) and smaller expo-
nents γ as expected. Still this damping width also means that
many peaks in this regions are damped simultaneously, but
with different strength, depending on their distance to the tar-
get frequency. This leads to very complex amplitude beatings
in these regions during the decay.

Many of these damping behavior found, like a very sharp
decay right after the beginning of the sound followed by a
slower decay with amplitude beating, are present in real mu-
sical instrument recordings. Such sounds are found with per-
cussion instruments like the xylophone, bass and snare drums
of a modern drum kit, or with wood blocks. They are also
found with harps, flamenco guitars, or upright pianos. All

such instruments have a complex initial transient, followed
by a pitched decaying sound. Still there are many other rea-
sons for amplitude decay, like radiation damping, energy con-
version between modes, or related things. Still viscoelastic
damping is one of the components leading to such behavior.

After understanding the behavior of viscoelastic damping
in terms of the amplitude decay, the next step is to model the
recorded damping of a real guitar top plate or piano sound-
board with the viscoelastic damping model. This is work for
future projects.
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Figure 8: Same as Fig. 7, here for the 50 period case with lower γ. The basic pattern of larger Q with lower γ repeats, still in a
more chaotic manner. This is due to very fast decay and the fact that the fitting of the damping curve to an exponential fit used to
estimate µ, from witch Q is calculated becomes more problematic. The cases where the lines end (left plot high Q, low γ mean
that there is no damping found anymore of the neighboring frequencies. Therefore here the damping Q is so sharp that it does no
longer affect neighboring modes.
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[13] W. Müller, M. Kästner, J. Brummund, and J. Ulbricht,
“On the numerical handling of fractional viscoelastic
material models in a FE analysis,” Comput. Mech., vol.
51, pp. 999-1012 (2013).

[14] L.M. Nickerson, and Th.D. Rossing, “Acoustics of the
Karen bronze drums,” J. Acoust. Soc. Am., vol. 106, pp.
2254 (1999).

[15] A.N. Norris, and D.M. Photiadis, “Thermoelastic Re-
laxation in Elastic Structures, with Applications to
Thin Plates,” arXiv, arXiv:cond-mat/0405323v2 [cond-
mat.mtrl-sci] (2004).

[16] E. Obataya, T. Umezawa, F. Nakatsubo, and M. Nori-
moto, “The effects of water soluble extractives on the
acoustics properties of reed (Arundo donax L.)”, Holz-
forschung, vol. 53, pp. 63-67 (1999).

[17] A. Pierce, “Intrinsic damping, relaxation processes, and
internal friction in vibrating systems,” POMA, vol. 9, pp.
1-16, (2010).

[18] Th.D. Rossing, “Science of Percussion instruments.”
World Scientific, Singapore (2008).

[19] G. Sathej and R. Adhikari, “The eigenspectra of Indian
musical drums,” J. Acoust. Soc. Am., vol. 126 (2), pp.
831-838 (2009).

[20] H. Suzuki and Y. Miamoto, “Resonance frequency
changes of Japanese drum (nagado daiko) diaphragms
due to temperature, humidity, and aging,” Acoust. Sci.
& Tech., vol. 33 (4), pp. 277-278 (2012).

[21] A. Tramer, Ch. Jungen, and F. Lahmani, “Energy Dissi-
pation in Molecular Systems.” Springer (2005).

[22] R. Worland, “Demonstration of coupled membrane
modes on a musical drum,” J. Acoust. Soc. Am., vol. 130,
pp. 2397 (2011).

[23] R. Worland, “Normal modes of a musical drum head
under non-uniform tension,” J. Acoust. Soc. Am., vol.
127 (1), pp. 525-533 (2010).

[24] P. Wriggers, “Nichtlineare Finite-Element Methoden.
[Nonlinear Finite-Element Methods]”, Springer (2001).

[25] X.Q. Zhou, D.Y. Yu, X.Y. Shao, S.Q. Zhang, and S.
Wang: “Research and applications of viscoelastic vibra-
tion damping materials: A review,” Composite Struc-
tures, vol. 135, pp. 460-480 (2016).

[26] X.Y. Zhou, D.Y. Yu, X.Y. Shao, S. Wang, and Y.H. Tian:
“Asymptotic analysis on flexural dynamic characteris-
tics for a sandwich plate with periodically perforated
viscoelastic damping material core,” Composite Struc-
tures, vol. 119, pp. 487-504 (2015).

[27] X.Q. Zhou, D.Y. Yu, X. Shao, S. Wang, and Y.H. Tian:

“Band gap characteristics of periodically stiffened-thin-
plate based on center-finite-difference-method,” Thin-
Walled Structures, vol. 82, pp. 115-123 (2014).

(Received May 1, 2020)

Rolf Bader Rolf Bader is professor for System-
atic Musicology at the University of Hamburg. He
also studied Physics, Ethnology, and Historical Mu-
sicology. After teaching at Stanford University
as a Visiting Scholar is a lecturer for Systematic
Musicology in Hamburg since 2007. His main re-
search interests are Physical Modeling of Musi-
cal Instruments, Timbre and Rhythm Perception,
Musical Signal Processing, Room Acoustics, or
Music Ethnology. He also worked on Self-organization
and Synergetics of Musical Instruments and Mu-

sic Perception. He is the editor of the Springer Handbook of Systematic Mu-
sicology, and wrote monographs like Computational Mechanics of the Classi-
cal Guitar (Springer 2005) or Nonlinearities and Synchronization in Musical
Acoustics and Music Psychology. He is editor-in-chief of the Springer Se-
ries Current Research in Systematic Musicology where he also published a
monograph, as well as the volume Sound-Perception-Performance and Com-
putational Phonogram Archiving as an editor. He also works as an Ethnomu-
sicologist mainly in Myanmar, Cambodia, China, India or Sri Lanka and is
about to build up a Computational Ethnomusicological Sound Archive ESRA
at his Institute. He is also a musician and composer in the fields of free im-
provised and electronic music, as well as Fusion and Rock, and published
several CDs.

International Journal of Informatics Society, VOL.12, NO.2 (2020) 81-93 93



94



Digital to Natural - Innovation for Smart World 

Susumu Yamamoto*, Akira Nakayama*, and Katsuhiko Kawazoe* 

*NIPPON TELEGRAPH AND TELEPHONE CORPORATION, Japan

{susumu.yamamoto.vk, akira.nakayama.vr, k.kawazoe}@hco.ntt.co.jp

Abstract - With the development of information and com-

munication technologies, it is hoped that a world in which 

all people can live bountiful and happy lives can be 

achieved using innovative technologies. In other words, a 

Smart World. “Digital to Natural” is a transformation that is 

crucial to turning the concept of a Smart World into a reality. 

It means not only pursuing the ultimate digital vision of 

high-speed, high-capacity, high-definition performance, but 

also creating new value that can be achieved by naturally 

capturing and making the best use of a variety of infor-

mation that previously could not be captured by humans. 

This will allow people to naturally and unconsciously bene-

fit from technology. This paper describes what should be 

considered in order for technology to evolve into a more 

natural form, and shows technologies that support it such as 

AI, visual media, and ICT infrastructures – IOWN. This 

paper also presents concepts for several services that this 

technology can enable. 

Keywords: natural, generous AI, Kirari, IOWN, Point of 

Atmosphere 

1 INTRODUCTION 

With the development of information and communication 

technologies (ICT), the society of the future will be the fifth 

society to evolve, following on from the previous four stag-

es of human social evolution. Society 5.0 can be regarded as 

a super smart society that takes the fullest advantage of digi-

tal innovation[1]. The world that will be created through 

society 5.0 is a Smart World, in which everyone's lives and 

society itself will be totally changed for the better in every 

way.  

How can we create this new Smart World? In creating new 

value for society, it is of course important to consider “tech-

nology innovation” that seeks to improve performance, such 

as communication capacity, but it is also important to con-

sider “value innovation” that creates new social values at the 

same time. 

ICT has evolved as the frontier of “digital.” But should we 

continue along this path? In other words, what should we 

aim for next at this time when “digital” has reached its 

peak? We believe that what we should aim for is embodied 

by the keyword “natural.” That is “Digital to Natural.” The 

next step in digital's evolution is towards natural. 

This paper describes what should be considered so that 

technology can evolve into a more natural form, and shows 

the technology that supports it and the concepts of the ser-

vices that it enables. The rest of this paper is organized as 

follows; Section 2 presents some examples of what we think 

of as natural. Section 3 shows the direction in which the 

technologies supporting natural should go, particularly for 

AI, visual media, and ICT infrastructures. Section 4 presents 

the concepts of services that blend naturally into people's 

lives, and Section 5 concludes this paper. 

2 DIGITAL TO NATURAL 

“Digital to Natural” is the next paradigm change for tech-

nologies. This section describes two viewpoints: why and 

what we think of as natural for the evolution of technologies. 

2.1 “Natural” for Diverse Value Judgement 

In a diverse world, inhabited by people of all nationalities, 

ages and backgrounds, it is full of different value judge-

ments. In such a world, “natural” is important if individuals 

and businesses, regardless of their characteristics, are to 

benefit from technology. Sometimes it keeps a caring eye on 

the lives of people without them being aware of it; some-

times it helps people do things more efficiently; and some-

times it appeals to their emotions. It also helps to provide a 

comfortable environment that is friendly to people and the 

global environment. We think the future of ICT should be 

seen in this way. 

For technology to make this vision a reality, it is not 

enough to develop high-definition and high-sensitivity sen-

sors and obtain more information. We will need innovative 

information processing that understands the senses of others 

and the subjectivity of each individual, and to look beyond 

conventional wisdom toward the diversity of life and sys-

tems. Where the result of such technology can be enjoyed by 

humans without feeling any stress or discomfort, we call this 

congenial state “natural” and this state is the objective which 

we pursue. 

2.2 Creating Innovation through Learning 

from Living Things 

The diversity of values is not limited to the human world. 

For example, imagine beautiful yellow flowers. Human be-

ings perceive colors in a certain way that allows them to 

appreciate and enjoy the beauty of flowers (Figure 1(a)). 

The way in which honeybees perceive flowers, on the other 

hand, is very different as they can see ultraviolet rays, and 

the center of the flower is emphasized (Figure 1(b)). For 

honeybees, a beautiful-looking flower has no intrinsic value. 

However, it is important for them to know where the nectar 
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and pollen of flowers is in order to live, and that is the “val-

ue” for honeybees.  

Let’s take another example; imagine mantis shrimps in the 

sea. They have receptors that can discriminate as many as 12 

different colors [2]. Humans discriminate intermediate col-

ors based on three primary color (red, blue, and green) re-

ceptors and information processing in the brain. In contrast, 

mantis shrimps sense things extremely rapidly with their 12-

color receptors and minimal information-processing (Figure 

2). What’s of value to them is a high-speed response in or-

der to capture their prey moving through the water. In the 

case of honeybees, what’s remarkable is that they can see 

what humans cannot. What is notable about mantis shrimps 

is that they have a mechanism for directly processing infor-

mation. 

For a long time, humans have created innovations through 

learning from other living things, especially by mimicking 

them. The designs of jet planes and trains are examples of 

using such a mimicry approach. We want to take it a step 

further. Every animal species has a unique sensory world in 

which it lives. Jakob von Uexküll, a German biologist, 

called this phenomenon “umwelt” to signify a self-centered 

world, using the German term for “environment.” [3] It 

means that how things look varies depending on the viewer. 

Accordingly, the type of information a species transmits and 

the way it processes information vary depending on what is 

of value to that species. We believe that if we regard the 

world as a field that holds diverse values, and if we can use 

“natural” information as it exists in the world, hitherto un-

used due to the digitization of current sensors being limited, 

such as digital sampling and quantization, we will be able to 

create new values that we could have never previously im-

agined. 

3 TECHNOLOGIES FOR NATURAL 

This section provides some examples of technologies that 

can lead to natural value, and how these technologies should 

evolve hereafter, particularly for AI, visual media, and ICT 

infrastructure. 

3.1 AI 

(1) Natural conversation with robots

The first one is interaction with robots. Even now, there

are examples of robots being used in shops to guide custom-

ers. But they are not able to function at a particularly high 

level. This is because that, currently, most robots can only 

converse within the context of a predetermined scenario, or 

are capable of asking only simple questions and providing 

simple answers. However, human conversations frequently 

involve unscripted small talk and discussions. 

 Higashinaka et al. [4][5] have developed robots which can 

enter into a more realistic discussion.  This research led to 

the creation of a discussion structure that allows opinions 

about certain topics to be expressed, and they developed a 

mechanism to extract opinions that either support or disa-

gree with a certain proposition depending on what the other 

party says. Through the evolution of this kind of technology, 

human activities are supported more naturally by making 

people and AI understand each other better through authen-

tic conversations. 

(2) Crossmodal voice / face conversion

Another example is how AI now has the ability to discern

sound in a more human way. Humans can conjure an image 

of what a person's face looks like from the impression creat-

ed by his/her voice, or what someone’s voice may sound 

like from the impression created by his/her face.  Kameoka 

et al. [6] showed how AI might be able to do this.  They 

developed a cross-modal voice conversion model using deep 

generative models, which can convert speech into a voice 

that matches an input face image and generate a face image 

that matches the voice of the input speech by leveraging the 

correlation between faces and voices. Humans can recognize 

things by using different senses, such as vision and hearing. 

We believe it is important to create natural AI that is more 

responsive to people's feelings by providing AI with these 

unique human abilities. 

(3) Seeking more natural AI

The performance of AIs when listening, speaking, and

viewing things is improving.  The time will come when it is 

more than adequate. We believe that at some stage in the 

future, thinking AI that supports human thought processes 

will become more important than ever. 

The future of AI should be one that incorporates various 

values and helps people to consider complicated problems 

for which there is no single answer. For example, the best 

route to travel from one place to another may depend on a 

person's values, personality, circumstances, and habits, such 

as wanting to go quickly, have fun, or go safely. We believe 

it is important for AI to understand these differences and 

(a) (b)

Photo by Bjørn Rørslett / Science Photo Library (Aflo) 

Figure 1: Flower as viewed by humans and honeybees. 

Figure 2: Comparison between the ways in which hu-

mans and mantis shrimps see something. 
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handle variations in values in order to find the best solution 

for each individual. We call such AI “generous” AI. 

3.2 Ultra-realistic Viewing 

(1) Kirari

High image definition technologies such as 4K and 8K

will create a greater than ever sense of excitement. However, 

it is questionable whether it is effective to continue increas-

ing the resolution in order to further raise the level of ex-

citement. People feel a sense of presence through complex 

perceptual processing, and it is important to utilize multiple 

types of sensory information beyond the monitor frame. The 

objective of the “Kirari!” project [7][8] is to provide more 

natural video services. 

 The concept of Kirari was announced in 2015 and used a 

table tennis match as an example (Figure 3). The table tennis 

tables were real, but the players and the balls were not; they 

were actually displayed in virtual 3D. This demonstrated 

that by combining real and virtual, you could experience 

sports with a very realistic feeling, just as if you were pre-

sent in the stadium. The most important aspect of the Kirari 

concept is that it creates a natural and highly realistic space 

by decomposing a scene into its constituent elements such as 

video streams, audio, lighting and other sensory information, 

transmitting these elements separately, and then recompos-

ing them in a way that is best suited to the conditions at the 

viewing site. 

(2) Ultra-wide viewing

Another technical feature of Kirari is ultra-wide viewing.

For example, windsurfing competitions are difficult to fol-

low as they are taking place far away from the beach, and 

spectators cannot understand what is happening in a contest 

if they can only see a specific part of the course. To under-

stand what is taking place, even a 4K screen alone is not 

enough. Kirari’s ultra-wide viewing technology stitches to-

gether multiple 4K screens in real time to create a very wide 

screen at a remote venue (Figure 4). The spectators will ac-

tually feel as if they are present at the venue and watching 

what is taking place. This can be applied to many different 

sports including soccer and baseball [9][10]. It also makes it 

possible for spectators who cannot easily visit a distant ven-

ue, such as those confined to a wheelchair, to enjoy sports. 

(3) Use case of Kirari

Kirari has also led to innovations in the field of entertain-

ment, for example, new Kabuki productions using ICT. In 

the show “Cho Kabuki,” a virtual idol called Miku Hatsune, 

and a real Kabuki actor, Shido Nakamura, were able to per-

form together using ICT [11]. Many people, especially 

young people who are not familiar with Kabuki, watched 

Cho Kabuki and discovered how entertaining Kabuki really 

is. It has really contributed to the creation of new values. 

Kirari will continue to evolve. Its aim is not only to con-

vey images and sound as they are, but also to activate peo-

ple's sensitivity and psychology based on stories, such as 

those from history, and knowledge. This is truly Natural, as 

it conveys emotions to the human mind. 

3.3 ICT Infrastructure 

(1) IOWN

The conventional motivations for development of infor-

mation and communication processing have been to increase 

speed, capacity and efficiency using digital signal pro-

cessing. For example, the Internet has proven useful for 

providing many services and supporting business activities 

through adoption of common protocols to make an inexpen-

sive network available based on the “best-effort” principle. 

Today, the volume of Internet traffic is increasing exponen-

tially. Cisco estimates that global IP traffic is growing at a 

rate of 26% per year, and will total nearly 400 exabytes of 

traffic per month in 2022 [12]. However, there are limits. As 

traffic and data processing volumes grow, the power con-

sumption of IT equipment also continues to increase. To 

date, integrated circuit performance has continued to in-

crease exponentially, but we are approaching its limits.  

If we are to evolve technology to simultaneously capture 

the diverse values that exist in the world, we need to pene-

trate new technical domains. Both the umwelt of honeybees 

and that of mantis shrimps actually exist in this world. But, 

these worlds are missing from the current world of IP or the 

digital world. We want to convey sufficient information and 

process it appropriately based on diverse values, and to pro-

vide benefits in a natural way. 

To achieve this innovation, NTT, Intel and Sony have an-

nounced a new infrastructure concept called IOWN, Innova-

tive Optical and Wireless Network [13][14]. IOWN is aimed 

at providing an innovative information processing platform 

that supports processing on a massive, unprecedented scale, 

and brings about changes that surpass the limitations of con-

ventional technologies, such as power consumption barriers. 

Figure 5 shows the three elements that comprise IOWN: 

・All-photonics network is designed to dramatically en-

hance the potential of the information processing base.

Figure 3: Kirari. 

Figure 4: Ultra-wide viewing. 
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・Digital twin computing is designed to create a new envi-

ronment for services and applications.

・The goal of the Cognitive Foundation is optimal harmoni-

zation of all ICT resources.

(2) All-photonics network

Optical technology, which was originally used for long-

distance transmission such as intercontinental networks, has 

come to be used for short-distance transmission like FTTH 

and intra-data-center networks. IOWN’s all-photonics net-

work expands the applications of optical technology, apply-

ing it not only to networks but also to inside semiconductors 

in terminals and servers. The foundation for achieving an 

all-photonics network is photonics-electronics convergence. 

This makes it possible to process light and electricity on a 

single chip (Figure 6). For example, Nozaki et al. [16] de-

veloped a femtofarad-scale optical transistor using a photon-

ic-crystal platform, which reduces power consumption by 

about two orders of magnitude in comparison to conven-

tional devices (Figure 7). All-photonics does not necessarily 

mean that all electrical components will be replaced with 

optical parts but, rather, to use optical technology every-

where.  

The all-photonics network has three technical advantages. 

The first is low power consumption. We solve the heat prob-

lem by incorporating photonics technology into everything 

from networks to terminals. The second is transmission ca-

pacity.  Multi-core, multi-wavelength communication tech-

nology is increasing the capacity of 1 optical fiber up to 1 

peta bps. Yet another advantage is low latency. Some ser-

vices will be able to greatly reduce processing delay by di-

rectly transmitting raw information in a wavelength band, 

which is currently delayed by such factors as IP packet wait-

ing and data compression. 

(3) Digital twin computing

Today, digital twin technology is attracting attention

across a wide range of industrial fields. A digital twin is an 

accurate cyberspace representation of a real-world object 

such as a production machine in a factory, aircraft engine or 

automobile (Figure 8(a)). However, most of the current ap-

proaches are focused on creating a single umwelt in cyber-

space, which is simply a copy of the real world. But, as can 

be seen in the examples of the umwelts of bees and mantis 

shrimps, our world is full of various kinds of information 

that humans cannot perceive.  

Digital twin computing [17] is a new computing paradigm 
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that will allow us to perform operations and interactions 

between many digital twins in cyberspace such as cars, ro-

bots, and people (Figure 8(b)). For example, digital twin 

computing can simulate the future of a digitized city in cy-

berspace. This means the future can be changed by simulat-

ing the development and decline of a city and feeding back 

the results to actual city planning. Thanks to technical inno-

vation, humankind will be able to go beyond its own umwelt 

and access all types of available information. We believe 

digital twin computing will capture everything in the real 

world and by re-presenting it in cyberspace it will enable the 

creation of new values, previously inconceivable to humans. 

Although today's cloud and other computing platforms are 

underpowered to perform complex calculations between 

many of the individually focused digital twins, the low-

power-consumption, high-capacity information processing 

enabled by all-photonics network will be the answer. 

(4) Cognitive Foundation

The Cognitive Foundation is a concept that flexibly con-

trols and harmonizes all ICT resources. Its key points are 

self-evolution and optimization. There have been many at-

tempts to detect failures based on logs issued by telecom-

munications infrastructure devices and to deal with them 

autonomously using AI. The time has come to move well 

beyond that approach. The Cognitive Foundation incorpo-

rates a wide variety of information that cannot be monitored 

by the network, such as weather prediction information 

about the strength and path of an approaching typhoon and 

information about planned events. It also incorporates in-

formation about the various umwelts referred to earlier in 

this paper. Based on the collected information, the system 

will optimize the network autonomously. For example, it 

will plan and execute measures against a disaster before it 

occurs. It will make predictions and evolve itself according-

ly, in other words, self-evolving service lifecycle manage-

ment. 

(5) IOWN Global Forum

Realization of IOWN requires not only telecommunica-

tions and computer technologies, but also the insight of re-

searchers and experts from various fields, such as the social 

sciences and the humanities. The IOWN Global Forum was 

established in 2020. This is a new industrial forum to facili-

tate cooperation among global partners with the objective of 

driving forward research and development for IOWN [18]. 

The forum accelerates the adoption of a new communication 

infrastructure to meet our future data and computing re-

quirements through the development of new technologies, 

frameworks, specifications and reference designs in a num-

ber of areas. 

4 FUTURE SERVICES CONCEPTS 

This section describes the concepts of future services that 

blend naturally into people’s lives as a result of evolving 

technologies described in the previous section. 

4.1 Point of Atmosphere 

“Point of Atmosphere” is a concept for future natural de-

vices (Figure 9). Imagine someone living in a world where 

there are no terminals anymore. A Point of Atmosphere is a 

connecting point for all devices to the environment itself. 

For example, when this person wakes up, various things in 

the immediate environment can be used to ascertain the per-

son’s state of health, traffic and other conditions, and then 

naturally give this person relevant advice. When this person 

is about to go out, the bag may appear to be bringing atten-

tion to itself by blinking using new projection technology, 

thereby letting the person know that something has been 

forgotten. As soon as the closet is opened, the down jacket 

hanging there advises the person to wear it because it's cold 

outside. Or when going into a wine bar, the wine bottle itself 

suggests that this is the wine to be tried. There will be a 

world where various things around people watch and sup-

port their lives. That's natural. 

4.2 Heart-warming Elderly Care 

The final example of a service concept is one that supports 

dementia sufferers so that they are able to lead rewarding 

lives [19]. Imagine a mother who suffers from dementia and 

she has forgotten the name of her son. To help jog her 

memory, her digital twin may display videos of the son’s 

childhood (Figure 10). Moreover, the digital twin may sense 

Figure 9: Point of Atmosphere. 

Figure 10: Heart-warming elderly care. 
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her emotions and thoughts and find a piece of music that can 

help awaken her memories.  We believe this helps her to 

recapture memories of her son, and bring about a future in 

which everyone can be connected to his or her memories, be 

connected to other people, and enjoy a contented life sup-

ported by mental and physical health. 

5 CONCLUSION 

This paper described a world where many people from di-

verse backgrounds and cultures can naturally benefit from 

technology. Although ICT has evolved as the frontier of 

“digital,” the next step in digital's evolution is towards “nat-

ural.” Many technologies such as AI, ultra-realistic commu-

nication, networks, and information processing are evolving 

towards creating natural value. We showed how these tech-

nologies could continue to evolve in the future and how they 

will be able to assimilate and respond to various values, how 

they can convey excitement, and how they can support peo-

ple's lives in a natural way. This paper also showed the con-

cepts for future services that blend naturally into people’s 

lives as a result of evolving technologies. We hope such a 

smart world will become a reality in the near future. 
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Abstract - Process improvement activities are important in 

organizations that develop software systems. Using Capabil-

ity Maturity Model Integration (CMMI), we are working to-

wards achieving maturity level 3. However, if the activity 

breaks down, the resources of the indirect department become 

unnecessary, and it often remains a project management 

office (PMO). However, the PMO’s role has not been 

specifically defined, and in many cases, the original purpose 

has not been achieved. In this research, we use the case of a 

company that completed CMMI level-3 activities and have 

outlined the role played by the PMO. In this case, after point-

ing out the challenges, we propose the role of process im-

provement and the method of transferring technology to the 

project manager as an in-house consultant. When this method 

is applied to actual development sites, it is expected to effec-

tively improve the reuse rate and implementation of autono-

mous improvement of Project Manager (PM). 

Keywords: CMMI, Project Management Office, Knowledge 

Transfer 

1 INTRODUCTION 

According to the Capability Maturity Model Integration 

(CMMI) Maturity Profile [1] published by the CMMI Insti-

tute, CMMI [5] appraisals have been conducted continuously

in many countries around the world every year. CMMI is sup-

ported worldwide as the most reliable tool in the field of pro-

cess improvement.

When CMMI was introduced in Japan around the year 

2000, the level of competition was that of a temporary boom 

and focused on not only improving process but also achieving 

CMMI Maturity level 3. However, it has now been recog-

nized as a perpetual and continuous activity as part of the or-

ganizational culture.  

When the organization aims to achieve CMMI Level 3, the 

organization needs a lot of resources to conduct process im-

provement activities. This resource is named the Engineering 

Process Group (EPG).  

However, once CMMI Level 3 is achieved, the next goal 

is to maintain this level of surveillance for implementation 

once every three years. The activity itself is not profitable: 

From an organizational point of view, EPG is an indirect op-

eration and a cost center. After achieving the preliminary or-

ganizational goals, personnel in the indirect department 

should be transferred to a profit center or assigned a new 

meaningful role as an indirect department. However, CMMI 

activities need to be continued and the EPG cannot be abol-

ished.  

Therefore, the issue is to define the role and responsibili-

ties of the EPG in the second stage of process improvement. 

In this context, the study proposes the way in which the pro-

ject management office (PMO) may be established after 

achieving a CMMI maturity level and evaluates its validity 

through application to the actual organization. 

As part of a previous study in this field, the authors pro-

posed establishing a methodology for process improvement 

activities across the entire organization that will continue af-

ter achieving CMMI level 3. However, we have cautioned 

that CMMI's appraisals have rated the achievement of process 

improvement across the organization based on an evaluation 

of a few representative projects. We have proposed a meth-

odology for disseminating CMMI activities throughout the 

organization [2]. However, at this stage, it has not been pro-

posed as a PMO-based activity. 

Various consulting firms have proposed that the organiza-

tion of the EPG be transferred to the PMO after the introduc-

tion of CMMI activities. These proposals emphasize the cost 

improvement through in-house consulting by PMO rather 

than paying consulting fees to external consulting firms [3], 

[4]. 

However, there is no case where experienced PMOs give 

technology transfer to PMs and propose continuous process 

improvement using Project Based Learning (PBL). 

2 ROLE AND ISSUES OF PMO 

After achieving the organizational goals of CMMI activi-

ties, the EPG often turns to the PMO to continue to support 

project management and process improvement. The PMO is 

defined as a team that supports individual project manage-

ment in an organization across the board. In general, the role 

of the PMO is as follows: 

⬧ Standardization of the project management system

⬧ Human resource development including training on project

management

⬧ Project management support

⬧ Coordination of resources and costs between projects

⬧ Development of a project environment tailored to individ-

ual companies

⬧ Other related project management tasks
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Because the PMO is an indirect operation, sufficient ra-

tionale for the survival of the PMO is required. The long-term 

role may be CMMI surveillance measures, and the short-term 

role, support activities such as reducing overload of PMs. If 

the PMO absorbs the work associated with CMMI activities, 

it can survive by providing a value-added role. 

However, the PMO often does not successfully reduce the 

burden of the project manager (PM). Here, we will discuss 

the role of the PMO through a case when a company that 

achieved CMMI Level 3 established a PMO. 

2.1 PMO Failure Case 

Company Z started activities of ISO9001 and CMMI about 

10 years ago, passed ISO9001 certification registration 3 

years later, and achieved CMMI maturity level 3 in 8 years. 

The management has a strong commitment to CMMI and 

about 10 EPGs were in operation. Company Z's EPGs were 

focused on project guidance and included some fixed-term 

employees who had passed the retirement age of 60. 

In the project construction period, development man-hours 

are set in line with the estimate. About 15% of the entire pro-

ject term is appropriated for management operations [6], [7]. 

Furthermore, introducing CMMI increases overhead man-

hours by about 10%. Therefore, when CMMI is introduced, 

about 25% of the total project man-hours would go toward 

the management, and the delivery date may be delayed due to 

unnecessary management costs. Therefore, the reduction of 

management man-hours after achieving CMMI level 3 has 

become an issue. 

The PMO replaced management-related activities with 

project support. If the delay in delivery date is resolved by 

this PMO, the PMO activities are considered as value-added 

activities and it would be a position with merit for both. 

PMO was substituted for the following management work 

as a specific effort to reduce the load on the PM: 

⬧ Create weekly reports

⬧ Create progress meeting minutes

⬧ Create the trail necessary for the appraisal

2.1.1 PMO Reporting 

The project situation is reported directly to the Executive 

Committee at a meeting held every Monday. If the project 

status is not reported in a timely manner by all executives at-

tending the meeting, the management cannot manage the pro-

ject status. 

Until now, the PM has delivered project reports in Com-

pany Z. However, in small-scale organizations, the creation 

of weekly reports tends to be delayed because the PM is in-

volved in both management and development. There have 

been many cases where reports were lacking in politeness. 

Since the PMO has EPG knowledge, they have learned to pre-

pare the risk and problem management sheets. They have de-

livered plausible reports and there have been no delays in 

reporting. They are also valued by the Executive Committee, 

and the PMO was recognized as a value-added group. 

2.1.2 Create Progress Meeting Minutes 

Since the management meeting is held on Mondays, the 

project progress meetings are held on Thursdays. The project 

progress meeting reports regular issues that occurred in the 

week. The PMO attends the progress meeting of the project-

in-charge and provides minutes of the meeting. Although the 

progress meeting had been held until the creation of the PMO, 

creating the record was the individual responsibility of par-

ticipants, and no official minutes were captured for the pro-

ject. 

Company Z was a small-scale organization, and was not 

able to prepare, review, and approve official minutes in 

weekly progress meetings for small-scale projects. 

However, CMMI has processes that require the creation of 

minutes, such as project progress management, official re-

views, and peer reviews, and they tend to be short. The PM 

therefore took charge of this meaningful activity, but he was 

not interested in it. 

2.1.3 Creation of The Evidence for Appraisal 

To pass three-year surveillance, evidence of ongoing prac-

tice must be presented. For example, to pass the configuration 

management process, a configuration management plan must 

be prepared, and the evidence for carrying out the activities 

according to the plan must be presented. In addition, when 

modifying the source code, there is a procedure to check out 

the source code from the repository, modify the file, hold the 

configuration management committee, analyze the impact, 

and check in. 

Configuration management was performed at Company Z, 

but there was no custom of creating forms and recording the 

contents of changes each time. The PMO substitutes for the 

difficult task of countermeasures and highlights the added 

value of the PMO. 

In small organizations, the PM is relatively young and the 

PMO was able to compensate for their lack of skills. A proper 

weekly report has been submitted to the Executive Commit-

tee every week. Surveillance that will be conducted once 

every three years will also pass with confidence. Since the 

PM burden has been reduced with the introduction of PMO 

activities, this method seems to have benefits for both parties. 

However, in this method, the PMO is only a substitute for 

the PM. Furthermore, the PMO sometimes reported the 

causes of problems and measures to prevent recurrence, to the 

Executive Committee, without the consent of the PM. The 

management said, “Every time a problem occurs, we ask for 

measures to prevent a recurrence, but it is not improved at all.” 

Measures to prevent recurrence were written by the PMO 

without confirming the problem with the PM. 
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Figure 1 : Framework for the PMO work in this study 

The lesson learned from this case is that although the involving the PMO is a value-added activity, the method should be 

aligned to the process of reducing the burden of the PM. The role of the PMO is to support process improvement and not of a 

PM substitute. 

2.2 Issues to Be Solved 

These issues we observed in 2.1 are not specific to Com-

pany Z, but are commonly seen in many companies.  

The importance of process improvement and project man-

agement is recognized widely. Even if one hires an external 

consulting company and develops an EPG in-house, no meth-

odology has been proposed for how to use the resources after 

the activity has ended. Defining the PMO’s value-added ac-

tivities remains an issue to be resolved. 

3 TRANSFER METHOD OF PROJECT 

MANAGEMENT TECHNOLOGY BY 

PMO 

In this research, after defining the role and responsibility 

of the PMO, we propose a method of continuous improve-

ment of the process by PMO. 

3.1 Basic policy 

In this research, the PMO not only reduces the burden of 

the PM but also inherits the EPG and is responsible for post-

approval in-company process improvement. Unlike the EPG, 

which is a permanent organization, the PMO has the role of 

transferring the completed process to the next-generation PM. 

3.2 Framework 

In this study, we propose a framework for the PMO work 

that consists of process slimming, organization development-

type database creation, practice automation, and technology 

transfer to PM. The first three are organizational-level activi-

ties, and the fourth, a project-level activity. Technology 

transfer to the PM follows the PREP method. The PREP 

method first conveys the conclusion, then explains the reason, 

reinforces the reason with the case, and finally presents the 

conclusion again. This is then classified based on importance 

of activities (Point), reasons (Reason), specific examples (Ex-

ample), and situations where activities are important (Point). 

This framework is shown in Fig. 1. 

3.2.1 Process Slimming 

Achieving CMMI's maturity level cannot be avoided 

through CMMI's “embedding.” However, CMMI has been 

developed as a procurement model for the US Department of 

Defense, so a large-scale project is assumed. After achieving 

the CMMI level, the company selects only what is needed and 

slims the process by removing the excess. However, there are 

many practices that are not as familiar as domestic practices.  

3.2.2 Organization Development Type Data-

base Creation 

In a system development organization, projects with the 

same degree of development and difficulty are repeatedly im-

plemented for similar customers. By classifying the develop-

ment type of the organization and converting it into a database, 

standardization for each customer is possible. 

Next, the individual information of the classified forms is 

sanitized, the past information is accumulated in a database 

for each customer, and the reuse environment is constructed. 

3.2.3 Practice Automation 

When creating a form for each process area, the form is 

retrieved from the organization's database and the organiza-

tion management profile is automatically embedded. 
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The basis of project management is PDCA (Plan, Do, 

Check, Act). At the project start stage, make a project plan 

document and execute the project according to the plan. How-

ever, in the upstream process, the load on the PM is large, and 

there is no time to create a detailed project plan. As a result, 

project management cannot be planned. Database forms clas-

sified by organization type can be used without much change 

in repeatable projects. 

Therefore, we automatically generate forms as much as 

possible using historical project information accumulated in 

the organization. 

3.2.4 Technology Transfer to PM following 

The PREP Method 

Technology transfer is to transfer management skills to in-

experienced PMs through development projects. Generally, 

the practice is to fill in the form given, even if it was to create 

a plan for an unknown project. This practice does not outline 

the intention clearly.  

In this study, we use the concept of the PREP method to 

make the PM learn the management by the PDCA cycle. The 

PREP method first conveys the conclusion, then explains the 

reason, reinforces the reason with the case, and finally pre-

sents the conclusion again. 

First, the purpose of the practice is clarified, and then its 

necessity is explained through concrete examples. By ex-

plaining the purpose of implementing the practice once again, 

and being convinced by the PM, management skills are 

passed on. 

4 EVALUATION OF APPLICATION 

In this chapter, we verify the effectiveness of our proposal 

through a case of actual application of this framework. 

4.1 Case 

Company A has approximately 400 employees and is de-

veloping control systems for the automotive industry. About 

half of the employees are in charge of development. The pro-

ject period is about three months, and many are small projects 

with less than five project members. One engineer can partic-

ipate in projects up to four times a year. Usually, about 10 

projects of the organization are in operation. 

Company A hired a foreign consulting firm to introduce 

CMMI. In order to implement unified practices in the organ-

ization, CMMI is required to create organizational standards,

and each project should carry out project management ac-

cording to the standards.

Company A obliges to execute the project by using 

CMMI's development work standard and Excel-based format, 

brought in by the consulting company. 

Development work standard corresponds to the process 

area of CMMI, and refers to “requirement definition standard,” 

“project plan standard,” “progress control standard,” etc. An 

Excel-based format refers to work products such as “project 

plan document” and “Work Breaking Structure (WBS)” cre-

ated when implementing project management using develop-

ment standards. 

However, this consulting company created consulting ma-

terials based on the project management standard originally 

used by the US headquarters. It is a development standard for 

large-scale projects. It is hard to say that it is suitable for 

small-scale companies like Company A. 

Company A compared with other companies' proposals at 

the selection stage of the consulting company. Only this com-

pany provided a set of development standards and formats for 

use in CMMI. Company A adopted this consulting company 

because there was no effort to create such development stand-

ards and formats from scratch. 

Company A achieved CMMI Level 3 and is preparing for 

surveillance after 3 years. Ten employees who worked as 

EPGs until CMMI Level 3 were considered. Four were trans-

ferred to the department, and the remaining six became PMOs 

who were positioned in the project support team. 

4.2 Application of This Framework 

4.2.1 Process Slimming 

Company A used development standards and formats pro-

vided by a consulting company, until CMMI Level 3 was 

achieved. The CMMI Achievement Appeal is conducted by 

interviews and document review. The questionnaire is pub-

lished in advance. If all the forms given by the consulting 

company were prepared and the questions were answered, 

CMMI Level 3 could nearly be achieved. 

In the first round of CMMI activities, Company A pre-

pared the form of the consulting company on a persuasive ba-

sis in preparation for the appraisal. However, after the official 

appraisal, it was found that several forms were created just 

for the preparation of the appraisal, and nearly 20 were elim-

inated. 

Therefore, the process was streamlined by eliminating 

forms that were considered unnecessary. Table 1 presents an 

example.  

4.2.2 Organization Development Type Data-

base Creation 

Many customers of Company A are major Japanese auto-

mobile manufacturers. Customers are divided into company 

T, company H, and company N. For customers, projects of 

the same size and the same degree of difficulty are imple-

mented in a repeating manner. Therefore, the development 

type was classified for each customer to be delivered and put 

into a database. 

After a certain period of time, the most commonly used 

format among the three customers was taken out, and cus-

tomer names and personal information were sanitized, stand-

ardized, and stored in the database. 
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4.2.3 Practice Automation 

Company A is doing SAP's ERP (Enterprise Resource 

Planning), the year after CMMI's level 3 activity has ended. 

Profile information of the project of the organization is en-

tered into ERP when the contract is established. The ERP in-

formation is then downloaded to an MS-Excel file. 

When a development project creates a project plan, ERP 

information is acquired by MS-Excel, and the information is 

automatically reflected in the standardized project plan. 

Next, similar databases were searched based on customer, 

project schedule, difficulty level, etc. which were classified 

by T, H, N companies, and those that could be reused at the 

project planning stage, were also extracted; for example, 

WBS, risk management ledger, configuration management 

ledger, etc. If these are similar projects, the same task occurs 

in almost the same process. As a result, the resulting risk man-

agement ledger could be reused. 

4.2.4 Technology Transfer to PM following 

The PREP Method 

At Company A, when a project was launched, one PMO 

was assigned to the project and played the role of a tutor for 

PM, transferring the technology to the PM by the PREP 

method. 

(1) Project Report (Point) 

The role of the PM is project management. However, if 

young people become PMs without management experience, 

they would not know what must be done in every phase of the 

project life cycle. Therefore, the PM was made to participate 

in the actual project, and the importance of the project man-

agement method was highlighted through the PBL method. 

Project management is performed in the PDCA cycle. Ta-

ble 1 shows the relationship between PM and project mem-

bers throughout the project life cycle. 

The project planning and progress management phases are 

important management skills of the PM. Therefore, Company 

A taught the progress meeting in the first project to the PM, 

and in the second cycle, the PM learned to make a project 

plan. In the third cycle, the PMO became an observer and de-

cided to implement project management through the PM. 

(2) Gathering Information for Reporting (Reason) 

PM is an intermediate manager. The middle manager re-

fers to the position that reports to the upper management of 

the organization. In order to report to upper management, the 

 

Table 1 : PDCA Cycle of Project Management 

 P D C A 

PM 
Create a 

Project Plan 
 

Progress 

Meeting 
 

Mem

ber 
 

Develop-

ment 
 Correction 

PM correctly understands the current situation of the project 

and reports the problems in a timely manner. 

At Company A, when the project was successful, weekly 

reports were made by briefly explaining the issues described 

in the issue management sheet. However, if there is a delay 

in progress or a technical bottleneck, the upper management 

will request a detailed report. For this purpose, PMs need to 

hold weekly progress meetings and collect the information 

requested by upper management. 

In the first cycle, the PMO chaired the progress meeting 

and held the progress meeting using the CMMI's agenda. 

Company A is supposed to update WBS before coming to the 

weekly progress meeting. At the progress meeting, we re-

viewed the Earned Value Management (EVM) value of the 

project and interviewed each project member's progress, 

problems, issues, and risks. This information was collected 

and reported to the reporting manager. 

In the second cycle, I participated in the PMO from the 

preparation of the project planning documents. Project man-

agement is performed by the PDCA, so project plans are pre-

pared first and then managed for progress. However, even if 

you do not know the purpose, this cannot be understood 

through merely creating the form. Therefore, the PM had ex-

perience in managing the progress meetings and understand-

ing the type of management to be followed with different pro-

jects. The project plan was prepared after the meeting. 

Company A defines the life cycle process at the project 

planning stage. Tasks performed in every process are de-

scribed in the WBS. The output for each process is described 

in the configuration management register. The first activity is 

to confirm the output of the process at the actual progress 

meeting and the second activity is to plan the output of the 

process at the project planning stage. 

(3) Form to be created (Example) 

The practices to be implemented as project management 

are clear. The PM needs to learn all the practices, but as a 

concrete example of technology transfer, he followed the 

practice that reversed the PDCA cycle as mentioned above. 

⬧ Report content requested by upper management 

⬧ Gathering information for accurate and timely reporting 

⬧ To manage progress meetings and to collect information 

weekly 

⬧ Enter Gantt chart, WBS, issue management ledger, risk 

management ledger interviewed at a progress meeting 

⬧ List of work products to be created in each process 

⬧ Process plan such as configuration management ledger that 

defined the output for each process 

⬧ A project plan document summarizing each process plan 

 

By making a project plan document at the end of the tech-

nology transfer, we have made it possible to understand dif-

ferent process for the entire project life cycle. 

 

(4) Report for Clarity (Point) 
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For organizations achieving CMMI Level 3, the Project 

Progress Meeting agenda is in the organizational standard. At 

the progress meeting, interviews with project members will 

be conducted according to the agenda, and the minutes of the 

progress meeting will be recorded. A project management 

trail is kept and used as evidence when conducting an ap-

praisal. 

However, the practices required by CMMI are minimal. 

Even if the information is collected by holding a progress 

meeting in line with the agenda, it may not be consistent with 

the reports that the upper management wants to hear. There 

are times when you call the site many times during closed 

hours.  

The project report is finally reviewed at the management 

meeting. Even if the project was managed according to 

CMMI, number of issues were pointed out at the management 

meeting, and new issues were generated. As a result, manage-

ment also found that CMMI was not useful. 

However, the management complained that extra work 

would be required in the following process: project plan doc-

ument → progress meeting → reporting to upper manage-

ment and implementation. We set the appropriate agenda at 

the progress meeting and learned how to collect the necessary 

information. 

It was understood that the project plan document would 

not be prepared by management if it was inaccurate, in order 

to manage the reality at the progress meeting. The project was 

planned on more accurate grounds. 

4.3 Application Results 

4.3.1 PM Recognized Autonomous Manage-

ment 

The PMO is a role set up for a fixed period, and not per-

manently. The number of indirect personnel should be re-

duced if the PM manages the project autonomously. This ac-

tivity was started, and technology transfer activities were con-

ducted for the PM. After three rounds of short-term projects 

were evaluated using the PREP method, the PM, who could 

perform autonomous project management by himself, fin-

ished with the PMO's support. This situation is shown in Fig. 

2. 

4.3.2 Format Reuse Rate 

At first, the project plan was prepared from the beginning 

using the format which closely followed the given blank sheet. 

In the third year of introducing this activity, about 60% of the 

preparation of the project plan had been automated. It became 

better for the PM to manually input the remaining 40%. This 

is because project planning documents and other forms used 

for each client is collected, converted to DB, sanitized, and 

reused. 

Necessary information for clients is almost the same, so it 

can be reused. Information required for each project automat-

ically inputs from the Excel file output from ERP. Nearly 

48% of these improvements have been automated. This situ-

ation is shown in Fig. 3. 

4.3.3 The Contradiction Between Measures 

Against Appraisal and Slimming 

Company A's form was brought in by an external consult-

ing firm for appraisal. At Company A, the form was stream-

lined and made easy to read. 

CMMI passes if a practice called REQUIRED is imple-

mented. There is no problem in slimming the “nice to have” 

part. This caused the metamorphosis. It is inevitable that this 

activity “fits in the mold.” It was decided that the unnecessary 

aspects of the organization would not be included in the form. 

We repeated the procedure of slimming down a part that 

was not actually used even though it was introduced as a full 

set. Moreover, only the passing of the appraisal was main-

tained. As a result, a lean development standard was com-

pleted, conforming to the spirit of CMMI. 

4.3.4 Inconsistency of Form Creation Automa-

tion and PDCA 

Project management is to create a project plan document 

and manage it according to the plan. If more than 60% of the 

project plan document is generated automatically by automat-

ing the form, the perspective of planning the project is miss-

ing. There is a meaning in labor saving. However, if you do 

not plan the project carefully in the upstream process of the 

project, it will be overturned. 

About 60% of the format automatically generated in this 

study was client information or the project profile output from 

ERP. The individual information on the project is about 40% 

of the rest. This part was created manually by the PM. 

There is an idea called Pareto's law. If 40% of the project 

plan is hand-crafted by the PM, it will be sufficient as a pro-

ject plan. Specifically, information on project schedule and 

process, allocation of resources and assignment of personnel 

have completed. 

The project plan of Company A is created with an MS-

Excel of about 12 sheets in one book. In terms of the number 

of sheets, eight sheets were automated. The remaining 4 

sheets were created by the PM. This part implements the pro-

ject plan firmly and is in line with the spirit of PDCA. 
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Figure 2 : PM Rate recognized autonomous MGT 

Figure 3 : Format Reuse Rate 

5 DISCUSSION 

5.1 Background of Process Improvement 

Process improvement focuses on the idea that it is neces-

sary to improve the underlying process to improve product 

quality, as suggested by the saying that ''good quality comes 

from good processes.'' Even if it is difficult to improve the 

quality directly, it would become possible if the manufactur-

ing process is improved. Therefore, process improvement 

methodologies are widely discussed globally.  

However, the challenge is to improve the “current situation” 

to “the way it should be,” which would vary greatly across 

organizations. The model approach is commonly used to im-

prove processes. Under this method, a methodology generally 

called a best practice model, such as the CMMI, is introduced, 

and the level is improved according to the rank of the maturity 

model. 

However, it is not easy to implement the CMMI, as the 

first steps for its introduction into an organization are often 

unclear. In many cases, a consulting company must be hired 

for guidance. Contrastingly, from the standpoint of a 

consulting company, improving the process means achieving 

the CMMI level, and for example, a contract of “achieving 

CMMI level 3 in 3 years” might be signed with a client. To 

this end, development standards and forms are prepared in 

advance and provided by consulting companies and are used 

by development projects to achieve the CMMI level. 

5.2 Process Improvement and Project Man-

agement 

The basis of project management is PDCA. In this proce-

dure, a project plan is created in the upstream process of the 

project, according to which the project operates, and the pro-

ject is managed through proactive management. When creat-

ing a project plan, the project scope is defined in a meeting 

with the customer, the target requirements during the project 

period are agreed upon, the scale and man-hours are estimated, 

the budget is determined, and the planning procedure is un-

dertaken.  

However, as noted in Section 5.1, when project manage-

ment is included in the large flow of process improvement 

activities, in reality it becomes a project plan in name only 

rather than an actual project plan. The focus is reduced to 

merely filling in the blanks in the form. 

Even if a relatively young PM, who has not yet gained suf-

ficient experience, creates a project plan for this purpose, this 

can only be seen as a countermeasure against the CMMI ap-

praisal.  

5.3 Purpose Consciousness by PREP Method 

In the research, a PREP method was proposed. First, it ex-

plains the practice (Point) to be implemented in the project 

management and the reason (Reason) for its implementation. 

Next, it shows a specific example (Example), and helps the 

PM understand the significance of the practice (Point) to be 

implemented.  

In this study, I explained to the PM that project manage-

ment is incorporated in the workflow of a company. The com-

pany must report the progress of the project at the manage-

ment meeting. Therefore, a project report must be prepared 

every week. 

To make the weekly report, a progress meeting must be 

held weekly to understand the plan’s goal. A project plan is 

required for the management. To create a project plan, it is 

necessary to estimate the scale and man-hours that will serve 

as its basis.  

To provide an accurate estimate, the project scope and re-

quirements must be defined. We decided to carry out project 

management in this way, after understanding the each of the 

company’s practices and the reason for its implementation.  

However, when adopting a process improvement such as 

CMMI, achieving CMMI level 3 becomes a goal, and even if 

the PM does not recognize its necessity, it leaves a trail in the 

form of appraisal measures. Often, it is necessary to achieve 

this goal. If such a thing is continued for many years, it will 
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become perfunctory with the result that the essential project 

management is not carried out. This seems to be the reason 

that CMMI, which was very popular between 2000 and 2010, 

is now almost unheard of. 

5.4 Role of PMO after CMMI Activities 

In this study, we proposed a method in which the resources 

that had been active in the EPG were left in the organization 

as PMO after the CMMI activities were completed. The EPG 

has most extensive knowledge about process improvement in 

the organization and is suitable for to mentor young PMs. The 

PMO joined the project and demonstrated a real example of 

the practice to be implemented by the PREP method, and the 

need for it, through a model. 

In this study, the PBL method was chosen for PMOs join-

ing the project and to train young PMs in project management. 

The PMO is an indirect department and a cost center and the 

company would like to reduce the number of staff to the ex-

tent possible. In such a case, even after the completion of 

CMMI activities, we can show that maintaining the CMMI 

level achieved by the PMO is important. The PM can also 

learn project management based on CMMI under the guid-

ance of a PMO. This will allow for a  mutually beneficial re-

lationship． 

6 CONCLUSION 

This study proposes that, after the CMMI's activity is com-

pleted, the resources that were active in an EPG continue to 

function in the PMO. 

As it is difficult to achieve CMMI Level 3 alone, we hire 

an outside consulting company. However, it is not desirable 

to keep paying high external consulting fees. It is therefore 

desirable for knowledge-rich EPGs to be in charge of process 

improvement as in-house consultants and to transfer technol-

ogy to young PMs. 

Many organizations set up PMOs after CMMI activities. 

However, they prepare weekly reports and minutes and col-

lect CMMI appraisal trails, which does not fulfill the roles 

and responsibilities of effective in-house consulting. 

In this study, we focused on the role of process improve-

ment in PMO. The activities required for the organization 

were identified and narrowed down. Next, by classifying the 

forms for each customer, we added it to the database and 

made it reusable. The knowledge was transferred to young 

PMs using the PREP method in which the PMO played a sig-

nificant role. 

In a company that adopted the proposed method, the pro-

cess reuse rate increased, and the PM began to carry out pro-

ject management after acquiring knowledge of process im-

provement, which was considered to be an effective method. 
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Abstract - Due to the recent popularization of Internet live 

video distributions, Internet live video distributors such as 

YouTubers have attracted great attention. Some of them hide 

the image regions related to personal information, e.g., their 

faces or current locations, so as not to encounter public con-

cerns such as threats or attacks to them. In the cases that the 

video processing time to hide these image regions is long, the 

frame rate fluctuates and unstable frame rates annoy the view-

ers. Hence, in this paper, we propose a frame rates stabiliza-

tion mechanism for trust-oriented Internet live video distribu-

tion Systems 1 . Our proposed mechanism adopts two ap-

proaches. One is changing the image region for video pro-

cesses. The other is changing the video process when the 

video processing time is going to exceed the interval of the 

video frame. Our evaluation results revealed that our devel-

oped system with the proposed mechanism can stabilize the 

frame rate for trust-oriented Internet live video distributions. 

Keywords: Broadcasting, YouTubers, Continuous Media, 

Data Streaming, Video-on-Demand 

1 INTRODUCTION 

Due to the recent popularization of Internet live video dis-

tributions, Internet live video distributors have attracted great 

attention. Most of Internet live distributors distribute the vid-

eos shooting themselves by cameras. For example, video dis-

tributors on YouTube are called YouTuber and 1 million of 

YouTubers distribute the videos shooting themselves. They 

often distribute live videos. Some of them hide image regions 

related to personal information, e.g., their faces or current lo-

cations, so as not to encounter public concerns such as threats 

or attacks by the viewers. It has a large possibility that public 

concerns do not occur if there is a trust between Internet live 

video distributors and the viewers because the trust construct 

their social relations. Therefore, trust-oriented Internet live 

video distributions proposed in [1] have a large possibility to 

realize safer and wider used Internet live video distributions. 

In the cases that the distributors shoot themselves, the most 

sensitive personal information is their faces. To avoid public 

concerns, some of them change or hide their faces by adding 

video effects [2]. Such video effects include some processes 

for detecting their faces, creating mask images, and drawing 

1 The work was supported by a Grants-in-Aid for Scientific Re-

search (C) numbered JP18K11316, and by I-O DATA Found. 

the mask images to their faces, and have a higher computa-

tional load compared with a simple process. In the cases that 

the video processing time is longer than the interval of the 

video frames, the time to draw the processed image for a 

video frame delays and the frame rate decreases. The video 

processing times depend on the complexity of the processes 

and the images, and the delays cause unstable frame rates. 

Unstable frame rates annoy the viewers. Therefore, stable 

frame rates are required for Internet live video distributions. 

Various techniques to reduce video processing time have 

been proposed. Some of them give an upper limit on the video 

processing time and cancel the process when the processing 

time reaches to the upper limit. In the cases that the video 

process is changing or hiding the distributor’s face, the face 

appears in the video when the processing time reaches to the 

upper limit because the process is cancelled. This is not a 

trust-oriented Internet live video distribution since the video 

exposes the distributor’s personal information even when 

there is no trust between the distributor and the viewers. In 

trust-oriented Internet live video distributions, distributors’ 

personal information should be hidden when there is no trust. 

However, existing video processing time reduction tech-

niques do not consider trust and cannot realize trust-oriented 

Internet live video distributions. 

In this paper, we propose a frame rates stabilization mech-

anism for trust-oriented Internet live video distribution sys-

tems. In trust-oriented Internet live video distributions, the 

distribution situation is classified into two situations. One is 

the situation that there is no trust between the distributor and 

the viewers (un-trusty). The other one is the situation that 

there is trust (trusty). In Figure 1, the left image shows the left 

image shows the case of an un-trusty situation and the distrib-

utor’s face is blurred to hide his personal information. The 

right image shows the case of a trusty situation and no areas 

are blurred. In the un-trusty situations, our proposed system 

always hide the distributor’s personal information. To 

achieve this, our proposed mechanism changes the video pro-

cesses when the video processing time is going to exceed the 

interval of the video frame to a simple process. For example, 

in the cases that the time is close to draw the image for the 

next frame while the processing computer executes the pro-

cess to detect the distributor’s face in the video, the computer 

cancels the face detection process and starts executing the 
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process to blur the whole region of the image. In addition, we 

develop a system with our proposed mechanism and evaluate 

its performance. The main novelty of the paper is the stabili-

zation of the frame rates considering trust on Internet live 

video distribution. Although some previous researches try to 

stabilize frame rates, they do not consider trust and wholly 

give up to execute video processing when the processing time 

reaches to the upper limit. Our proposed system change the 

process considering to manage the trust. The contributions of 

this research are; 1) the proposition of a frame rates stabiliza-

tion mechanism for trust-oriented Internet live video distribu-

tion systems, 2) the design and the development of a system 

with the mechanism, 3) the evaluation of the system. 

The result of the paper is organized as follows. We intro-

duce related work in Section 2. We explain the trust-oriented 

Internet live video distributions in Section 3 and our proposed 

video processing system to stabilize frame rates in Section 4. 

We show some evaluation results and discuss about them in 

Section 5. Finally, we will conclude the paper in Section 6. 

2 RELATED WORK 

Many systems have been proposed for distributed stream 

processing (DSP) in a peer-to-peer (P2P), cloud, edge, or fog 

computing model [3]-[13]. Some of the proposed systems as-

sume or are implemented by open-source stream processing 

platforms such as Apache Hadoop [14], Storm [15], Flink 

[16], and Spark Streaming [17]. Lopez et al. carried out two 

experiments concerning threats detection on network traffic 

to evaluate the throughput efficiency and the resilience to 

node failures for Storm, Flink, and Spark Streaming [18]. The 

results show that the performance of native stream processing 

systems, Storm and Flink, is up to 15 times higher than the 

micro-batch processing system, Spark Streaming. On the 

other hand, Spark Streaming was robust to node failures and 

provided recovery without losses. 

Some of the DSP systems are designed for real-time pro-

cessing and can be applied for live video streaming. In [5], 

the proposed scheme determines the evaluation order for the 

conditional expressions in continuous queries to reduce the 

processing time. Its evaluation shows that the proposed 

scheme can reduce the maximum number of communication 

hops and the average amount of communication traffic in IoT 

environments. Ning et al. proposed Mobile Storm as a distrib-

uted real-time stream processing system for mobile cloud [7]. 

Without offloading computation to remote servers, Mobile 

Storm processes real-time streaming data using a cluster of 

mobile devices in a local network. Mobile Storm was imple-

mented on Android phones, and a video stream processing 

application was developed to evaluate its performance. The 

results show that Mobile Storm is capable of handling video 

streams of various frame rates and resolutions in real-time. 

Choi et al. proposed DART as a fast and lightweight stream 

processing framework for the IoT [9]. In DART, a logical 

group of data sources, namely, a Cloud of Things (CoT) is 

composed to process the data streams more efficiently in a 

fully distributed fashion. DART aims to overcome both 

server-based and edge-only-based methods by grouping IoT 

devices as a CoT. RIDE was proposed to process real-time 

massive image stream on distributed environment efficiently 

[10]. RIDE consists of four layers: application, master, buffer, 

and worker layers. To minimize the communication overhead 

between the tasks on distributed nodes, coarse-grained paral-

lelism is achieved by allocating partitions of streams to 

worker nodes in RIDE. In addition, fine-grained parallelism 

is achieved by parallel processing of task on each worker 

node. Yang et al. focused on distributed fault-tolerant pro-

cessing (DFP) method and proposed a distributed image-re-

trieval method designed for cloud-computing based multi-

camera system in smart city [11]. Through the combination 

of the cloud storage technology, data encryption, and data re-

trieval technology, efficient integration and management of 

multi-camera resources are achieved. In [12], processing and 

bandwidth issues for a typical video analytics application 

were investigated to help understand placement decision of 

methods between edge and cloud. The authors in [12] also say 

that there are further considerations than made in [12], such 

as privacy, central sharing, edge device maintenance, and 

processing and bandwidth costs. 

Related to security or privacy of real-time video data, Liu 

et al. proposed an infrastructure for secure sharing and search-

ing for real-time video data [19]. The proposed infrastructure 

is particularly suitable for mobile users by deploying 5G tech-

nology and a cloud computing platform. Its security is guar-

anteed even if the cloud server is hacked since data confiden-

tiality is protected by cryptographic encryption algorithms. In 

addition, the proposed infrastructure also provides secure 

searching functionality within a user's own video data. Wang 

et al. proposed OpenFace, an open-source face recognizer 

whose accuracy approaches that of the best available propri-

etary recognizers [20]. Integrating OpenFace with interframe 

tracking, they also built RTFace, a mechanism for denaturing 

video streams that selectively blurs faces according to speci-

Figure 1: Live video images for an un-trusty situation (left) 

and a trusty situation (right). 

Figure 2: Example intervals of frames 
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fied policies at full frame rates. In [20], privacy-aware archi-

tecture for large camera networks using RTFace were pre-

sented. 

The existing techniques mentioned above can reduce the 

stream processing time by efficiently distributing the compu-

tational and communication loads to the processing nodes. 

However, those techniques do not give an upper limit for the 

processing time and there is a large possibility that the frame 

rate fluctuates. This paper is positioned to the consideration 

of the situations such as allowed processing time and adaptive 

task modification on the trust-oriented Internet live video dis-

tribution. 

3 TRUST-ORIENTED INTERNET LIVE 

VIDEO DISTRIBUTIONS 

In this section, we briefly explain trust-oriented Internet 

live video distributions proposed in [1]. 

In trust-oriented Internet live video distributions, the distri-

bution situation is classified into two situations. One is the 

situation that there is no trust between the distributor and the 

viewers and is called the un-trusty situations. The other one 

is the situation that there is trust and is called the trusty situa-

tion. The situation that an Internet live video distribution be-

longs to depends on various factors. For example, in the cases 

that the viewers of an Internet live video distribution is lim-

ited to only the friends of the distributor, the situation is a 

trusty situation. In the cases that the viewers are the stranger 

of the distributor, the situation is an un-trusty situation. In a 

simple system, the un-trusty/trusty situation that the current 

situation belongs to is selected by the distributor manually. 

Automatic selection is also possible by using the information 

about the viewers, the locations, and so on. Figure 1 shows 

example images of live video in an un-trusty situation and a 

trusty situation.  

The trust-oriented Internet live video distributions have 

three policies, “close-information”, “limit-information”, and 

“expose-information” policies. In the un-trusty situation, the 

distributors may use the close-information policy. In this pol-

icy, the processing computer executes the processes so as to 

close personal information. The distributor can safety distrib-

ute the shot live video since the distributor’s personal infor-

mation is closed. However, the possibility to be able to con-

struct trust decreases since the viewers cannot get the per-

sonal information about the distributor so any more. In the 

limit-information policy, the processing computer executes 

the processes accepted by the distributor. The distributors se-

lect this policy aiming to keep the trust. In the trust situation, 

the distributors may use the expose-information policy. In 

this policy, the processing computer executes the processes 

so as to expose personal information. The possibility to be 

able to construct trust increases since the viewers can get the 

personal information about the distributor. However, the live 

video distribution is unsafe. 

In the trust-oriented Internet live video distribution, the 

processing computer executes video processes based on the 

policy selected by the distributor (un-trusty or trusty). How-

ever, conventional trust-oriented Internet live video distribu-

tion systems do not consider the processing time and the 

frame rate usually fluctuate.  

4 PROPOSED MECHANISM 

We explain our proposed frame rates stabilization mecha-

nism in this section. We explain our target problem first and 

our approach to solve the problem after that. 

4.1 Target Problem 

As described in Section 1, long video processing times 

cause unstable frame rates and this annoy the viewers. For 

example, we show the intervals of the frames in Fig. 2. The 

horizontal axis is the frame number. In this example, the pro-

cessing computer executes the processes to detect faces and 

to blur the detected region. “Face” indicates the interval of 

the frames when there is a distributor’s face in the live video. 

“No face” indicates that when there is no distributor’s face. 

As shown in this example, the interval of the frames fluctuate 

and have a range of approximately 200 [msec.] in this case. 

Such a large change of the interval has a large possibility to 

annoy the viewers. Therefore, in this paper, we propose a 

frame rates stabilization mechanism. 

In the cases that the processing time is shorter than the in-

terval of the frames, the system can control the time to draw 

the image for the next frame by waiting for some time. Oth-

erwise, the time to draw the image for the next frame delays 

and the frame rate changes. We propose a frame rates stabili-

zation mechanism even when the processing time is long. 

4.2 Our Approach 

To stabilize frame rates for trust-oriented Internet live 

video distributions, we adopt two approaches. 

The first one is the reduction of the video processing time. 

As explained in the previous subsection, the system can sta-

bilize the frame rate if the processing time is shorter than the 

interval of the frames. Therefore, shorter video processing 

times than the interval of the frames enables stable frame rates. 

Various techniques to reduce video processing time has been 

proposed. However, they do not focus on the trust-oriented 

Internet live distributions and some public concerns can occur 

even when the system adopts these techniques. The most sen-

sitive personal information is their faces. Therefore, we focus 

on hiding the distributor’s faces and propose a video pro-

cessing time reduction method for hiding the face in the trust-

oriented Internet live video distributions. 

The other one is the change of the video process to a simple 

video process. As explained in Section 1, most of video ef-

fects require a higher computational load compared with a 

simple process. Therefore, our proposed method changes the 

video process when the video processing time is going to ex-

ceed the interval of the video frames to a video effect that the 

processing computer can execute the process with a shorter 

processing time. An example of a simple video process is 

blurring the whole region of the image. Since the processing 

time of a simple video process is relatively short compared 

with complicated video processes, the system can finish the 

process before the time to draw the image for the next frame 

and thus can stabilize the frame rate. 

We will explain the detail of each approach in Subsections 

4.4 and 4.5. 

International Journal of Informatics Society, VOL.12, NO.2 (2020) 111-120 113



4.3 Assumed System 

Figure 3 shows our assumed system for our proposed 

mechanism. In the system, the distributors distribute their 

shot live videos to the viewers using the trust-oriented live 

video distribution system. The situation judgement module 

judges whether the current situation is an un-trusty or a trusty 

situation using the viewer database and other information. 

The video processing module executes the designated video 

processes. A part of the viewers login to the system before 

watching the live videos. The details of these modules are in-

scribed in [1]. 

The frame rate stabilization module is newly added to the 

system. The frame rate stabilization module manages the 

video processing module and checks the frame rates of the 

output module. The output module is the system module to 

distribute the live videos to the viewers. When the frame rate 

is going to fluctuate, the frame rate stabilization module 

changes the video process executed in the video processing 

module to a simple process and try to reduce the processing 

time. The processed video data are transferred to the output 

module and are distributed to the viewers. 

4.4 A Method to Hide Faces Faster 

In this subsection, we explain our proposed method to hide 

the distributor’s face faster. Our proposed method does not 

fix the face detection algorithm. Various algorithms that were 

already proposed can be adopted to our proposed method. 

4.4.1 Position of Face 

Most of live video distributors shoot themselves and the 

position of the face does not change largely. We do not as-

sume that the position of the face does not change. For exam-

ple, the distributor fixes the camera to his room by a tripod 

and shoots himself sitting on the front of the camera. In this 

case, the position of his face in the video image does not 

change largely although the position waves when he moves 

his upper body. For another example, the distributor uses her 

smartphone to distribute the live video. She grasps her 

smartphone forwarding the camera to herself and shoots her-

self while walking. The distributors generally allocate their 

faces to the center of the video image and the position does 

not change largely and frequently. 

In the cases that the position of the face does not change 

largely, the position of the face in the next frame image is 

close to that in the current frame image. By shrinking the 

range to detect the faces using this feature, we can reduce the 

video processing time since a smaller image gives a shorter 

processing time. However, a smaller range to detect the faces 

has a large possibility to fail to detect the faces since the pos-

sibility that the shrunk image does not include the face in-

creases. Therefore, our proposed method takes a margin from 

the position of the face in the current frame image and detects 

the face in the range. 

The appropriate margin length is the length that the posi-

tion of the face changes within the interval of frames. If the 

position changes to the out of the detection area even taking 

the margins, the face detection fails. 

4.4.2 Region to Detect Face 

Let Xc, Yc denote the upper left corner of the region for the 

detected face in the current video frame image and Wc, Hc de-

note the width and the height of the region. We set the same 

margin to the right and the left sides of the region (MX) and to 

the top and the bottom sides of the region (MY). Then, the re-

gion to detect the faces in the next video frame image Xd, Yd, 

Wd, Hd are given by: 

𝑋𝑑 = 𝑋𝑐 −𝑀𝑋

𝑌𝑑 = 𝑌𝑐 −𝑀𝑌            (1)

𝑊𝑑 = 𝑊𝑐 + 2𝑀𝑋

𝐻𝑑 = 𝐻𝑐 + 2𝑀𝑌

In our proposed method, the region to detect the face is deter-

mined by the above equations. In the evaluation section, we 

will confirm the effectiveness of shrinking the region to de-

tect the face. 

4.5 A Method to Change Video Process 

In this subsection, we will explain our proposed method to 

change video process to stabilize the frame rates. 

4.5.1 Timing to Change Video Process 

In our proposed mechanism, the frame rate stabilization 

module changes the video process when the processing time 

is going to exceed the interval of the frame to a simple process 

that the video processing module can execute the process with 

a shorter processing time. Even when the video process is 

changed to the simple one, the video processing time arises 

and it takes some time. Therefore, our proposed method gives 

a margin time for the simple video process. Let Tm denote the 

margin time. When the current time satisfies the following 

inequality, the frame rate stabilization module changes the 

video process to the simple one. 

𝑇𝑐 > 𝑇𝑛𝑓 − 𝑇𝑚             (2)

Figure 3: Our assumed system for our proposed mechanism 
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Here, Tc is the current time and Tnf is the time to draw the 

next frame image. That is, the value of 𝑇𝑛𝑓 − 𝑇𝑚 is the dead-

line of the original video process. Our proposed method de-

cides Tm enough to finish the simple video process within the 

margin time. For example, in our brief experiment, the maxi-

mum processing time to blur the whole region in a video pro-

cessing system is 129 [msec.]. In this case, we can predict the 

sufficient time to finish the simple video process although the 

time fluctuates. In this case, the value of Tm larger than 129 

[msec.] is sufficient. 

In the cases that the right formula of Equation (2) is very 

close to the left, the video process can frequently change. This 

can cause the annoyance of the views. To determine Tm, it is 

better to consider such an influence of the viewers. 

4.5.2 Video Process to Hide Face 

Figure 4 shows the flowchart for the frame rate stabiliza-

tion module. When the module gets a video frame image from 

the camera, it starts the video processing to the image in other 

thread. To manage the processes, the video processes are ex-

ecuted in parallel and in other thread from the frame rate sta-

bilization module. After that, the module continuously checks 

whether the process finishes and whether the above inequality 

is satisfied or not. When the process finishes, the module 

transfers the processed image for the video frame to the out-

put module. When the above inequality is satisfied, the mod-

ule cancels the video process and start executing the simple 

video process. When the simple video process finishes, it 

transfers the processes image for the video frame to the output 

module.  

5 EVALUATION 

In this section, we investigate the influence of changing the 

video processes and show the results in Subsection 5.1. After 

that, to evaluate the performance of our developed system 

with the proposed mechanism, we show some evaluation re-

sults about the intervals of the frames and the video pro-

cessing. 

5.1 Influence of Changing Video Process 

The objective of the evaluation is to check which video 

gives a higher QoE, i.e., the viewers can watch the video 

without a more annoyance, in un-trusty situations. For this 

objective, the videos shown to the subjects are not necessarily 

live videos. To show the same video to all subjects, therefore, 

we shoot a video and create three videos from it although our 

research target is live videos. In this section, to evaluate the 

performance of our developed system with the proposed 

mechanism, we show some evaluation results about the inter-

vals of the frames and the video processing. 

5.1.1 Subjective Evaluation Setting 

A realistic scenario to which our proposed trust oriented 

live video distribution is applied is the situation that the dis-

tributor fixes the camera to his room by a tripod and shoots 

himself siting on the front of the camera as explained in Sub-

section 4.4.1. Moreover, to avoid the exposure of the distrib-

utor’s personal information in un-trusty situations, we blur 

the human faces and hid them. We call this the original video. 

The duration is 30 [sec.] Table 1 shows the explanations of 

our created three videos. The blurred video is the video cre-

ated from the original video to simulate our proposed mecha-

nism. To investigate the influence of changing the video pro-

cesses, we blur the whole region of the video after 10 [sec.] 

from the beginning to the end. Only the human face is blurred 

by 10 [sec.] from the beginning and thus the beginning part 

of the video is the same as the original video. The paused 

video is the video created from the original video to simulate 

pausing the video when the load for the video processes is 

high. During the pausing, the text message “streaming is tem-

porarily paused due to the content privacy issue” is shown in 

the center of the video. In the video, we pause the video after 

10 [sec.] from the beginning to the end. Similar to the blurred 

video, the beginning part of the video is the same as the orig-

inal video. The audios for all the videos were not interrupted 

and kept playing. Figure 5 shows a screen shot of the videos. 

We show these videos to 11 subjects and ask the subjects 

to rank the videos in the order that he/she can watch the video 

Table 2: The subjective evaluation result 

Video name 1st 2nd 3rd 

Original 11 0 0 

Blurred (proposed) 0 9 2 

Paused 0 2 9 

Table 1: The videos created for the subjective evaluation 

Video name Description 

Original Human faces are hidden. 

Blurred The whole region is blurred after 10 

[sec.] from the beginning. 

Paused The video is paused after 10 [sec.] from 

the beginning. 

Figure 5: The videos for the subjective evaluation 

Name: original video Name: blurred video Name: paused video

Figure 4: The flowchart for the frame rate stabilization mod-

ule 
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without a more annoyance. Also, we get the reason for their 

ranking.  

5.1.2 Subjective Evaluation Result 

Table 2 shows the result. From the result, we can see that 

the rank of our proposed mechanism is higher than the paused 

video. The summary of the reason was that the blurred video 

kept playing although the whole region is blurred, and thus 

the subjects could somehow grasp the contents of the video 

compared with the cases of the paused video. However, two 

subjects gave a higher rank to the paused video than the 

blurred video. The summary of the reason was that the text 

message that explained the reason why the video was paused 

was shown in the paused video. Thus, the subjects could un-

derstand why the video was paused and they did not get an-

noyance further than the blurred video. We think that this can 

be improved by adding a text message that explains the rea-

son why the whole region is blurred to the blurred video. All 

subjets gave the highest rank to the original video because the 

case of the original video did not encounter any troubles. 

5.2 Performance Evaluation Setting 

From this subsection, we evaluate the performance of our 

developed system. We developed a video processing system 

that detects the faces in the shot video images and blurs the 

detected region. In the cases that the time to finish the video 

process is longer than the deadline (Equation (2)), the system 

cancels the processing and changes it to the simple process 

that blurs the whole region of the image. The system has a 

function to distribute the live video, but the function is not 

directly related to this research and we do not focus on this 

function. 

To show the effectiveness of our proposed method, we 

show the intervals of the frames. We set the frame rate of the 

video to f [fps] in this evaluation. In our proposed method, 

when the current time exceeds the deadline, the processing 

computer changes the video process to the simple one. There-

fore, in the cases that the interval of the frame is shorter than 

the 1/f [msec.], our proposed method can achieve a constant 

frame rate by waiting for drawing the next frame image. 

We use the ratio of changing process in this evaluation. The 

ratio means the ratio that the video process is changed to the 

simple one and is the number of the simple video process di-

vided by the number of the all video process. A larger value 

means that a more number of the video frames is wholly 

blurred (the whole region is blurred). A smaller value is better 

for the trust-oriented Internet live distributions since just for 

the region related to the personal information is blurred. 

5.3 Evaluation Environment 

For the evaluation, we use our developed video processing 

system. We developed the system using the Visual Studio 

2017 and the system uses OpenCV 4.1.0 to get the images 

from the camera and to detect the faces in the images. The 

processing computer is a laptop computer (CPU: Core 

i7@2.4GHz, Memory: 8GB). We use the camera equipped on 

the laptop and get 640x480 RGB (32bits) images. For the face 

detection, we use the detectMultiScale function implemented 

in the OpenCV. 

5.4 Evaluation Results 

In this subsection, we show some evaluation results. First, 

we show the intervals of the frames and evaluate the effec-

tiveness of our two approaches. After that, we show the per-

formances changing the region sizes for the processes to eval-

uate our approach to change the region size to hide the face 

faster. Then, we show the performances changing some pa-

rameters for the face detection. We evaluate our developed 

system under the situations that the video records just one 

faces although the system can detect multiple faces to make 

the evaluation results easily understandable. In the situations 

that the video records multiple faces, their positions also in-

fluence the results. 

5.3.1 Interval of Frame 

The target problem of this research is the stabilization of 

the frame rate. This means that the intervals of the frames are 

more constant. Therefore, we measured the intervals of the 

frames.  

Figure 6 shows the intervals of the frames. The horizontal 

axis is the frame number and the vertical axis is the intervals 

of the frames. In the figure, “Proposed (f [fps])” indicates the 

intervals of the frames under our proposed method when the 

frame rate is set to f. “Conventional” indicates the intervals of 

the frames under conventional methods, i.e., without our pro-

posed method. The result under the conventional method does 

not depend on the frame rate since the method does not con-

sider the frame rate. The margin time is 100 [msec.]  

From this result, we can see that our proposed method 

achieves a shorter interval than the inverse value of the frame 

rate in many cases. This means that our proposed method 

gives stable frame rates. However, the intervals of the frames 

are sometimes longer in the cases that the video processing 

time is longer than the predicted margin time. The conven-

tional method can achieve almost 1 [fps]. In the cases that the 

frame rate is 1 [fps], some intervals of the frames under our 

proposed method is the same as that under the conventional 

method because the video process finishes before the dead-

line. However, in the cases that the video process before 

changing it finishes earlier than the simple video process, the 

Figure 6: The frame number and the intervals of the frames 
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intervals of the frames under our proposed method is longer 

than that under the conventional method. For example, in the 

case of 1 [fps], the video processing times of 6 frames in 100 

frames exceed the time to draw the image for the next frame. 

In the case of 4 [fps], the video processing times of 19 frames 

in 100 frames exceed the time to draw the image for the next 

frame. We can reduce the number of the frames in that the 

processing time exceeds the time to draw the image for the 

next frame by increasing the margin time. 

The ratio of changing the process increases in proportional 

to the frame rate since a larger frame rate gives an earlier 

deadline. For example, in the cases of 1 [fps], 10 video pro-

cesses are changed to the simple video processes in 100 

frames and this means the ratio of changing the process is 

10/100=0.1. In the cases of 4 [fps], all video processes are 

changed to the simple video processes and the ratio is 1.0. 

Therefore, Our proposed method gives stable frame rates but 

the ratio of changing process increases. 

In the following evaluation results, we use the average in-

terval of frame. 

5.3.2 Region Size for Process 

A smaller region size for the process gives a shorter video 

processing time because the data amount for executing the 

video process decreases. Hence, changing the region size for 

the process, we measured the average interval of the frames 

and the ratio of changing the processes.  

Figure 7 shows the average intervals of the frames under 

the different region sizes for the processes. The horizontal 

axis is the region ratio. The region ratio is the ratio of the re-

gion for the process in the whole region and given by the 

number of the pixels in the region for the process divided by 

that in the whole region. The vertical axis is the average in-

tervals of the frames. The margin time is 100 [msec.]. The 

legends are similar to the previous results. 

In our proposed method, when the region ratio is small, the 

average interval of the frames increases as the region ratio 

increases since the data amount for executing the video pro-

cess increases. When the region ratio is large, our proposed 

method gives almost constant average interval of the frames 

since the video process is changed to the simple video process 

when the video processing time reaches to the deadline. The 

video processing time earlier reaches to the deadline as the 

frame rate increases. The average interval of the frames under 

the conventional method increases in proportional to the re-

gion ratio, since the method does not consider the deadline. 

For example, the average interval of the frames in the cases 

of 4 [fps] is approximately 200 [msec.] This is smaller than 

250 [msec.] (the interval of the frames under 4 [fps]) and our 

proposed method can give a stable frame rate. On the other 

hand, in the conventional method, the region ratio should be 

less than 0.23 to achieve the frame rate of 4 [fps]. 

 Figure 8 shows the ratio of changing the processes under 

the different region sizes for the processes. The horizontal 

axis is the region ratio and the vertical axis is the average in-

terval of the frames. In the conventional method, the pro-

cessing computer does not change the video process and al-

ways execute the process to detect the faces. Therefore, the 

ratio of changing the process is always zero and we do not 

show it in the figure.  

In the case of 2 [fps], the ratio of changing the processes 

increases sharply when the region ratio is 0.6. This is because 

the video processing time for detecting the face in the frame 

image is almost constant and most of all video processing 

time exceeds the deadline when the region ratio is larger than 

0.5. A similar situation occurs in the case of 4 [fps] and the 

ratio of changing the processes sharply increases when the 

region ratio is 0.2. In the cases of 8 [fps] and larger frame 

rates, the ratio of changing processes are always 1.0 because 

the video processing time exceeds the time to draw the image 

for the next frame even if the video process changes to the 

simple video process. 

5.3.3 Number of Neighbors 

One of the main parameters for the face detection tech-

niques is the number of the neighbors. General face detection 

techniques moves the target region to detect the face in the 

original image with changing the size of the target region and 

compares the image in each target region with a template im-

age for faces. Therefore, one face in the original image is de-

tected several times as shown in Fig. 9. To reduce the error 

for the face detections, the region in that some faces are de-

tected within the close range is finally defined as the region 

of the face. This is called the neighbors and the number of the 

Figure 7: The average interval of the frames under the differ-

ent region sizes for the processes 
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Figure 8: The ratio of changing the processes under the dif-

ferent region sizes for the processes 
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neighbors has a possibility to influence the video processing 

time. Hence, we calculated the average interval of the frames 

changing the number of the neighbors. 

Figure 10 shows the average interval of the frames under 

the different number of the neighbors. The margin time is 100 

[msec]. The region size for the video process is 320x240. 

From this figure, we can see that the average interval of the 

frames does not change largely even when the number of the 

neibhbors changes. This is because the algorithm we used 

detects all regions of the faces in the whole image and counts 

up the number of the neighbors after that. Thereore, the 

number of the neighbors has not so large influence on the 

average interval of the frames. The ratio of changing 

processes is 0.0 when the frame rate is 1, 2, 4 [fps] and is 1.0 

when the frame rate is 6, 8 [fps]. The result is very simple and 

we do not show it here.  

5.3.4 Scale of Image 

As we explained in the previous section, a smaller size of 

the region for the process gives a shorter video processing 

time because the data amount for executing the video process 

decreases. In this section, changing the size of the image for 

the video process, we measured the average interval of the 

frames and the ratio of changing the processes. 

Figure 11 shows the average intervals of the frames under 

the different sizes of the images. The horizontal axis is the 

scale. The scale is the ratio of the size of the image for the 

video process compared with the original image size. For ex-

ample, when the scale is 0.5, the image downsizes to 320x240 

in the cases that the original image size is 640x480. The ver-

tical axis is the average intervals of the frames. The margin 

time is 100 [msec]. The region size for the process is 640x480. 

Similar to the results changing the region size for the process, 

when the scale is small, the average interval of the frames in-

creases as the scale increases.  

Figure 12 shows the ratio of changing the processes under 

the different sizes of the images. This is also similar to the 

result changing the region size for the process. The ratio 

sharply increases since almost video processing time exceeds 

the deadline under a large value of the scale.  

6 CONCLUSION 

In this paper, we proposed a frame rates stabilization mech-

anism for trust-oriented Internet live video distribution sys-

tems. Our proposed mechanism changes the image region for 

video process and also changes the video process when the 

video processing time is going to exceed the interval of the 

video frame. We developed a system with our proposed 

mechanism. Our evaluation results revealed that our devel-

oped system can stabilize the frame rate for trust-oriented In-

ternet live video distributions. In the future, we will further 

Figure 10: The average intervals of the frames under the dif-

ferent number of the neighbors 
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Figure 9: The image of detecting faces 

Figure 12: The ratios of changing the processes under the 

different sizes of the images 
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Figure 11: The average intervals of the frames under the dif-

ferent sizes of the images 
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reduce the video processing time and investigate the frame 

rates in practical Internet live video distributions.  
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Abstract - Recently, it is getting more important to an-
alyze the trust of information and the trust of information
sources. This is because information exchanged in social me-
dia may not be trustable; for example, even though you re-
ceive a message which is consistent with other messages, you
might be skeptical if the message is sent from an unknown
sender. Thus, we need to analyze trust values and their transi-
tions. In this paper, we discuss how to analyze the transitions
of two-dimensional trust values. Specifically, after formaliz-
ing a time-related trust safety property, this paper introduces
an efficient verification method for the property. By conduct-
ing a case study with a theorem-proving tool, we show the
applicability of our proof method.
Keywords: On-Line Trust, I/O-automaton, Safety Proper-
ties, Theorem-Proving

1 INTRODUCTION

In recent years, social media is actively used in large-scale
disasters such as earthquakes and typhoons, and safety infor-
mation and relief information are actively exchanged in social
media. However, such information is not always trustable.
Some information may be incorrect, and the incorrect infor-
mation may be deliberately distributed in the wake of disas-
ters. Moreover, the correctness of information may change as
time passes. Even if the information “A person is seriously
injured but currently alive,” is true in a disaster site, it may
become false one hour later. When dealing with such infor-
mation in social networks, it is important to evaluate the trust
of messages and the trust of information sources.

Marsh and Dibben introduced an evaluation on trust [1],
which is a value between −1 and 1. In addition, the trust
values are classified with the notions of trust, distrust and un-
trust; also, another notion called mistrust is introduced. As
for these properties, there are studies [2] (on distrust and mis-
trust) and [3] (on trust and mistrust) by Primiero et al. This
classification is based on the one-dimensional definition of
trust values, where the point of total trust and the point of
total distrust are at the extremities. However, Lewicki has in-
dicated that trust and distrust should be treated as independent

The second and fourth authors are currently at Chiba Institute of Tech-
nology and KYOWA EXEO Corporation, respectively.

dimensions [4]. Trust is a concept closely related to human’s
impressions; hence, in evaluating the trust values “contra-
dictions/confusions” and “ignorance” should be considered.
From this point of view, we introduced a two-dimensional
trust representation with a pair of trust value and distrust value
[5]-[6]. Specifically, we employed Oda’s Fuzzy-set Concur-
rent Rating method [7] (hereinafter referred to as FCR method),
which is a fuzzy-logic-based psychological theory for impres-
sion formation, as a basis for the trust representation, and by
applying [8]-[9] we explored the correspondence between our
trust representation and Marsh and Dibben’s representation.

The two-dimensional trust value of [5]-[6] represents a trust
state at a certain moment. However, to analyze trust-related
properties, it is necessary to handle the changing nature of
trust values. Thus, in this paper, we model the property of
ever-changing trust value, and we conduct a computer-assisted
verification. Specifically, we define a safety property with the
transition sequences of trust values. Furthermore, based on
the results in I/O-automaton theory [10]-[11], we conduct an
efficient computer-assisted proof for the trust safety property.

This paper is organized as follows. Section 2 shows an
overview of [5]’s FCR-based two-dimensional trust represen-
tation. Then, in Section 3 we describe how to deal with ever-
changing trust values. Finally, Section 4 shows a case study,
and we describe how to theorem-prove a trust safety property.

2 TWO-DIMENSIONAL TRUST
REPRESENTATION

The trust classification by Marsh and Dibben is as follows,
where a trust value ranges over [−1, 1):

• Trust: is a state where a trust value of a trustee is more
than a threshold value. We can see that this is a state
enough to cooperate, and this is a measure of how much
an agent believes a trustee;

• Distrust: is a state where the trustee’s trust value is neg-
ative. This is a measure of how much an agent believes
that the trustee will actively work against the agent in a
given situation;

• Untrust: is a state where the trustee’s trust value is pos-
itive but not enough to cooperate. This is a measure of
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how little the trustee is actually trusted; and

• Mistrust: is a state in which the initial trust has been
betrayed; more precisely, the notion of mistrust can be
considered as “Either a former trust destroyed, or for-
mer distrust healed,” since the trustee may not have had
bad intentions and it is not always “betrayed”.

Suppose that you received a message, and you calculated its
trust value. If the trust value is 0.9 and the cooperation thresh-
old is 0.85, then from the definition of the trust notion, the
message should be trusted. However, can we say that there is
no distrust on this message? The maximum of the trust value
is 1, hence we can see that there is a deficit of 0.1 points on
the trust value. In this sense, the message might not be trusted
enough. In [5]-[6], we considered that this was due to the lim-
itation on the expressive power of one-dimensional trust rep-
resentation, and we introduced a two-dimensional trust value
to be an element of Trust × DisTrust, where Trust and
DisTrust are respectively degrees of trust and distrust, and
we have Trust = DisTrust = { v | 0 ≤ v ≤ 1}. Following
the manner in the FCR method, a two-dimensional trust value
is also called an observation.

We focus on some observations to consider the meaning
of the two-dimensional trust values. We can see that an ob-
servation around (1, 0) has a high trust value and a low dis-
trust value. Thus, we can see that the observation represents
a state of “trust”. Similarly, observations around (0, 1) are
the states of “distrust” since they have a low trust value and
a high distrust value. For any observation (t, d) on the line
between (1, 0) and (0, 1), we can see that (t, d) is ideal in
the sense that the trust value and the distrust value satisfy the
consistency condition t + d = 1. We consider that Marsh
and Dibben’s trust values are on this line. That is, the con-
ventional trust value is defined with a limitation with regard
to the consistency condition. Finally, the observation which
corresponds to the conventional trust value of 0 is (0.5, 0.5).

We introduced a classification of trust for two-dimensional
trust values for observations with the consistency condition
t + d = 1. Let CT be a cooperation threshold. The observa-
tions of the trust region should satisfy t − d ≥ CT ; that is,

they are between (
1 + CT

2
,
1− CT

2
) and (1, 0). The obser-

vations between (0.5, 0.5) and (0, 1) correspond to a negative
trust value; that is, they are in the distrust region. Actually,
for any observation (t, d) in the distrust region we have t < d
where the degree of distrust is greater than the degree of trust.
We can see that the other observations are in the untrust re-
gion.

For any observations (t, d) which may not satisfy t+d = 1,
the above definition for trust notions is generalized as follows.
To explain this, we employ a transformation:

[(
cos π

4
− sin π

4

sin π
4

cos π
4

){ (
t
d

)
−

(
1
0

) }
+

(√
2
2

0

)]
× 1

√
2
2

=

(
t− d

t+ d− 1

)

and the resulting point (t− d, t+ d− 1) is called (i, c).

First, we consider the first element i = t− d of (i, c). This
is a value with −1 ≤ i ≤ 1, and the value corresponds to
the conventional trust value of Marsh and Dibben. In fact, the
value i indicates that the result of subtracting the degree of
trust by the degree of distrust is actually the net trust value,
and we see that this matches the intuition.

The value of i is calculated graphically. Actually, we first
draw a perpendicular line from (t, d) to the diagonal line be-
tween (1, 0) and (0, 1), and let (p, q) be the resulting point.
The value of p is in [0, 1], and the value of i is calculated as the
result of normalizing p to be in [−1, 1]. We can see that this

is a calculation of an integration value I2(t, d) =
t+ (1− d)

2
by the reverse-item averaging method; actually, the integra-
tion value should be normalized with i = 2(I2(t, d)− 0.5) to
be a value in [−1, 1].

We find that two observations in the same perpendicular
line have the same integration value. For example, observa-
tion A = (t, d) and its nearest point on the diagonal line

A′ = (
t+ (1− d)

2
, 1− t+ (1− d)

2
)

have the same integration value. However, for observations A
and A′, the distance from the diagonal line is different. The
distance between the observation (t, d) and the diagonal line
is given by |t+ d− 1|, which is the absolute value of the sec-
ond element c = t + d − 1 of (i, c). We can easily see that
the formula of c is equivalent to the degree of contradiction-
irrelevance C(t, d) of the FCR method. The degree of contra-
diction represents how much it deviates from the consistent
condition (t+ d = 1), and its value is between −1 and 1. The
degree of contradiction is close to 1 if we deal with a trustee
of a contradictory evaluation; for example, “I trust him but at
the same time I feel some distrust on his behaviour”. Also, if
the degree is around −1, then a truster is ignorant on a trustee;
that is, this is a situation like “I do not care for him at all.” If
we have t+ d = 1, then the degree of contradiction is 0.

With the notion of the degree of contradiction, we can in-
troduce two types of new untrust notions:

• Untrust confusional: This is a case where a trustee is
both trusted and distrusted. Formally, this is a case with
0 < i < CT and c ≥ 0; and

• Untrust ignorant: This is a case where the trustee is
ignored; in other words, the trustee is both little trusted
and little distrusted. Formally, this is a case with 0 <
i < CT and c < 0.

The original untrust notion in [1] is considered as the notion
of untrust ignorant.

3 TRANSITION OF OBSERVATIONS

Mistrust is a trust property with regard to a misplaced trust,
and this is related to a change of trust values over time. In or-
der to build a trust relationship among victims and volunteers
in a large-scale disaster [12]-[14], it is important to analyze
a chronological change of trust values. Also, a trust concept
called swift trust [15]-[16] attracts an attention, which is a
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trust property for building trust relations in a short period of
time. In this section, we deal with the observations in the
previous section as states, and we formalize time-related trust
properties with state machines.

I/O-automaton [10]-[11] by Lynch et al. is a well-known
mathematical model for distributed algorithms. In the theory
of I/O-automata, a system is regarded as a collection of state
machines which interacts with each other; the interactions are
formalized with events. Some of events are observable from
the outside of the system; for example, keyboard input, screen
output, communication through the Internet are typical ob-
servable events. Some events cannot be observed; computer’s
internal processing and communications using a private line
are such examples. A sequence of observable events from
the initial state is called a trace, and a set of traces represents
the behavior of the system. In general, systems have multiple
(possibly infinite) traces, and the properties of automata are
characterized with the set of traces.

Safety and liveness properties are well-known properties
of distributed algorithms and they are defined with traces.
A safety property guarantees that there is no occurrence of
(specified) bad event. For example, if a computer program
has no “division by 0” errors, then we regard that the program
satisfies a safety property. On the other hand, a liveness prop-
erty represents that finally some good behaviour will happen.
For example, if a computer program always terminates, we
can see that the program has a liveness property. If a com-
munication system can reach an initial state from any state of
the system, then we can see that the communication system
satisfies another liveness property.

If we regard observations as states, the property “The trustee
never goes to the region of distrust,” is regarded as a safety
property on trust transitions. Also, “A trustee will finally
reach the region of trust,” can be considered an liveness prop-
erty on trust. In the following, let CT be a cooperation thresh-
old with 0 < CT ≤ 1. We define the trust region T (CT ), the
distrust region D, and the untrust region U(CT ) with:

T (CT ) = { (t, d) | t ∈ Trust ∧ d ∈ DisTrust
∧ t− d ≥ CT },

D = { (t, d) | t ∈ Trust ∧ d ∈ DisTrust
∧ t < d }, and

U(CT ) = Trust×DisTrust \ (T (CT ) ∪D)

and we formalize trust safety properties. Note that operator
“\” is for the set subtraction.

Formally, automaton X has a set of actions sig(X), a set of
states states(X), a set of initial states start(X) ⊂ states(X)
and a set of transitions trans(X) ⊂ states(X) × sig(X) ×
states(X). Transition (s, a, s′) ∈ trans(X) is written as
s

a→X s′. In this paper, a state is a tuple of values. Each ele-
ment of the tuple has a corresponding distinct variable name.
The name of a variable is used as an access function to the
value. This kind of modeling is standard in I/O-automaton
theory and its extensions such as [17]. In this paper, we use
variables tr and dis for trust value and distrust value, respec-
tively. The degrees of trust and distrust in state s ∈ states(X)
are referred as s.tr and s.dis, respectively.

For any state s ∈ states(X), a property “If s is not in the

distrust region then the next state of s is not in the distrust
region,” is defined with:

stepTrustSafe(s)
⇐⇒

(s.tr, s.dis) ̸∈ D
=⇒ ∀a ∈ sig(X)∀s′ ∈ states(X)

[ s
a→X s′ =⇒ (s′.tr, s′.dis) ̸∈ D ].

Hence, if we prove

∀s ∈ start(X)[ (s.tr, s′.tr) ̸∈ D ]
∧ ∀s ∈ state(X)[ stepTrustSafe(s) ]

(1)

then we have “The system X never reaches the distrust re-
gion.” This formula consists of two conditions. The first con-
dition represents that an initial state is not in the distrust re-
gion. The second condition means that every state s should
satisfy stepTrustSafe(s); that is, for any transition from s
the system X never goes to the distrust region. If we use the
predicate reachable(s, s′) for the reachability from state s to
state s′, the second condition can be:

∀sinit ∈ start(X), ∀s ∈ state(X)
[ reachable(sinit, s) =⇒ stepTrustSafe(s) ]

In this case, we consider the safety property only for reach-
able states. In any cases, this is to prove a trust safety property
by induction on the length of execution sequences.

With the predicate reachable, another safety property “If a
user exits the region of distrust, then the user never goes back
to the distrust region,” is formalized with:

∀s, s′ ∈ states(X)
[(reachable(s, s′) ∧ (s′.tr, s′.dis) ̸∈ D)
=⇒ ∀s′′ ∈ states(X)

[reachable(s′, s′′)
=⇒ (s′′.tr, s′′.dis) ̸∈ D] ].

We believe trust liveness properties can be formalized simi-
larly.

4 PROVING TRUST SAFETY PROPERTY
— A CASE STUDY

Let X be an automaton which specifies a communication sys-
tem. In order to prove a trust safety property of X , it suf-
fices to prove the condition (1) in the previous section with a
theorem-proving tool directly. However, this proof approach
is not efficient.

In this section, we apply an efficient proof method for trace
inclusion of I/O-automaton to the verification of trust safety
properties. Specifically, we describe two automata. The first
automaton is what we can easily check that the automaton
satisfies a trust safety property. The second automaton is a
specification of the target communication system. If we can
prove the trace inclusion between the two automata, the trust
safety property of the first automaton leads to the trust safety
property of the second automaton.
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4.1 Preliminary Definition

First, we introduce the definition for sort VL with the Larch
language. Specifically, the definition is:

VL: trait

introduces
vl0, vl1, otherValues: -> VL
-__, abs: VL -> VL
__+__, __-__: VL, VL -> VL
__<__, __<=__,
__>__, __>=__: VL, VL -> Bool
CT: -> VL
D: VL, VL -> Bool
T: VL, VL, VL -> Bool
U: VL, VL, VL -> Bool

asserts with x, y, z, t, d, ct: VL
x + vl0 = x;
vl0 + x = x;
x - vl0 = x;
vl0 - x = -x;
-(-x) = x;
(x >= vl0) => abs(x) = x;
(x < vl0) => abs(x) = -x;
abs(-x) = abs(x);
(-vl1) <= x;
x <= vl1;
(x >= y) <=> ((x = y) \/ (x > y));
(x <= y) <=> ((x = y) \/ (x < y));
(x > y) <=> ˜(x <= y);
(x < y) <=> ˜(x >= y);
CT > vl0;
CT < vl1;
D(t, d) <=> ((t-d) < vl0);
T(t, d, ct) <=> ((t-d) >= ct);
U(t, d, ct)

<=> (˜D(t, d) /\ ˜(T(t, d, ct)))

and this kind of description is called a trait. The trait VL is
for the set of real numbers whose domain is [−1, 1]. In this
trait, several constants and operators are introduced; for ex-
ample, constants vl0 and vl1 are respectively for 0 and 1 in
sort VL. CT is a term for the cooperation threshold. Addition
+, subtraction -, an unary operator for negative numbers -,
comparison operators <, >, <= and >=, and the function for
absolute value abs are defined as usual.

Predicates D(t, d), T(t, d, ct) and U(t, d, ct)
are true if observation (t, d) is in the distrust region, the
trust region and the untrust region, respectively; note that ct
is a parameter for the cooperation threshold.

4.2 Specifying and Proving Trust Safety
Property

We introduce Fig. 1’s I/O-automaton testerSafety to de-
fine a trust safety property. The automaton has three actions:

• move(ev, pt, pd, dt, dd): enabled if event
ev occurs and the two-dimensional trust value changes
from (pt, pd) to (pt+dt, pd+dd);

• inDistr(t, d): enabled if trust value (t, d) is
in the distrust region; and

• notInDistr(t, d): enabled if trust value (t, d)
is not in the distrust region.

� �
uses testerSafetyDT

automaton testerSafety
signature

internal move(ev:Event, pt: VL,
pd: VL, dt: VL, dd: VL)

output inDistr(t:VL, d:VL)
output notInDistr(t:VL, d:VL)

states
tr: VL := vl0,
dis: VL := vl0,
stateOfAgent: agtState := InitState

transitions
internal move(ev, pt, pd, dt, dd)

pre pt = tr
/\ pd = dis
/\ ( vl0 <= (pt + dt)

/\ (pt + dt) <= vl1)
/\ ( vl0 <= (pd + dd)

/\ (pd + dd) <= vl1)
/\ condition(stateOfAgent, ev,

pt, pd, dt, dd)
eff tr := tr + dt;

dis := dis + dd;
stateOfAgent

:= change(stateOfAgent, ev)

output inDistr(t, d)
pre tr < dis /\ t = tr /\ d = dis
eff tr := tr

output notInDistr(t, d)
pre ˜(tr < dis) /\ t = tr /\ d = dis
eff tr := tr� �

Figure 1: testerSafety: An Abstract System

Note that actions inDistr and notInDistr are special
actions for analyzing trust transitions. If action inDistr
does not appear on any trace, the automaton will not go to the
distrusted region.

The transition of trust values is determined only by action
move, and the action is enabled if predicate condition in
the pre-part is true. The predication condition is intro-
duced in Fig. 2’s testerSafetyDT, and it is defined as

condition(st, ev, pt, pd, dt, dd)
<=> ˜D(pt, pd) /\ ˜D(pt+dt, pd+dd)

in this study. This condition means that “The observation
(pt, pd) of the current state and the observation (pt +
dt, pd + dd) of the next state are neither in the distrust
region.” It is important for verifiers that the correctness of au-
tomaton testerSafety can be checked easily. Actually,
testerSafety is small and simple. Moreover, with the
condition predicate above, we can easily see that there is
no occurrence of inDistr in testerSafety’s traces; this
leads to the correctness of testerSafety. The correct-
ness may look straightforward, but we should formally ver-
ify the correctness. This is because the result with regard to
testerSafety is required when we conduct a simulation-
based proof for trace inclusion in Sec. 4.3.2. The correctness
for testerSafety is shown in the end of this section.

An example of event sequence from testerSafety is:
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� �
testerSafetyDT: trait

includes VL

introduces
condition: agtState, Event,

VL, VL, VL, VL -> Bool,
InitState: -> agtState,
AnotherState: -> agtState,
change: agtState, Event -> agtState

asserts with st: agtState, ev: Event,
pt, pd, dt, dd: VL

condition(st, ev, pt, pd, dt, dd)
<=> ˜D(pt, pd) /\ ˜D(pt+dt, pd+dd)� �

Figure 2: Datatype for testerSafety

notInDistr(vl0, vl0).
move(get mes(usrA, "hello"),

vl0, vl0, vl0.3, vl0.2).
notInDistr(vl0.3, vl0.2).

In the initial state, both of the trust and distrust degrees are
0; that is, we have (tr, dis) = (vl0, vl0). In this
case, tr < dis holds, and this allows an occurrence of event
notInDistr(vl0, vl0). Then, after the occurrence of
event get mes, the pair of trust and distrust degrees becomes
(vl0.3, vl0.2), where constants vl0.3 and vl0.2 in
sort VL represent 0.3 and 0.2 respectively. In the resulting
state, the distrust degree still does not exceed the trust degree,
thus event notInDistr(vl0.3, vl0.2) can occur.

In the above example, it looks that “random” real num-
bers 0.2 and 0.3 are used in the event sequence. However,
“arbitrary” numbers are actually assumed for the parameters.
That is, at a level of abstraction, theorem-proving is exhaus-
tive with regard to the event sequences, and all the event se-
quences are logically checked in a verification.

In the specification of Fig. 1, we have variables dt and
dd in action move. They are variables of sort VL, and the
definitions in trait VL restrict their values to be in [−1, 1].
Additionally, dt and dd should be the values which satisfy
both of values pt + dt and pd + dd are in [0, 1]. This
condition is written in the precondition part of move.

The I/O-automaton testerSafety can be translated into
first-order predicate logic formulae, and a trust safety prop-
erty can be proven with Larch Prover (LP) [18]. In the fol-
lowing we prove the trust safety property that “For any state
s of automaton testerSafety, if s is reachable then the
two-dimensional trust value at s is not in the distrust region.”
This is formally described as:

(\A st:States[testerSafety]
(reachableAbst(st)
=> ˜D(st.tr, st.dis))).

Proving this formula is equivalent to proving two conditions

(\A st:States[testerSafety]
(start(st)
=> ˜D(st.tr, st.dis)))

and

(\A st:States[testerSafety]
(\A at:Actions[testerSafety]

(reachableAbst(st)
=> (( enabled(st, at)

/\ ˜D(st.tr, st.dis))
=> ˜D(effect(st, at).tr,

effect(st, at).dis))))).

We can see that this is to prove a trust safety property by in-
duction on the length of execution sequences starting from
initial states; the first condition represents a base case, and
the second condition is an induction step.

Below, we show a proof script for a trust safety property.

prove
(\A st:States[testerSafety]

(reachableAbst(st)
=> ˜D(st.tr, st.dis)))

..
%
prove
(\A st:States[testerSafety]

(start(st) => ˜D(st.tr, st.dis)))
..
res by =>
%
prove
(\A st:States[testerSafety]

(\A at:Actions[testerSafety]
(reachableAbst(st)
=> ((enabled(st, at)

/\ ˜D(st.tr, st.dis))
=> ˜D(effect(st, at).tr,

effect(st, at).dis)))))
..
res by =>
%
res by ind on at
res by =>
res by =>
res by =>

qed

From this, ˜D(st.tr, st.dis) holds for any reachable
state st of testerSafety. This means action inDistr
is not enabled at st. Therefore, we obtain the following
lemma; a screenshot of computer-assisted theorem-proving
for this lemma is shown in Fig. 3.

Lemma 1 Every trace of I/O-automaton testerSafety
does not have any occurrence of action inDistr. □

In this sense, we can see that testerSafety never goes to
the region of distrust; this leads to a trust safety property.

We have shown that testerSafety satisfies a trust safety
property. We can see that the property is, informally, “The
transition of trust value does not reach the region of distrust.”
Note that this is a trust safety property but is not the only trust
safety property. In general, and more formally, if the follow-
ing conditions are satisfied for the set traces(P ) of all traces
of automaton P , we say P is called a safety property [10]:

(i) traces(P ) is non-empty;

(ii) traces(P ) is prefix-closed, that is, if β ∈ traces(P )
and β′ is a finite prefix of β, then β′ ∈ traces(P ); and

(iii) traces(P ) is limit-closed, that is, if β1, β2, . . . is an in-
finite sequence of finite sequences of traces(P ), and
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Figure 3: Theorem-Proving Trust Safety of testerSafety

for each i, βi is a prefix of βi+1, then the unique se-
quence β that is the limit of the βi under the successive
extension ordering is also in traces(P ).

Automaton testerSafety is not general in this sense, how-
ever, from a practical viewpoint, it is too strong to require a
general automaton satisfying the above conditions. We con-
sider testerSafety is powerful enough for analysis.

4.3 Specifying Communication System and
Safety Proof by Trace Inclusion

4.3.1 Specification of Communication System

We consider a specification bbdSystem of a communica-
tion system; see Fig. 4. This communication system sends a
message to an online bulletin board after evaluating the user’s
trust value. The system receives a message from a user by
action get mes and evaluates the trust value of the message
with actions discard mes and approve mes. If the trust
value in the next state reaches the distrust region when writ-
ing the message to the bulletin board, the message is not sent
and discarded by discard_mes. Otherwise, the message is
written to the bulletin board by actions approve_mes and
say. Actions inDistrC and notInDistrC are special
actions to discuss the trust values, and they correspond to ac-
tions inDistr and notInDistr of testerSafety.

Automaton bbdSystem uses a datatype defined in the
trait bbdSystemDT shown in Fig. 5. This trait employs
Sequence(MES), which defines a message queue.

We introduce functions evalTr and evalDis for calcu-
lating the degree of trust and the degree of distrust, respec-
tively, though the concrete definitions of these functions are
not given in this paper; giving a definition for these functions
is a future work. In this paper, only the constraints on these
functions are defined as follows. For function evalTr, we
employ a constraint

(\A tr:VL
((vl0 <= tr /\ tr <= vl1)
=> (\A m:MES

( vl0 <=
(tr + evalTr(tr, m))

/\ (tr + evalTr(tr, m))
<= vl1))))

� �
uses bbdSystemDT

automaton bbdSystem
signature

input get_mes(i:ID, m:MES)
internal discard_mes(i:ID, m:MES)
internal approve_mes(i:ID, m:MES)
output say(i:ID, m:MES)
output inDistrC(t:VL, d:VL)
output notInDistrC(t:VL, d:VL)

states
tr: VL := vl0,
dis: VL := vl0,
flg: Bool := false,
mesQ: Seq[MES] := empty

transitions
input get_mes(i, m)

eff mesQ := mesQ ||
(packet(i, m) -| empty)

internal discard_mes(i, m)
pre ˜flg

/\ mesQ ˜= empty
/\ packet(i, m) = head(mesQ)
/\ ((tr + evalTr(tr, m))

-(dis + evalDis(dis, m)))
< vl0

eff mesQ := tail(mesQ)

internal approve_mes(i, m)
pre ˜flg

/\ mesQ ˜= empty
/\ packet(i, m) = head(mesQ)
/\ ((tr + evalTr(tr, m))

-(dis + evalDis(dis, m)))
>= vl0

eff flg := true

output say(i, m)
pre flg /\ mesQ ˜= empty

/\ packet(i, m) = head(mesQ)
eff tr := tr + evalTr(tr, m);

dis := dis + evalDis(dis, m);
mesQ := tail(mesQ);
flg := false

output inDistrC(t, d)
pre tr < dis /\ t = tr /\ d = dis
eff tr := tr

output notInDistrC(t, d)
pre ˜(tr < dis) /\ t = tr /\ d = dis
eff tr := tr� �

Figure 4: bbdSystem: A Concrete System

for the degree of trust to be in [0, 1]. For evalDis, a similar
condition is introduced.

We do not introduce the definition of change, which is a
function in the effect part of action move. This is because in
our case study the value of stateOfAgent is not required
in evaluating the precondition part of move. However, if we
modify the definition of predicate condition, a concrete
definition might be required.

4.3.2 Safety Proof by Trace Inclusion

We replace bbdSystem’s observable actions get_mes and
say with internal actions of the same name; the resulting
automaton is called bbdSystem\{get mes,say}. If we
prove the existence of a binary relation called a forward sim-
ulation from automaton bbdSystem\{get mes,say} to
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� �
bbdSystemDT: trait

includes VL, Sequence(MES)

introduces
packet: ID, MES -> MES
evalTr: VL, MES -> VL
evalDis: VL, MES -> VL
getMesFromPacket: MES -> MES

asserts with tr, dis: VL, i:ID, m: MES
(\A tr:VL

((vl0 <= tr /\ tr <= vl1)
=> (\A m:MES

( vl0 <=
(tr + evalTr(tr, m))

/\ (tr + evalTr(tr, m))
<= vl1))));

(\A dis:VL
((vl0 <= dis /\ dis <= vl1)
=> (\A m:MES

( vl0 <=
(dis + evalDis(dis, m))

/\ (dis + evalDis(tr, m))
<= vl1))));

getMesFromPacket(packet(i, m)) = m;� �
Figure 5: Datatype for bbdSystem

automaton testerSafety, then we have a trace inclusion

traces(bbdSystem\{get mes,say})
⊆ traces(testerSafety)

from Theorem 3.10 of [11]. From Lemma 1, every trace
in traces(testerSafety) does not have any occurrence
of action inDistr. Hence, if we prove a trace inclusion,
every trace in traces(bbdSystem\{get mes,say}) does
not contain inDistr; this leads to the absence of inDistr
in traces(bbdSystem).

A candidate binary relation for a forward simulation is de-
fined as follows:

fs(sb, st) <=> ( (sb.tr = st.tr)
/\ (sb.dis = st.dis)
/\ (sb.flg => X) )

where X =
( ((sb.tr

+ evalTr(sb.tr,
getMesFromPacket(head(sb.mesQ))))

- (sb.dis
+ evalDis(sb.dis,

getMesFromPacket(head(sb.mesQ)))))
>= vl0)

To prove that binary relation fs is a forward simulation, we
should prove the initial state condition

(\A sb:States[bbdSystem]
(start(sb)
=> (\E st:States[testerSafety]

(start(st) /\ fs(sb, st)))))

and step correspondence condition

(\A sb:States[bbdSystem]
(\A sb’:States[bbdSystem]
(\A st:States[testerSafety]
(\A ab:Actions[bbdSystem]

(reachableAbst(st)
=> ((fs(sb, st) /\ step(sb, ab, sb’))

=> (\E st’:States[testerSafety]
( steps(st, ab, st’)
/\ fs(sb’, st’)))))))))

with a theorem proving tool. We show a proof script as fol-
lows.

% ------------------------------
% Initial states’ correspondence
% ------------------------------
prove
(\A sb:States[bbdSystem]

(start(sb)
=> (\E st:States[testerSafety]

(start(st) /\ fs(sb, st)))))
..
res by =>
res by spec st to [InitState, vl0, vl0]
qed

% ------------------------------
% Step’s correspondence
% ------------------------------
prove
(\A sb:States[bbdSystem]
(\A sb’:States[bbdSystem]
(\A st:States[testerSafety]
(\A ab:Actions[bbdSystem]

(reachableAbst(st)
=> ((fs(sb, st) /\ step(sb, ab, sb’))

=> (\E st’:States[testerSafety]
( steps(st, ab, st’)
/\ fs(sb’, st’)))))))))

..
res by =>
%
make passive c-o(steps)
res by ind on ab
%
res by =>
res by spec st’ to stc
%
res by =>
res by spec st’ to stc
%
res by =>
res by spec st’ to stc
prove getMesFromPacket(head(sbc.mesQ)) = mc
crit c-o(mc) / c-o(packet) with *
%
res by =>
res by spec st’ to

effect(stc, move(ev, stc.tr, stc.dis,
evalTr(sbc.tr, mc), evalDis(sbc.dis, mc)))

..
make passive c-o(intTrans)
rewrite con with reversed

(c-o(intTrans) / c-o(enabled)) ˜ c-o(steps)
..
res by spec at to

move(ev, stc.tr, stc.dis,
evalTr(stc.tr, mc),
evalDis(stc.dis, mc))

..
make active c-o(intTrans)
prove getMesFromPacket(head(sbc.mesQ)) = mc
crit c-o(mc) / c-o(packet) with *
%
crit c-o(stc) with *
crit c-o(stc) with *
%
res by =>
res by spec st’ to stc
res by spec st1 to stc
prove effect(stc, inDistr(t, d)) = stc
crit c-o(inDistr) with *
%
res by =>
res by spec st’ to stc
res by spec st1 to stc
prove effect(stc, notInDistr(t, d)) = stc
crit c-o(notInDistr) with *
%
qed
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Figure 6: Theorem-Proving Trace Inclusion

This leads to the following lemma.

Lemma 2 Binary relation fs(sb, st) is a forward sim-
ulation from automaton bbdSystem\{get mes,say} to
automaton testerSafety. □

Summarizing, we have the following result.

Theorem 1 Every trace of I/O-automaton bbdSystem does
not have an occurrence of action inDistr.

Proof: Proven by Lemmata 1 and 2. □

Consequently, a trust safety property has been shown for au-
tomaton bbdSystem; see Fig. 6 for a snapshot of proving
with LP.

We can see that the specification of bbdSystem is small.
Thus, it may look straightforward that automaton bbdSystem
satisfies some safety-related trust property. This observation
is correct in some sense. However, it is not easy to rigorously
state what kind of safety property is satisfied by bbdSystem.
Based on the correctness of testerSafety, we can de-
fine the correctness of bbdSystem formally. Moreover, the
correctness can be proven with a semi-automatic theorem-
proving approach.

Suppose that we write automaton distSystem, which
is a specification of distributed or more concrete version of
bbdSystem. If we can prove a trace inclusion

traces(distSystem) ⊆ traces(bbdSystem)

at a level of abstraction, this paper’s result with regard to the
safety property of bbdSystem leads to the safety property
of distSystem. In this sense, a stepwise verification for
trust safety properties is possible when we deal with larger
specifications. This is an advantage of this paper’s verification
method.

5 DISCUSSION AND CONCLUSION

In this paper, we discussed how to analyze transitions of two-
dimensional trust values. Specifically, we employed a theory
of distributed algorithms to formalize trust safety properties

such as “Any transition does not lead to the distrust region,”
or “After reaching some region other than the distrust region,
the system never goes to the distrust region.”

We cannot say that it efficient to theorem-prove the condi-
tion for trust safety property of each automaton. In this paper,
we employed I/O-automata to represent a trust safety prop-
erty, and applied a proof method for trace inclusion. This
enables us to verify trust safety properties efficiently. Further-
more, with simple examples, we empirically demonstrated
that it is possible to verify trust safety properties with auto-
matic theorem provers. In this study, we employed the Larch
Prover (LP), which is theorem proving tool based on first-
order predicate logic and equational theory. LP proves formu-
lae with the techniques of term rewriting systems [19]-[21].
Although we need to translate IOA specifications into each
theorem prover’s formulae as in [18][22], we believe that a
similar proof with another theorem proving tool (such as Coq
[23], Isabelle [24], and Maude [25]) is possible. With regard
to the functions evalTr and evalDis, we introduced the
constraint on the range of the trust value only, and we did not
discuss the concrete evaluation method of the trust value. In
other words, this paper gives an analysis method for the tran-
sition of the evaluated trust value at each moment. It is an
interesting future work to define the trust value of each mo-
ment.

The trust, distrust, and untrust notions were defined for
two-dimensional trust values in [5]-[6]. This is defined with
the value of i = t − d, and we do not use the value of c. We
can see that this is formalized as a linear case; for example,
the trust notion and the distrust notion are defined with linear
restrictions d ≤ −t+CT and d > t, respectively. This is just
for simplicity, and we believe it is possible to provide a finer
definition for trust notions with both of i and c. Introducing
such a non-linear definition is an interesting future work. In
order to deal with the non-linear settings, it would be required
to change the definitions for the regions of trust, distrust and
untrust. However, we believe that the verification method in
this paper is also applicable for the non-linear case.

Finally, conducting larger verification examples is an im-
portant work. Specifically, we are planning a trust verification
for communication systems [26]-[27] based on social media.
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Abstract - Maintenance of factory automation (FA) equip-
ment is important for quality assurance in the manufacture of
industrial products. In the present paper, we develop a failure
prediction method for FA equipment with parallel links.

Recently, predictive maintenance has been considered as a
maintenance system for FA equipment. In predictive main-
tenance, sensors are attached to the equipment. The failure
time is estimated based on the sensor data, and maintenance
is carried out in advance. Unsupervised learning is the recom-
mended method, because FA equipment is not prone to fail-
ures and may not accumulate much failure data. The princi-
pal component analysis used in the present study can be used
unsupervised, and related studies have shown that principal
component analysis is more accurate than other unsupervised
learning methods.

The considered method has a simple structure in which
links of the same type are arranged in parallel. The consid-
ered method is shown to have great potential for enhancing
predictive maintenance.

Since each link is connected to one mechanism, when the
operation of a particular link is abnormal, the operations of
other links are affected. By monitoring these interactions be-
tween links, failure prediction for the entire link mechanism
can be performed using the measurement data from the sensor
of a single link.

Experimental equipment with two links was produced. Time
series data were obtained from measurements using the sen-
sor of the servomotor when a load was applied to one link.
Using principal component analysis, changes in link classes
were observed based on the measurement data of not only the
loaded link but also the unloaded link. In the present paper,
we confirm the existence of the interaction between the links
using an experimental apparatus of the parallel linkage mech-
anism. These interactions are used to predict failures with a
small number of sensors.

Keywords: Predictive Maintenance, Factory Automation,
Parallel Link, Principal Component Analysis

1 INTRODUCTION

Recent factory automation (FA) systems support a wide
range of industrial products, from electronic devices, such as
mobile phones, to transportation equipment such as automo-
biles. Proper maintenance of FA systems is required in order
to ensure the quality of these products. In general, the main-
tenance cost of an FA system has been reported to be 15 to
60% of the manufacturing cost of the product, and thus is not
insignificant [1].

There are two types of maintenance methods for FA equip-
ment. The first is preventive maintenance which involves
regularly performing maintenance, regardless of the state of
the equipment. Therefore, unnecessary maintenance is per-
formed on the FA equipment, which increases maintenance
costs. The second type of maintenance is predictive mainte-
nance, in which maintenance is performed according to the
predicted state of the FA equipment. The state of the FA
equipment is measured by sensors, and future failure times
are predicted. The maintenance cost can be reduced by con-
ducting maintenance based on failure prediction. The Interna-
tional Air Transport Association (IATA) has estimated that the
cost of maintenance would be reduced by 15 to 20% if aircraft
were to be subjected to predictive maintenance [2]. Failure
prediction is required in order to perform predictive mainte-
nance. The installation cost and physical space in a system,
including wiring, for the sensor must also be considered [3].
In addition, a communication channel must be secured in or-
der to upload real-time measurement data to the cloud. The
purpose of the present paper is to predict the failure of FA
equipment. FA equipment consists of a combination of sev-
eral servo motors, links, and other mechanical components.
By attaching sensors to the components in a system, it is pos-
sible to accurately measure mutations that lead to component
failure. We herein examine a failure prediction method that is
suitable for edge computing.

In the present paper, we predict failure for predictive main-
tenance using the interaction between mechanical parts. De-
fective components in FA equipment are detected based on
changes in the sensor data. We examine the accuracy of the
failure prediction using an experimental apparatus while in-
creasing the load on the equipment until failure. We use prin-

International Journal of Informatics Society, VOL.12, NO.2 (2020) 131-140 131

ISSN1883-4566 © 2020 - Informatics Society and the authors. All rights reserved.



cipal component analysis (PCA) for feature extraction in the
failure prediction.

The remainder of the present paper is organized as follows.
Section 2 introduces related research. Section 3 presents the
considered method for failure prediction. Sections 4 and 5
describe the experimental system, the experimental method,
and the obtained results. Section 6 discusses the evaluation
results, and a summary is presented in Section 7.

2 RELATED RESEARCH

System diagnostics can be separated into model-based di-
agnostics and signal-based diagnostics [4]. Model-based di-
agnosis is used when the theoretical modeling of a target sys-
tem is straightforward. A deterministic model is created using
equations to represent the actual system, and the diagnosis is
performed by comparing the output of the system with the
output of the model.

Signal-based diagnosis is used when theoretical modeling
of a target system is difficult. In this case, we use a model de-
rived from measurements. We extract the characteristics for
normal and abnormal operating conditions of the equipment
from the measurements and use these characteristics to diag-
nose faults.

In recent years, a method for signal-based diagnosis using
machine learning techniques has been introduced. With the
increasing accuracy of sensors and developments in the field
of AI, the accuracy of failure prediction is improving. There
are also techniques to perform signal-based diagnosis under
dynamic conditions, as compared to static conditions alone
[5].

FA equipment is generally reliable and resistant to failure.
However, in real environments, it is difficult to apply super-
vised learning because of the small accumulation of failure
data. Therefore, it is common to use unsupervised machine
learning for FA equipment. According to a review paper on
FA equipment diagnosis by unsupervised machine learning,
methods using PCA provide the best results [6]. The con-
sidered method uses unsupervised learning because it is not
possible to know the parameters at failure from the beginning.
Maintenance is carried out and monitoring the parameters and
actually operating the FA equipment and is optimized by ad-
justing the operation period little by little.

In addition, there is a problem in signal-based diagnosis
in that signal-based diagnostics require high computational
power for recording and processing large amounts of mea-
surement data. Therefore, it is necessary to apply these meth-
ods using cloud computing [7]. In the case of FA equipment,
it is necessary to secure a large capacity communication line.

For this reason, it is desirable that the computer on the edge
side be able to diagnose faults in the FA equipment. In addi-
tion, it is desirable that sensor count be reduced when edge
computing is used. There are interactions between compo-
nents such as the resonance between the components in the
FA equipment, and the status of the entire FA system can be
diagnosed using a small sensor count with appropriate signal
processing. However, as far as we know, methods for predict-
ing failure using the interaction between parallel links in FA
equipment have not been studied.

3 FAILURE PREDICTION OF FACTORY
AUTOMATION EQUIPMENT WITH
PARALLEL LINKS

In the present paper, we examine a method for predicting
failure by signal-based diagnosis for FA equipment with par-
allel links. Parallel link robots [8] are multiple link mecha-
nisms of the same type that are arranged in parallel and oper-
ate synchronously. Robots using parallel links use many more
shared control components compared to a single-arm robot.
Therefore, the manufacturing cost is low, and the mechanism
is simple and easy to maintain. For this reason, parallel links
have been widely used. Fault prediction is performed by the
parallel link mechanism with the installed sensor. Since each
link is combined to form a single mechanism, the movement
of a link is affected by other links. Therefore, if there is an
abnormality in the operation of a certain link, the behavior of
other links is expected to be affected. In the present paper, by
considering the interaction between parallel links, using only
measured data of sensors from a single link, we considered a
method to detect an abnormal sign of an FA apparatus with
parallel links to carry out its fault prediction. Generally, FA
equipment does not change suddenly from the normal state
to an abnormal state, and there may be a sign of abnormality
due to wear of parts between the normal state and the abnor-
mal state. The considered method measures the time series
data of FA devices with parallel links. PCA is performed for
these data. Based on the change in the PCA result, a sign of
the abnormality is obtained, and the failure time is predicted.
The procedure of the considered method is shown below.

• Measurement of time series data during operation of FA
equipment

• PCA for measured time series data

• Classification of the data using the plane with the first
and second principal components as axes

• Representation of each class by elliptic approximation
and extraction of elliptic parameters

• Prediction of failure time from time series variation of
elliptic parameters

The concept of fault prediction based on the considered method
is shown in Fig. 1. The two axes represent the first and second
components of the PCA. An ellipse approximating the mea-
sured data is shown. A normal ellipse indicates normal oper-
ation. This ellipse gradually changes with various factors to
an abnormal state which is indicated by an abnormal ellipse.
This change is obtained as an ”abnormal sign” ellipse in the
middle, which indicates a sign of the abnormality. A class is
a collection of data measured at the same timing in an oper-
ation of an apparatus. Therefore, classification is possible by
collecting data in the order of measurement. In addition, we
use curve approximation to predict elliptic parameters. In the
next section, we discuss how to verify the degree of abnormal
behavior from other links that can be detected.
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Figure 1: Concept of failure prediction

4 EXPERIMENTAL METHOD

In this section, we describe the experimental apparatus with
a parallel link as well as the procedure for using the experi-
mental apparatus. The experiment was carried out in a room
in which an air conditioner was set at a constant tempera-
ture in order to suppress the change of motor data due to the
change in temperature between day and night. An outline of
the experiment is as follows. In this experiment, the abnor-
mality of the bearing due to seizure and rusting due to a lack
of grease is shown by mounting the weight. This is a fatal
failure as a parallel link robot because the movement of the
joint is impeded.

• Applying a load, which assumes an increase in the fric-
tion load at a specific link, and measuring the data.

• Analysis of changes due to increased load.

• Comparison of data between loaded and non-loaded links
to evaluate the possibility of failure prediction.

4.1 Experimental Apparatuses
The experimental apparatuses are shown in Fig. 2. These

apparatuses are systems that predict failure times from data
obtained from the servo motors and can cover anomalies in
joints such as bearing wear and seizure due to a lack of grease.
In this experiment, the method was first examined on an ap-
paratus (Type 1) that imitates FA equipment. By applying
the method to an apparatus similar to actual FA equipment
(Type 2), we obtain the results reported herein, and the gener-
ality to the parallel link mechanisms is confirmed. The Type
1 system is shown in Fig. 3. The Type 1 system consists of
a personal computer and parallel link mechanisms using two
servo motors. The personal computer transfers control to the
servo motors, and the servo motors transmit the data to the
personal computer. Six kinds of data can be obtained from the
servo motors. The Type 1 sensor data consist of temperature,
current, voltage, rotation angle, rotation speed, and rotation
time, which can be obtained from the servo motor. The data
acquisition frequency is 10 Hz. The temperature data mea-
surements of the servo motor are affected by the temperature
of the room. Therefore, this temperature is stabilized in the
range of ±1◦c using air conditioning. This method prevents
temperature change due to factors other than the heat gener-
ated by the operation of the servo motor.

Figure 2: Experimental apparatuses

Figure 3: Type 1 experimental system

The Type 1 system is approximately 15 cm and is smaller
than actual FA equipment. The specifications of the servo
motor are listed in Table 1. The Type 2 system consists of an
external hard disk drive (HDD) and parallel link mechanisms,
as well as a controller using two servo motors. The controller
operates the servo motors and transmits the data to the exter-
nal HDD. Three kinds of data can be obtained from the servo
motors. The Type 2 sensor data consist of current, rotation
speed, and overshoot, which can be obtained from the servo
motor. The data acquisition frequency is approximately 2252
Hz.

The specifications of the servo motor are listed in Table 2.
In the experiment, by operating the experimental appara-

tus which is similar to FA equipment, we obtain the sensor
data necessary for failure prediction by increasing the load on
the servo motor. In particular, we increase the load on the
link component in order to create abnormal operating condi-
tions. The experimental apparatus is shown in Fig. 4. The
joints connect the links of the link components. The guide
rails limit the movement of the drive unit. The drive unit is
perpendicular to the guide rail.

Table 1: Specifications of the Type 1 servo motor (RS302CD)
Torque (during operation 7.4 V) 5.0 kgf·cm

Current consumption (when stopped) 40 mA
Current consumption (when moving) 125 mA

Working voltage 7.2–7.4 V
Movable angle 150◦

Temperature limit 0–40 ◦C
Communication speed max 460.8 kbps

Table 2: Specifications of the Type 2 servo motor
(MDH-4012-324KE)

Torque 6.1182 kgf·cm
Temperature limit 0–40 ◦C
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Figure 4: Parallel links

The drive unit moves backward and forward by rotating
servo motors A (MA) and B (MB) outward. The weights are
placed either at Joint A (JA) or Joint B (JB).

4.2 Experimental Procedure of Type 1 System
Experiments are conducted to increase the friction between

the links. First, we record the sensor output for 20 minutes
without placing a load on the system. Second, weights are
fixed to JA for a 30-second interval. Next, we record the sen-
sor output for another 20 minutes under a 70 g load. Weights
are fixed to JA, again. Finally, we record the sensor output
for 20 minutes under a 130 g load.

4.3 Experimental Procedure of Type 2 System
Experiments are conducted to increase the friction between

the links.The weight on joint A is the same as in the Type
1 experiment. The change is that the motor of the Type 2
system has a stronger force than that of the Type 1 system.
We performed measurements from 0 g to 2500 g at 100 g
intervals.

This experiment is carried out in order to verify whether
the load increase can be observed by only the measurements
from MB when placing a weight on JA.

5 EXPERIMENTAL RESULTS

We first describe the observed interactions. Next, we de-
scribe the results of PCA using 12-dimensional data. Finally,
we describe the results of PCA using six-dimensional data.
The data obtained from the servo motors are shown separately
in Figs. 5 through 12.

5.1 Changes in Rotational Angle
Figures. 5 and 6 show the rotational angles of the servo mo-

tors.In the rotational angle data, MA indicates that the move-
ment of the horn is faster than usual due to the loading. Fig-
ure. 7 shows an enlarged view of the angle data for MB . The
region of the rotational angle data containing abnormal read-
ings are enclosed by a black circle. Figure. 7 shows an en-
larged view of the black circle. In MB , there was an inter-
action in which the timing of the action was shifted by MA.

Figure 5: Angle data for Motor A

Figure 6: Angle data for Motor B

Figure 7: Enlarged view of angle data for Motor B
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5.2 Changes in Rotation Time
Figures. 8 and 9 show the rotation times of the servo mo-

tors. Rotation time indicates the elapsed time from the start
of the movement of the servo horn, and the value is retained
until the next movement after arrival at the target angle. The
abnormal measurements in the rotation time data are enclosed
by a black circle. Figure. 10 shows an enlarged view of the
area indicated by the black circle. Here, MA indicates that
the time of movement is clearly earlier than that for the case
without a load. Figure. 10 shows an enlarged view of the MB

rotation time data. In addition, MB is also moving slightly
faster than before the load was added.

5.3 Changes in Voltage
Figures. 11 and 12 show the voltages of the servo motors.

The three sets of measurements for MA show that the ten-
dencies in the voltage change do not agree. The MA voltage
under the 130 g load is more stable than that under the 70 g
load, probably because the play in the experimental apparatus
was suppressed by the weight. The abnormal voltage data are
enclosed by a black ellipse. The voltage data for MB show
a small variation, but an abnormal voltage drop was observed
due to the interaction.

Figure 8: Rotation time data for Motor A

Figure 9: Rotation time data for Motor B

Figure 10: Enlarged view of rotation time data for Motor B

Figure 11: Voltage data for Motor A

Figure 12: Voltage data for Motor B

5.4 Results of Principal Component Analysis
PCA was performed using 12-dimensional data from both

motors. Figure. 13 shows the contribution of the principal
components (PCs) of the normal time data. The contributions
of the PCs of the loaded data were approximately the same.
We can explain less than 50% of the variance in the data in
two dimensions.
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Figure 13: Cumulative explained variance for the principal
components

Figures. 14 and 15 show the 12-dimensional data distribu-
tion without and with load, respectively. The solid and dashed
ellipses indicate the 70 g data and the 130 g data, respectively,
in Fig. 15. The class count could be observed to change as
the load increased. Classes are formed by grouping points
for each operation of the experimental equipment. A given
point moves between multiple classes after one movement
of the experimental equipment, before returning to the ini-
tial class. Classes P1 through P4 are highlighted in Fig. 14.
Other classes are moving between assigned numbers. The
classes are changing as the load increases. In particular, the
change of the P3 class is remarkable.

From the PCA result for the 12-dimensional data, only P3

was individually analyzed, and the change of P3 in each state
was confirmed. Table 3 shows the change of P3. We applied a
normal distribution to the data and analyzed the average value
and the angle of the distribution on the x-and y-axes and the
length of the main axis of the distribution. The major and mi-
nor axes are the standard deviations for each axis multiplied
by a constant. Ellipses represent equal probabilities of 95%.
In the 12-dimensional data, the change of P3 was observed in
the x mean value, the angle of distribution, and the principal
axis. This is because some of the data for P3 are located at P2

in the operation.

Figure 14: Twelve-dimensional data distribution: without
load

Figure 15: Twelve-dimensional data distribution: with load

Table 3: Twelve-dimensional data change for P3
P3 Center (x, y) P3 (Angle) P3 (Major, Minor)

Normal (-4.16, 1.63) 3.02◦ (2.99, 0.65)
70 g (-1.84, 1.65) 5.24◦ (6.34, 0.36)
130 g (-1.90, 1.38) 6.66◦ (6.28, 0.38)

5.5 Failure Prediction of Type 1 System
PCA was performed using six dimensional data for each

servo motor. Figsure. 16 and 17 show the results of PCA of
MA for the data distributions without and with load, respec-
tively. Since MA was directly loaded, the transition in the en-
tire class from right to left was remarkable. Figures. 18 and 19
show the results of PCA of MB for the data distributions with-
out and with load, respectively. A transition was observed in
the class. From this result, it is considered that abnormality in
the equipment operation can be detected based only on PCA
of the data of MB without applying the load directly.

Figure 16: Six-dimensional data distribution for Motor A
without load
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Figure 17: Six-dimensional data distribution for Motor A
with load

Based on the PCA result for the six-dimensional data of
MA, only P3 was individually analyzed, and the change of
P3 in each state was confirmed. Table 4 shows the change of
P3. In the MA data, the change of P3 was observed in the
x mean value and the angle of distribution. In this case, as
in the case of the 12-dimensional data, the data are arranged
from P3 to P2 by the operation.

Based on the result of PCA for the six-dimensional data of
MB , only P3 was individually analyzed, and the change of P3

in each state was confirmed. Table 5 shows the change of P3.

Table 4: Six-dimensional data (MA) change of P3
P3 Center (x, y) P3 (Angle) P3 (Major, Minor)

Normal (0.71, -0.94) -0.68◦ (8.45, 1.80)
70 g (0.13, -0.95) 10.9◦ (7.41, 1.73)

130 g (0.02, -0.90) 0.49◦ (7.47, 1.62)

Figure 18: Six-dimensional data distribution for Motor B
without load

Figure 19: Six-dimensional data distribution for Motor B with
load

Table 5: Six-dimensional data (MB) change of P3
P3 Center (x, y) P3 (Angle) P3 (Major, Minor)

Normal (4.70, -0.44) -24.5◦ (2.91, 1.21)
70 g (2.30, -0.38) -12.0◦ (6.12, 0.47)
130 g (2.31, -0.42) -12.4◦ (6.04, 0.51)

In the MB data, the change of P3 was observed in the x
mean value, angle of distribution, and principal axis.In this
case, as in the case of the 12-dimensional data, the data are
arranged from P3 to P2 by the operation.By looking at the
long axis of the distribution, it is possible to observe the ab-
normality even from the motor under no load.

5.6 Failure Prediction of Type 2 System

In order to confirm the validity of the method, we designed
the Type 2 system using high-power motors used in actual FA
equipment. Figure. 20 shows that the results of the same data
processing for the Motor B data of the Type 2 system. The
results of the PCA were categorized on the axis of the plane
with the first and second PCs and were approximated as an
ellipse. In order to observe the change, 4.5% of the data from
the beginning were extracted and defined as class 1.

Figure 20: Three-dimensional data distribution for Motor B

International Journal of Informatics Society, VOL.12, NO.2 (2020) 131-140 137



Figure 21: Three-dimensional data distribution for Motor B
(class 1)

Table 6: Type 1 data (MB) for change of class
(x, y) (Angle) (Major, Minor)

Normal (1.01, 0.80) 32.1◦ (4.08, 0.38)
500 g (1.55, 0.10) 34.7◦ (4.20, 0.18)

1000 g (1.89, -0.44) 34.3◦ (4.14, 0.14)
1500 g (1.59, 0.01) 33.1◦ (4.06, 0.24)
2000 g (2.00, -0.60) 34.4◦ (3.94, 0.14)
2500 g (2.20, -1.18) 33.2◦ (4.00, 0.26)

The results for class 1 are shown in Fig. 21. As shown in
the figure, the class 1 data change as the weight is increased.
In addition, the parameters of the ellipse are shown in Table
6. In the present verification, it was confirmed that the x and
y coordinates of the center of gravity changed with increasing
weight, except for 1000 g.

6 DISCUSSION

In the present paper, we considered a fault prediction
method for FA equipment with parallel links using the inter-
action between links. An experimental apparatus for moni-
toring parallel links using two servo motors was developed.
An experiment in which a load was placed on one link was
carried out in order to determine whether an increase in fric-
tion could be detected from the other link. Based on the re-
sults of PCA of 12-dimensional data from the servo motors,
it was confirmed that multiple data classes changed when the
load was increased. Based on the results of the PCA for six-
dimensional data obtained from one servo motor, it was pos-
sible to observe changes in the data classes when increasing
the load not only in the servo motor with the load but also in
the servo motor without the load. This indicates that failure
prediction for the robot joint based on the interaction between
parallel links of FA equipment is possible.

Changes in the Type 1 MB ellipse parameter are shown in
Fig. 22. The figure shows that the change from 70 g to 130 g is
small. It is considered that the equipment has already entered
the failure condition from the usual condition, because it has
been confirmed that the operation of the equipment stops dur-
ing the experiment, when the experiment is carried out when

Figure 22: Change of MB ellipse parameter (Type 1)

the weight exceeds 130 g. In addition, if the data count is
low, the evaluation of the parameter prediction will be insuf-
ficient.

Therefore, evaluation of the prediction is possible by ac-
quiring more data for the 70 g load from the usual time.

Changes in the Type 2 MB ellipse parameter are shown in
Fig. 23. In this verification, it is confirmed that the process
applied to the Type 1 parameter can be applied to Type 2 pa-
rameter. Therefore, it is conceivable that this method can be
applied in the same manner to other parallel link mechanisms
to predict anomalies. The considered method does not look
for learned patterns, but rather predicts gradual changes in the
data. This method is applicable to anomalies other than bear-
ing seizure. For example, it is possible to predict failures due
to aging and wear. For these anomalies, we need to conduct
verification experiments.

On the other hand, there is a limitation in the considered
method in that it cannot predict failures in which gradual
changes in the data cannot be observed. Such failures include
chipping of bearings due to sudden overloads.

Figure 23: Change of MB ellipse parameter (Type 2)
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7 CONCLUSION

In the present paper, we considered a failure prediction
method for FA equipment assuming there exists an interac-
tion between parallel links. The experimental apparatus of
the parallel link was developed, and the abnormality of the
bearing used for the joint was expressed in the load quantity.
The sensor output data were then measured. PCA of the time
series data confirmed that multiple data classes changed as
the load increased. In the analysis of the measurements for
each servo motor, it was possible to observe the change in
the data classes under increasing loads, i.e., not only in the
servo motor with a load but also in the servo motor without
a load. This indicates the possibility of fault prediction based
on observation of the interaction between links.

Two experimental systems, Type 1 and Type 2, were de-
signed in order to simulate actual parallel links of FA equip-
ment. As a result, it was confirmed that the considered method
applied to both systems can predict failures in which gradual
changes in the data were observed. Future issues include veri-
fication experiments of the considered method for other kinds
of anomalies, such as ageing and wear.
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