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Aims and Scope 

The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of 

informatics and related fields to promote the exchange of research ideas, experiences and results.
  Informatics is the systematic study of Information and the application of research methods to study Information 
systems and services. It deals primarily with human aspects of information, such as its qu ality and value as a 
resource. Informatics also referred to as Information science, studies t he structure, algorithms, behavior, and 
interactions of natural and a rtificial systems that store, process, access and communicate information. It also 
develops its own conceptual and theoretical foundations and utilizes foundations developed in other fields.  The 
advent of computers, its ubiquity and ease to use has led to th e study of info rmatics that has computational, 
cognitive and social aspects, including study of the social impact of information technologies.
  The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product, 
it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging 
new fields. 
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Abstract - When operating a machine, the operator needs
to know some spatial relations, like the relative location of the
target or the nearest obstacle. Often, sensors are used to de-
rive this spatial information, and visual displays are deployed
as interfaces to communicate this information to the operator.
In this paper, we present psychoacoustic sonification as an al-
ternative interface for human-machine interaction. Instead of
visualizations, an interactive sound guides the operator to the
desired target location, or helps her avoid obstacles in space.
By considering psychoacoustics — i.e., the relationship be-
tween the physical and the perceptual attributes of sound —
in the audio signal processing, we can communicate precisely
and unambiguously interpretable direction and distance cues
along three orthogonal axes to a user. We present exemplary
use cases from various application areas where users can ben-
efit from psychoacoustic sonification.

Keywords: Human-Machine Interaction, Human-Computer
Interaction, Navigation, Audio Interface, Auditory Display,
Psychoacoustic Sonification

1 INTRODUCTION

Human-machine interaction (HMI) or human-machine col-
laboration is defined as coordinated interaction of a human
and a machine that requires complex sensor-motor control
abilities [18]. Simply put, HMI is a cycle with three stations
as illustrated in Fig. 1. A human operator manually controls a
machine via a Human Interface Device (HID), which modifies
the location and/or orientation of the machine, and thereby
its spatial relation to targets or obstacles in the environment.
This modification is sensed by the machine’s sensors. The
sensor data is communicated to the operator via a User In-
terface (UI). Traditionally, UIs are visual displays. However,
in this paper we introduce psychoacoustic sonification as an
auditory UI for HMI.

Compared to conventional forms of sonification, the strength
of psychoacoustic sonification is that multivariate or multidi-
mensional data can be communicated to a user interactively
via sound in an unambiguous way with high precision, low
technical demands and low latency. This makes it suitable for
situations in which vision is limited, or in which the visual
scene is overloaded. Throughout this paper we will highlight
the benefits of psychoacoustic sonification and present exem-
plary use cases in which these benefits become effective.
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Figure 1: Cycle of HMI: Sensors sense information about
Spatial Relations (SR), communicate them via User Interface
(UI), which enables the operator to take appropriate action via
Human Interface Device (HID), which again modifies the SR
as sensed by the sensors. This paper deals with psychoacous-
tic sonification as a UI.

2 HUMAN-MACHINE INTERACTION

As illustrated in Fig. 1, Human-Machine Interaction (HMI)
[18] is a cycle with three stations. Human interface devices
(HIDs) include computer mouse and keyboard, gamepads,
touchpads and touchscreens, knobs and sliders, joysticks, eye-
tracking, voice control and gesture control via visual object
recognition, motion tracking with optical markers or electro-
magnetic fields. These serve to operate a machine, vehicle,
vessel, spacecraft, aircraft, missile or robot in real, virtual or
mixed reality environments.

The machine is equipped with sensors that sense spatial
relations between the machine and some objects of the out-
side world. Sensors for the outside world include radar, li-
dar, active and passive sonar, electromagnetic sensors, pas-
sive or active monoscopic or stereoscopic (infrared) cameras
and, e.g., computer vision or motion capture systems [11].
Sensors for the location and orientation of the machine itself
include tachometer, inclinometers, Hall sensors, accelerome-
ters, gyroscopes, global navigation satellite system (GNSS),
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compass, or combined Inertial Navigation System (INS) [15].
Sensor data may be processed and interpreted by a computer
processor and communicated to the operator via a User Inter-
face (UI).

Typical UIs are visual displays [6], like lamps, seven seg-
ment displays, and monitors that show camera recordings,
graphs, maps, charts, depictions, icons, text, crosshairs, me-
ter needles, and/or tables, etc. Auditory displays [26] are less
common UIs [7, 21]. They represent data, e.g., by means of
speech, auditory icons, earcons, and the core element: sonifi-
cation.

3 AUDITORY DISPLAYS

Auditory Displays (ADs), sometimes referred to as tactical
audio, are sounds that inform a user during HMI. In that sense
they serve as UIs that can communicate sensor data to the
operator. An overview can be found in [16, 26]. ADs can
have multiple elements.

Auditory icons are sounds that mimic a real-world sound
that is causally or symbolically related to the represented data.
For example the sound of slamming a door can represent clos-
ing a file. Their major advantages are that they can be intu-
itively understood and that they can be easily recorded or syn-
thesized. The main drawbacks are that they carry only a very
limited amount of discrete information, i.e., nominal scale of
measure.

In contrast to auditory icons, earcons are the combinations
of discrete sounds to short sound events that are not derived
from the real world. For example some computer operating
systems play a certain melody when attaching a device via
USB, and a similar melody with the same instrument when
detaching a device. The major advantage of earcons is that
they can carry more information than auditory icons, like hi-
erarchies, i.e., ordinal scale of measure. Their drawbacks are
that their meaning needs to be learned, no continuous infor-
mation can be presented and overlapping earcons may be in-
discriminable.

Speech is self-explaining. Spoken words or sentences in-
form the user about the data. Famous examples of speech as
a UI are screen readers. The major benefit of speech is that
even complicated information and relations can be communi-
cated. The most crucial drawbacks of speech are that it takes
much time, and that it is cognitively demanding to interpret
language. Only a small number of data points per second can
be expressed by words, no continuous data streams.

In contrast to earcons and speech, sonification is not dis-
crete in nature. It can therefore communicate continuous data.
A famous example of sonification is auditory pulse oximetry,
where the oxygen concentration in the patient’s blood is com-
municated to the anesthesiologist by means of the pitch of a
complex tone that is triggered every heartbeat. The main ad-
vantage of sonification is that it can potentially present the
highest density of information. It can carry much more in-
formation than auditory icons and earcons, much faster than
speech. Sonifications can represent data on an interval or even
ratio scale of measure. The main disadvantage is that the
meaning of each individual sonification needs to be learned

by the user. Furthermore, sonifying a high amount of data
often lead to ambiguous or confusing results.

Auditory displays are typically employed in situations in
which visual displays are (partly) occluded or lie outside the
visual focus or completely out of the visual field [7, 21]. Fur-
thermore, they are useful when vision is limited, e.g., due to
environmental conditions, like darkness, fog, smoke, muddy
waters, sandstorm. They also complement visual displays to
overcome shortcomings of visual UIs, like the missing depth
on monitors, a visual overload due to too many depictions,
or missing detail, e.g., due to graphics overlay. Auditory dis-
plays can be useful alternatives to graphical displays for visu-
ally impaired or blind users. Auditory displays are also useful
in situations in which visual perception is overloaded, e.g., by
the environment or by a high number of visual displays, or
when the visual channel is needed for tasks other than HMI,
like exploring the environment. Last but not least, reaction
times to sound are typically much shorter compared to visual
cues [20] which is why audible alarms [12] are ubiquitous.
Not only can auditory displays serve as an alternative to visual
displays, they can also complement or augment visualization
in terms of a multi-modal user interface.

4 PSYCHOACOUSTIC SONIFICATION

Sonification is the communication of data by means of sound.
The translation from input data to output sound is called map-
ping. In contrast to auditory icons, earcons, and speech, soni-
fication is able to communicate one continuous data stream.
Hence, it helps for data monitoring of stock markets and vi-
tal functions, and for navigation aid in driving, piloting and
surgery [26, 40].

Multivariate or multidimensional sonification can commu-
nicate one coordinate in a multi-dimensional space, i.e., a vec-
tor, at any point in time. The visual counterpart of multidi-
mensional sonification is illustrated in Fig. 2. One location is
three-dimensional space (black dot) as well as its x-, y- and z-
component (gray dots) are communicated at any point in time.
Achieving this by means of sound is not straightforward. In
the remainder of this section we explain how psychoacoustic
sonification can serve for this purpose. As the example of a
data point in three dimensional space is rather abstract, we
give a more comprehensive explanation of multiple practical
use cases in Section 5.

4.1 Problems With Conventional Sonification
For tasks that require complex information, i.e., multivari-

ate or multidimensional data, conventional auditory displays
[1, 5, 17, 19] could be demonstrated to be helpful in supple-
menting visual UIs. However, when trying to sonify multiple
data streams, no conventional auditory display can satisfy all
demands, which are

1. interpretability

2. linearity

3. continuity

4. high resolution

4 T. Ziemer et al. / Psychoacoustic Sonification as User Interface for Human-Machine Interaction



Figure 2: Abstract example of the psychoacoustic sonifica-
tion. One sound informs about the location of a data point
in three-dimensional space (black dot). The single sound at-
tributes inform about its individual components, i.e., the di-
rection and distance along the three orthogonal dimensions
(gray dots on the colored lines). The data point can be static,
dynamic, or interactively changed.

5. absolute magnitudes (interval or ratio scale of measure)

of each single data stream and

1. orthogonality

2. integrability

of multiple data streams.
Figure 3 illustrates common issues in multidimensional soni-

fication. First of all, the x-axis is partly chaotic, which makes
the sonification uninterpretable in that region. At the same
time, the y-axis is discontinuous. This creates audible arti-
facts instead of a smooth transition when raising y continu-
ously. Furthermore, the y-axis has no negative part. This
means, it is at best half a dimension, since it only represents a
distance in one direction, not in two. The low number of ticks
on the y axis represents a low resolution, which is a typical is-
sue in sonification. The two axes are no lines but curves. This
curvature is a metaphor for the circumstance that the axes are
nonlinear. This nonlinearity implies unequal intervals, i.e.,
doubling x does not necessarily sound twice as intense. The
two axes do not cross, i.e., the coordinate system has no ob-
vious origin. The two axes are not right-angled, i.e., the
axes are not orthogonal. This means the axes can at most be
considered as fractal dimensions. Due to the curvature of the
axes, and their lack of orthogonality, many points X⃗ in the
coordinate system are not unique, i.e., they are ambiguous.
This means, when moving the vector X⃗ , it is impossible to
recognize whether the x- value, the y-value, or both has/have
changed.
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Figure 3: Typical perception issues in conventional, multidi-
mensional sonification.

4.2 Advantages of Psychoacoustic Sonification

Psychoacoustic sonification [27, 29, 30] is the first soni-
fication technology that satisfies all of the above-listed de-
mands. Psychoacoustics describes the relationships between
the physical, acoustic quantities and the perceptual, auditory
qualities of sound by means of nonlinear equations [28, 39].
Physical quantities include amplitude, frequency and phase
over time and space, auditory qualities include pitch, beats,
roughness, sharpness, fullness and tonalness. These qualities
have been shown to be able to accurately capture human lis-
tening listening experience.

Practically all physical sound parameters can affect each
auditory quality. Consequently, physically quantities are not
perceptually orthogonal, i.e., independent auditory qualities.
In contrast to conventional sonification, psychoacoustic soni-
fication does not map input data to physical sound quantities,
but to perceptual auditory qualities. Psychoacoustic consid-
erations in the signal processing improve the interpretability,
linearity and resolution of sonification and make orthogonal
and integrable multivariate or multidimensional sonification
possible.

Figure 4 illustrates psychoacoustic sonification. Here, the
sound impression is clear and non of the above-mentioned
issues occur.

4.3 Exemplary Psychoacoustic Sonification

4.3.1 Properties

An example of a psychoacoustic sonification is illustrated in
Fig. 5 for three-dimensional data. The sonification is a mono-
phonic, tonal sound. Its attributes or characteristics represent
different directions. The magnitude or intensity of each at-
tribute represents the distance along that direction. The tar-
get lies at the origin of the coordinate system at X⃗target =

(0, 0, 0), a vector X⃗user describes the location of the user.
The direction of the target relative to the user along the x-

axis is mapped to the direction of the chroma aspect of pitch.
At x = 0, pitch is steady, x > 0 creates a falling pitch, x <
0, creates a rising pitch. The distance along the direction is
mapped to the speed with which pitch rises or falls. The larger

International Journal of Informatics Society, VOL.12, NO.1 (2020) 3-16 5
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Figure 4: Perception of psychoacoustic sonification.

the absolute value, the faster the pitch rise or fall.
The y dimension is divided in two. Positive y-values are

mapped proportionally to the intensity of roughness. Nega-
tive y-values are mapped to the speed of beats, i.e., regular
loudness fluctuations. Only at y = 0 the sound exhibits nei-
ther roughness nor beats.
Some simple trajectories through this two-dimensional soni-
fication space can be found on our YouTube channel at
https://www.youtube.com/watch?v=WaCzHU3-OYE
&list=PLVv3BMS8IIXGOhYG0l1NCbAnRNCmoAe21.

The z-dimension is also divided in two. Positive z-values
are mapped to the degree of brightness, negative values to the
degree of fullness. At y = 0 the sound is dull but full.
Some exemplary trajectories through a three-
dimensional psychoacoustic sonification can be found
at https://www.youtube.com/watch?v=7EeB7AGJnpQ
&list=PLVv3BMS8IIXGo-SkwwD9rSUQKCPLy89kK.
The example videos slightly deviate from the mapping
principle explained above.

In a navigation task the origin of the coordinate system rep-
resents either the target to reach, or the obstacle to avoid. The
sonification itself informs the operator whether the origin has
been reached or not. Only at the origin the sonification has a
steady pitch and loudness, sounds smooth, dull and full. No
reference tone is needed. At all other locations the sound at-
tributes inform the operator where the target or obstacle lies.
One important characteristic of this sonification is that it is
intuitive on a qualitative level. Parameters like brightness
and roughness, have an innate valence to a human listener.
Near the origin, the sound is comparably pleasant and calm.
However, towards the extreme values, when the operator is
far away from the target, the sound becomes more and more
obtrusive, unpleasant, and urgent, forcing the operator into
action. For example, quick chroma fluctuations sound like
a siren, a high degree of roughness sounds scratchy and dis-
torted.

Figure 5: This psychoacoustic sonification uses cyclic pitch
change as x-dimension, speed of beats and degree of rough-
ness as y-dimension and degree of sharpness and fullness as
z-dimension. A click indicates surpassing the x-y plane, a
major triad surpassing the x-z plane, pink noise indicates that
the target region has been reached.

The urgency of extreme values in the chroma- and
beats/roughness-dimension can be heard in a YouTube demo
video: https://youtu.be/Z Iu575erI4.

In addition to the interactive sonification, earcons are trig-
gered. A click informs about surpassing the target height, a
short major triad informs about surpassing the target depth.
Reaching an extended zone around the ideal target point trig-
gers subtle pink noise.

Together, the psychoacoustic sonification and the additional
sounds of the auditory display interactively inform an opera-
tor about the location of a sensed or defined target in three-
dimensional space. For example, the location of the machine
can be the origin of the coordinate system. Then, the sound
attributes inform the operator about the direction along the
three spatial dimensions (x, y and z) and about the distance
along each direction. So the operator gets informed whether
the target has been reached, and if not, where the target is
located.

4.3.2 Evaluation

We have experimentally validated the first two dimensions
in multiple passive and interactive studies [27, 29–31, 33–
35, 38, 40]. Passive listening tests with the x-y dimensions
revealed that novice users can interpret the direction and mag-
nitude of the two dimensions unambiguously after just 5 min-
utes of training [31]. Experiments with interactive sonifica-
tion where the sound is continuously modified by the action of
the operator revealed that interaction improves interpretabil-
ity and precision a lot.

The signal processing for an interactive psychoacoustic au-
ditory display including sonification and earcons is described
in [38]. Interactive experiments revealed that novice users ac-
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Figure 6: Typical mouse trajectories from novice users of
psychoacoustic sonification. Some users approach the target
axis-by-axis, whereas others aim for the direct path. Insecure
users trigger the click repeatedly to confirm that they are still
at the target height.

curately find invisible sonified targets that have a diameter of
just 4 mm on a two-dimensional computer screen with an area
of 4000 mm2 [33, 40]. They only needed 30 minutes of ex-
planation and exploration of the sonification to achieve this.
Typical mouse trajectories are illustrated in Fig. 6. Practi-
cally all targets have been found by each participant. The six
trajectories on in the lower right quadrant approach the target
almost on the direct path. Direct paths highlight that users
were able to integrate the two auditory dimensions and de-
rive the respective angle from the two Cartesian axes. Other
participants approached the target axis-by-axis, like the four
examples in the lower right (x first) and the three examples in
the upper left quadrant (y first). This strategy underlines that
the two dimensions are orthogonal, i.e., unambiguously inter-
pretable and distinguishable, even though the two dimensions
are presented at the same time. Some participants sometimes
surpassed the target height over and over, like the three exam-
ples in the upper right quadrant. This action triggers the click
repeatedly and confirms that the users are still at the target
height.

In [36] we presented the signal processing for the third di-
mension. Initial results can be found in [32], a preprint of the
complete results is available at [37].

In a game-like environment we are validating the 3D psy-
choacoustic sonification. Screen shots of this serious game
are shown in Fig. 7. People can play the game for fun,
while we collect their motion trajectories to receive statistics
from a large population and longitudinal data about learn-
ing effects. Game elements, like high scores, levels, mis-
sions and power-ups motivate the players to keep learning
the sound metaphors, improve their skills and play for a long
time. At higher levels less visual cues are given, while more
information is presented auditorily to the player. At some

Figure 7: CURAT visual game environment to evaluate the
3D psychoacoustic sonification.

point the player depends completely on the sound to navigate
through three-dimensional space. Details on the game de-
sign and progress are available on http://curat.informatik.uni-
bremen.de/.

Figure 8 shows how we test the 3D psychoacoustic soni-
fication in a surgical scenario. The planned location of burr
holes for a craniotomy are found by means of sound. In a
craniotomy, a part of the skull is removed, e.g., to insert an
ablation needle that destroys a brain tumor. Here guidance is
necessary, because a skull hardly provides visible landmarks
that help for orientation. At the same time it is crucial to re-
move exactly the planned part of the skull to ensure that the
needle can be inserted at the planned location, so that the tu-
mor can be reached via the planned insertion angles. How-
ever, guidance by means of visual UIs has a number of draw-
backs, which are discussed in detail in Section 5.4.

So far, we have implemented three dimensions and are in
the process of evaluating them. However, psychoacoustic soni-
fication is not limited to three dimensions. The current 3D
sonification is completely tonal and largely harmonic. As
we have already demonstrated, noisy and impulsive elements,
i.e., pink noise and clicks, can be added without degrading
the 3D sonification. We believe that at least three additional
dimensions are implementable, with proper psychoacoustic
sound design of noise and/or pulses.

In the next section, we describe application areas and po-
tential use cases where psychoacoustic sonification can act as
interface for human-machine interaction.

International Journal of Informatics Society, VOL.12, NO.1 (2020) 3-16 7



Figure 8: Tim Ziemer testing the 3D psychoacoustic sonifica-
tion in a surgical setting.

5 USE CASES

Psychoacoustic sonification can serve as a UI to commu-
nicate the position of a point in a coordinate system. The
point in the coordinate system may be a location in space or
a vector in any other multi-dimensional or multivariate space.
The position is either sensed by means of sensors, or it is pre-
defined. The point can either be a natural limit, a target point
to reach, or a critical point to avoid. The point and the origin
of the coordinate system can either be fixed, or dynamic. As
mentioned above, the psychoacoustic sonification can serve
as a complementary or substitutional UI for HMI in situation
in which visual UIs are impractical or insufficient.

As these conditions seem rather abstract, we present some
exemplary use cases from different domains that highlight,
how machine operators can benefit from psychoacoustic soni-
fication.

5.1 Drone Flying
In manual drone flying, the HID is a remote control that has

two sticks to control pitch, throttle, yaw and roll, and buttons
that trim pitch to move back and forth, throttle to increase or
decrease, and yaw or roll to move sideways. Practically all
the above-mentioned sensors are available for drones, includ-
ing GNSS and INS to track self-location and orientation and
radar, lidar and sonar to track obstacles in the environment.

Visual UIs for manual drone navigation are often included
in the remote control. They show the camera view overlain
by depictions of compass, GPS location on a map and other
graphics that indicate the location of obstacles, as illustrated
in Fig. 9.

Manual Drone flying without sensors is restricted to situa-
tions in which the drone is in the visible field of the operator,
or in open territories. Uncertainties occur, for example, in
fog, as illustrated in Fig. 10.

Navigation by the drone’s camera is only safe for basic fly-
ing, if the drone flies in the direction of the camera view, since
obstacles outside the camera view are overseen. Furthermore,
transferring the camera view to the remote control introduces
a latency. This enforces the operator to slow down and wait

Figure 9: Typical drone remote. A visual UI shows the cam-
era view overlain by graphics that indicate spatial relations,
like drone coordinate and orientation, and distance and direc-
tion of obstacles.

Figure 10: In fog, visual navigation is almost impossible.
Here, sensors can scan the environment and UIs can inform
the operator about the location of obstacles.

for the picture when approaching an obstacle. For advanced
maneuvers, some spatial relations need to be sensed. Au-
tonomous drones are largely capable of flying without user
control. However, in the case of uncertainty, e.g., due to en-
vironmental conditions or tasks that seem unsolvable to the
machine’s artificial intelligence, human control is necessary,
and the operator can fly, while the drone supports her with the
available sensor information. In such cases, e.g., in regions
with a high density of buildings, trees, transmission lines and
other structures, as in urban areas, forests, factory premises,
and inside hangars and other buildings, UIs that inform the
operator about sensed obstacles help avoiding a crash.

In visual UIs, overlays can occlude important aspects of
the camera view. When visualizing the camera view and the
location of obstacles on two different screens, the operator
has to decide which screen to consult. Here, psychoacoustic
sonification may be preferable over graphical UIs in manual

8 T. Ziemer et al. / Psychoacoustic Sonification as User Interface for Human-Machine Interaction



Figure 11: Near infrared spectrometry view from a drone in
agricultural planing and monitoring. Overlays indicate the
location of obstacles, but they partly occlude the view.

drone navigation.
In agricultural planing and monitoring with drones, near

infrared spectrometry is used to identify the healthiest spots
(red) and unhealthy crops (yellow). Here, a visual UI is re-
alized with overlays that allow the operator to avoid hitting
obstacles, like overhead transmission lines or trees. However,
the overlays occlude some of the spectrometry visualization,
as illustrated in Fig. 11. Here, psychoacoustic sonification
allows the operator to concentrate on the visualization while
being able to avoid sensed obstacles.

Drones are often used for photography, as illustrated in Fig.
12. Here the drone operator visually concentrates on finding
the perfect spot for a camera shot. Autonomous drones might
prevent the photographer from finding the perfect spot, if it
lies dangerously close to an obstacle. However, for manual
navigation the camera only helps to avoid obstacles in front.
But it is likely that the operator will fly the drone backwards,
up, down, left and right, while focusing the camera on the
motif. Here, visual UIs with overlays of sensed obstacle posi-
tions are disruptive. Two-screen solutions without overlay are
dangerous, because the visual focus lies on the camera view
and not the navigation aid. In this situation, psychoacoustic
sonification allows the operator to fly safely while finding the
right spot.

Visual inspection is a task similar to photography. Visual
inspections are carried out, e.g., for airplanes in hangars or
roofs in urban areas or factory premises. Figure 13 shows an
exemplary drone view of a bridge inspection. Here, obsta-
cles are omnipresent, like abutments, piers, girders, trusses,
cables. But manual navigation may become inevitable when
the autonomous drone mode cannot find a proper perspec-
tive. The visual focus needs to lie on the camera view. Other
graphical UI elements are distracting. Again, psychoacous-
tic sonification allows a single operator to both navigate the
drone and perform the visual inspection at the same time.

Even though we discussed practical use cases for psychoa-
coustic sonification in the field of drone navigation, the prin-
ciple transfers to all kinds of unmanned aerial vehicles, rock-
ets and missiles, and even to other remotely operated vehicles
(ROVs), like unmanned surface vessels and unmanned under-
water vehicles. Figure 14 shows an underwater robot.

Underwater robots [2] are mostly used for survey work, like
installation, inspection, welding and maintenance of subsea
structures and production facilities. Especially offshore oil
and gas installations are almost exclusively serviced by ROVs
[2]. Here, proximity sensors detect obstacles based on ac-
tive sonar, while a so-called short baseline acoustic position-
ing system provides absolute location information, just like

Figure 12: Finding the perfect camera view without distract-
ing UI graphics, while avoiding obstacles, like trees or over-
head power lines.

GNSS, which are not working underwater. Underwater, vi-
sion can be limited due to darkness and muddy waters, so re-
dundant multisensor systems are employed to navigate safely
to the target structure. Here, psychoacoustic sonification can
give a low-latency feedback on the location of obstacles.

5.2 Manned Aircraft

Aircraft tend to have a very high number of visual dis-
plays. This is true for civil and military airplanes, jets and
helicopters, as illustrated in Figs. 15 to 17.

These displays serve to fly the aircraft, referred to as instru-
ment flying. Instruments include altitude meter, airspeed in-
dicator, vertical speed indicator, turn and slip indicator, com-
pass or another heading indicator, and attitude indicator, in-
dicating pitch and roll. Instrument flying is particularly nec-
essary in bad visual conditions, e.g., in darkness, clouds, fog,
smoke or heavy rains. Unfortunately, instrument flying im-
poses a “tremendous burden” on the eyes [14] and is cogni-
tively demanding, since the information of multiple displays
needs to be interpreted and integrated. During some maneu-
vers the pilot’s ability to interpret visual displays or match
visual and balance perception may be impaired [8, 14, 40].
Consequently, spatial disorientation causes most aviation ac-
cidents [8].

Auditory displays have been developed to enable blind flight
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Figure 13: The location and orientation of drones constantly
changes in inspection tasks. Obstacles can be everywhere, but
the visual focus needs to lie on the inspected structure.

Figure 14: Underwater robot for maintenance work. Psychoa-
coustic sonification can help reaching the target structure and
avoiding potentially moving obstacles despite limited vision.

[8, 9, 14], i.e., stable flight without visual cues. These stud-
ies conclude that it would be highly desirable to have a sys-
tem that communicated pitch and roll with a high resolution
on a linear ratio scale of measure, i.e., with an obvious co-
ordinate origin that represents the horizon. Psychoacoustic
sonification fills exactly this gap. Here, the coordinate origin
represents the horizon, two dimensions represent pitch and
roll of the attitude indicator, which is the primary instrument
for flying. The third dimension may represent the air speed.
Additional earcons can serve to represent altitude. This even
enables pilots to stay on a pre-defined course or carry out ma-
neuvers safely, without the need for visual feedback.

5.3 Autonomous Vehicles

Autonomous vehicles, like self-driving cars, are classified
into six different levels of autonomy by the Society of Auto-
motive Engineers (SAE) [22]. Only levels 4 and above allow
the driver to be inattentive. At lower levels the environment
may be scanned by means of sensors as illustrated in Fig. 18.
The driver needs to stay aware of the vehicle’s actions to take
over control if necessary.

Figure 15: Cockpit of an airliner. Not all visual displays lie
in the visual focus. Some may even be occluded by the pilot
or the copilot.

Figure 16: Cockpit of a jet fighter. Some maneuvers cause
a mismatch of vision and balance and may even impair the
ability to read visual displays.

Here, hand-over and take-over commands and alarms are
the minimum requirement. However, psychoacoustic sonifi-
cation can inform the driver continuously about the actions of
the vehicle. For example, the automotive can spontaneously
decide to deviate from the planned route if it receives infor-
mation on a traffic jam or recognized a “Road closed!” sign.
Here, one sonification dimension could indicate the pending
deviation, i.e., that the car plans to turn right instead of driving
straight ahead. Another sonification dimension could indicate
the absolute deviation from the planned route. The presence
of the sound capzures attention and increases driver aware-
ness. Furthermore, the driver is informed about the decision
of the vehicle and its consequence for the route. These pieces
of information help the driver decide whether it is acceptable
and necessary to turn right, and if the new route seems appro-
priate or causes too much deviation. If preferred, the driver
can take over control. Here, one characteristic of the above-
described psychoacoustic sonification becomes effective: the
larger the deviation from the planned path and route, the more
obtrusive and unpleasant the sound becomes for the listener.
This makes the sonification intuitive on a qualitative level.

In a similar fashion, the psychoacoustic sonification could
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Figure 17: Helicopter cockpit. The high number of visual
displays and the inevitable use of headphones pave the way
for psychoacoustic sonification for navigation.

Figure 18: Autonomous vehicles of level 0 to 3 require the
driver to stay aware of the car action and readily intervene
when called upon by the vehicle.

inform the driver about the confidence level of the imple-
mented artificial intelligence. For example, if road signs or
road markings are recognized with a low confidence, the sound
could pass this information to the driver. Then, the driver is
aware about the general confidence and confidence change but
can still concentrate on other things until he or she decides to
take action. This is the advantage of psychoacoustic sonifica-
tion over speech messages, which require more attention and
more cognitive resources to be interpreted.

5.4 Image-Guided Surgery

Image-Guided Surgery (IGS) enables surgeons and other
clinicians to carry out interventions that are too risky with-
out guidance. Examples are biopsy of tissues or resections of
tumors near critical structures, like large arteries, important
nerves, or sensitive membranes.

In image-guided surgery (IGS), the human or veterinary pa-
tient is scanned, e.g., by means of computed tomography or
magnetic resonance imaging. From the scan, an augmented
reality 3D model is created. It shows the anatomy, where as-
sociated structures are grouped, like vessels, nerves, bones,
healthy tissue and tumor. Each group can receive an individ-
ual color and opacity level. This helps to localize the exact
location of the tumor, the center and the extent. With this

model clinicians plan the surgery, e.g., where to make inci-
sions and how to approach the tumor past critical or impene-
trable structures. These plans, may include insertion points,
and the angles and depth of an ablation needle from the sur-
face to the center of the tumor. Or they include the cutting
trajectory for a scalpel blade.

During the procedure, the location and orientation of the
surgical tool is tracked in relation to the patient anatomy. Track-
ing devices are electromagnetic sensors or optical markers
that are sensed by stereoscopic infrared cameras. Tools in-
clude scalpels, cauterizers, biopsy or ablation needles. On a
screen clinicians see an overlay of the surgical tool and the
augmented anatomy. This mixed reality situation guides the
clinician, who can see the current location of the tool, the tar-
get location, and the position of obstacles, i.e., critical and
impenetrable structures. In terms of HMI, the tool is the HID,
the tracking system is the sensor and the screens show the UI.

The major drawback of IGS is the high cognitive demand
that mostly originates in the UI design. Typical IGS setups
(see Fig. 19 for an example) give rise to a number of spa-
tial challenges such that mentally processing spatial informa-
tion becomes a crucial ability for successfully performing IGS
[24]. Often, installing the monitors has a low priority, so they
might be located a little far away or even behind the surgeon,
which is rather unergonomic. The screen shows a pseudo 3D
model of the patient together with the three anatomic planes
of the patient, i.e., sagittal, coronal and axial. All four graph-
ics are overlain by a depiction of the surgical tool. However,
none of the graphics’ perspectives coincides with the perspec-
tive of the surgeon. So he or she has to mentally integrate the
four graphics, mentally rotate, translate and scale the them to
navigate properly. This is quite demanding. For example, the
surgeon might move the tool to her right. This might cause a
motion of the overlain tool to the upper left in the pseudo 3D-
model, a small motion to the upper right in the median view,
a motion far to the right and slightly up in the coronal view
and a motion to the right and slightly down in the axial view.

In addition to that, 3D graphical processing can cause la-
tencies of hundreds of milliseconds. This forces clinicians to
operate so slowly that they can always anticipate their prox-
imity to target and obstacles, despite the delayed feedback.

Here, psychoacoustic sonification offers a huge advantage.
Instead of looking at a screen to derive spatial information
from integrating four seemingly conflicting views, the sur-
geon can visually focus on the patient while navigating by
means of sound. The sound can either communicate the loca-
tion of the tool in relation to the planned trajectory, location
of the nearest obstacle, or the location of the target in relation
to the current tool position.

5.5 Anesthesiology
In the medical sector, not only surgeons can benefit from

psychoacoustic sonification. Anesthesiologist monitor vital
parameters of patients in the operating room, the postanes-
thesia care unit and the intensive care unit. Vital parameters
include heart rate, blood pressure, end-tidal carbon dioxide
(capnography), respiration rate, tidal volume, oxygen concen-
tration in the blood, and body temperature [25]. These tend
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Figure 19: Typical IGS situation: The monitor is too far away
to see details. It shows an overlay of the surgical tool in a
pseudo-3D graphic, and three 2D graphics that show the three
anatomic planes. None of the graphics represents the first-
person perspective of the surgeon of the assistants. Still, they
have to take their eyes off the patient to navigate during the
surgery.

Figure 20: User interface for monitoring a patient’s vital func-
tions. A monitor is combined with an auditory display to
serve as a multi-modal user interface.

to have an ideal value, a healthy range, and critical thresholds
that depend on factors, like age, type of surgery, disease state,
and anesthetics [4].

A typical user interface for vital parameter monitoring is
illustrated in Fig. 20. The current state and a short history
of multiple vital functions are plotted over time and displayed
on a screen. Often, integrated loudspeakers play additional
pulse-oximetry sounds.

Auditory pulse oximeters are among the most widely used
sonifications. They inform the anesthesiologist about the heart
rate and the relative oxygen concentration in the blood. The
strength of this auditory adjunct to the visual UI is that it en-
ables anesthesiologists to keep monitoring and staying aware
of two essential parameters without looking at a screen, e.g.,
while counteracting adverse reactions, intubating, or reposi-
tioning the patient. There are attempts to add information
of even more vital functions [13, 25]. The main drawback
of conventional sonification for patient monitoring is that the
sounds fail to communicate precise quantitative information
about the relation between current state, target value and/or
critical thresholds.

Figure 21: While drinking water, an obtrusive and unpleasant
sound is an obvious warning. Instructed people can extract
even more information about the water quality.

In terms of HMI, sensors measure the vital functions over
time. Visual displays, i.e., plots on a screen, serve as UI,
together with pulse-oximetry sounds. Psychoacoustic soni-
fication can serve to communicate the state of one or more
vital functions in relation to the target value and/or critical
thresholds. This has been demonstrated for a pulse-oximetry
scenario of neonates [23]. Here, users are able to identify
whether the oxygen saturation lies safely within the target
region (near 92.5%, near or within the critical region below
90% or above 95%).

5.6 Water Quality Monitoring

In regions with chlorinated water distribution systems, house-
holds and pubic drinking fountains can be equipped with electrode-
based pH meters, digital chlorine sensors and thermometers to
measure pH, residual chlorine and thermometers to monitor
the quality of the tap water in real-time. Such sensors serve
as a fallback solution in addition to the monitoring that is re-
quired for distribution systems of municipal water systems.

Raising instant awareness of these measures can help to
prevent from water-borne diseases and protect children from
tap water scald burns. However, as illustrated in Fig. 21,
the typical drinking posture prevents you from looking at a
screen. Here, psychoacoustic sonification is the ideal UI. As
described above, it can be equipped with an innate quality,
where large deviations from the coordinate origin sound un-
pleasant. Here, a clean sound represents optimal drinking
water conditions at the coordinate origin. Deviations sound
sound either rough or siren-like; both intuitively sound alarm-
ing. Brief instructions on the fountain can inform the user
about the detail of the different sound qualities.

Water quality monitoring is just one out of a number of
monitoring tasks that can be assisted by psychoacoustic soni-
fication. We can also imagine to monitor temperature and
flow rate of a cooling circuit, visits, downloads and responds
on a web-server or pressure, temperature and wind velocity of
a weather station.
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Figure 22: On rescue missions inside burning buildings, fire-
fighters use sensors to recognize obstacles in their environ-
ment or holes in the ground. Psychoacoustic sonification can
warn them about the nearest danger to guide them safely.

5.7 Firefighters
On a rescue mission, firefighters may enter burning or smoke-

filled building. An exemplary training scenario can be seen
in Fig. 22. Here, firefighters can hardly see their environ-
ment. Approaches exist to equip firefighters with sonar [3]
or radar [10] sensors. These localize obstacles or holes in
the ground in smoke-filled buildings. Due to the limited vi-
sion, even hand-held monitors cannot be employed as a UI to
pass the sensor information to the firefighter. Therefore, hap-
tic devices [3] [10] have been suggested. These inform the
firefighter about the presence of an obstacle around or a hole
in the ground to increases their spatial awareness.

In this scenario, psychoacoustic sonification can not only
inform them about the presence of an obstacle or hole, but
even about its location, i.e., direction and distance. This addi-
tional information allows them to explore the building faster
and to distribute more widely compared to haptic ’presence
only’-feedback and compared to conventional exploration along
a guide-rope.

Note that firefighters often use drones to get an overview,
to monitor and coordinate operations in disaster areas, like
flood, wildfire and large-scale structure fires, and to search
and rescue victims. Likewise, they may fly firefighting planes
or helicopters. One sound, i.e., one type of psychoacoustic
sonification could serve as a UI for all these application areas
of firefighters.

5.8 Freight Container Cranes
In container ports, freight container cranes unload contain-

ers from container ships. These containers are densely piled.
Due to continual growth of container ships, the containers
need to be piled faster and more densely every year. A photo
of a container port is shown in Fig. 23.

Piling cranes based on vision is very demanding. Due to
the large distance between the crane operator and the con-
tainer, it may be difficult to estimate whether spaces are suffi-
ciently large for a container to get through. Especially depth
perception and estimation of spatial constellations in partly
occluded scenes is demanding. Furthermore, the steel cabin

Figure 23: Freight container cranes in a container port. The
large distance between operator and container as well as the
high density of piles make visual navigation demanding and
dangerous. Psychoacoustic sonification can inform crane op-
erators about the distance and direction of the nearest con-
tainer to avoid collisions.

as well as other containers and cranes may party occlude the
visual field. To assist crane operators in piling the containers
without accidental collisions, cranes became equipped with
proximity sensors, such as laser rangefinders. If an obstacle
is dangerously close, an alarm will sound. In this situation
psychoacoustic sonification could offer much more than just
an alarm. The sound could inform the operator not only about
the fact that an obstacle is close. It even informs the operator
where, i.e., in which direction and how far, the obstacle lies.

6 CONCLUSION

In this paper we gave an extensive introduction to psychoa-
coustic sonification. It is allocated at the user interface part
of the human-machine interaction circle. The psychoacous-
tic closed loop can serve as auditory user interface or as the
acoustic part of a multimodal user interface. Psychoacoustic
sonification takes the largely interfering and nonlinear rela-
tionships between acoustics and auditory perception into ac-
count in the digital signal processing for the sound design.
This ensures interpretability, linearity, continuity, a high res-
olution and absolute magnitudes of each single dimension in
an uni-or multidimensional sonification. Furthermore, psy-
choacoustic sonification ensures orthogonality and integrata-
bility of the axes. This means, psychoacoustic sonification
can carry more information than conventional sonification,
without losing any clarity.

We referred to our previous publications on the theory, im-
plementation and experimental evaluation of psychoacoustic
sonification and reported the state of the art and ongoing re-
search. Moreover, we explained what benefits psychoacoustic
sonification can offer for human-machine interaction.

Psychoacoustic sonification is beneficial whenever vision
is the bottleneck of performance, be it due to limited vision,
visual overload, demanding visual interpretation or the lim-
ited focal point of visual attention. This is the case in various
scenarios in all kinds or application areas.

Researchers and practitioner of many disciplines are un-
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aware of sonification and the benefit that auditory displays
can offer to them. Hence, we presented a number of practical
use cases from multiple application areas where the psychoa-
coustic sonification can take full effect. Of course, our listing
is not exclusive, but exemplary.

7 OUTLOOK

We are still in the progress of evaluating the benefit of
the psychoacoustic sonification as a user interface for human-
machine interaction in both abstract scenarios and a practical
use case, namely surgical navigation. Pretests by the authors,
demo sessions on conference and the initial results of the ex-
periments provide evidence that the 3D psychoacoustic soni-
fication enables users to navigate through three-dimensional
space after just a couple of minutes of training. Note that
the precise sonification of three orthogonal and continuous
dimensions is not a natural upper limit. It is possible to in-
clude three new dimensions not based on a tonal but a noisy
sonification signal. Together, such a six-dimensional sonifica-
tion could allow an operator to navigate to a target location in
three-dimensional space while avoiding obstacles. Or the six
dimensions could represent all six degrees of freedom of an
object, including three-dimensional location and orientation.
For blind flight, new dimensions could sonifiy the informa-
tion of the turn and slip indicator, enabling pilots to carry out
a number of complicated maneuvers blindly.

Note that the psychoacoustic sonification might be opti-
mized for each individual application. Ideally, as little infor-
mation as needed is provided aurally, to shorten the learning
time.
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Abstract - In this paper, we propose a victims information 

management system that collects and transmits information 

on disaster victims and relief needs in evacuation refuges 

even when the lifelines such as communication and electricity 

are disrupted, assuming a large-scale disaster occurrence at 

the Tohoku Earthquake level. In addition, we propose the 

management of the health status of the victims living in the 

refuges, and also the function that can centrally manage the 

refuges around the country. Since the system scale of the 

disaster victim information management system proposed by 

us is large, this paper describes the realization of a system to 

manage the information and health condition of victims in 

refuges. Also, we will describe in detail the prototype 

development and evaluation of the proposed system. 

Keywords: Disaster, Refuge Management System, Victims, 

Persons requiring special care, ICT, Solar Panel 

1 INTRODUCTION 

At the time of past large-scale disasters such as the 

Hanshin-Awaji Earthquake in 1995, and the Tohoku 

Earthquake in 2011, it took a considerable amount of time to 

collect information on the victims [1].  In particular, refuge 

administrators couldn't capture relief needs such as the 

presence of refugees who need special care and their allergy 

information. Also, due to the disruption of the infrastructure 

at the time of disaster occurrence, managers were unable to 

make the most of the Information and Communication 

Technology (ICT) and its power, and they could not collect 

and transmit information on the victims promptly [1] [2].  

 In addition, past measures put more emphasis on disaster 

prevention (such as collapse of buildings) rather than 

preparation for disasters (such as securing disaster supplies). 

Therefore, the quality of life (QoL) of the victims has not 

been sufficiently considered in the long-term refuge life after 

the occurrence of a disaster. In fact, in the Tohoku Earthquake, 

there were many victims who could not cope with the refuge 

environment and suffered from health problems [3] [4]. 

Therefore, we developed the Refuge Management System 

(RMS) that consistently manages the health condition of 

victims by collecting information on disaster victims and 

creating an evacuation list using ICT even at the time of the 

disruption of lifelines such as communication and electricity 

[5] [6]. The final goal of this study is to develop a system that

installs RMS in refuges all over the country, and uses cloud

servers to centrally manage the disaster situation and relief

needs in each refuge area. We call this system the “Victims

Information Management System (VIMS)” and are

developing it. Since the development scale of the VIMS is 

large, in this paper, we describe the contents of the research 

and development project and the realization of the system to 

manage personal information and health condition of the 

victims in the refuge currently under development. 

2 RELATED RESERARCH 

After the Tohoku Earthquake, research on victims’ support 

systems using ICT is underway by many researchers, 

companies and universities in various places [7].  

Similar representative existing technologies include 

"Earthquake disaster recovery support system" provided by 

Microsoft [8] and “information center victim support system" 

provided for free by Nishinomiya city [9]. These systems 

collect information such as the number of victims, the 

proportion of men and women, safety information, etc. On the 

other hand, these systems are not designed to pick up and 

manage the needs information of persons requiring special 

care (patients with allergic diseases or intractable diseases, 

disabled people, elderly people who need nursing care, 

pregnant women, etc.) within the refuge. In addition, these 

systems have the problem that they cannot detect and manage 

victims who have become ill due to a long-term refuge life. 

Therefore, the problems of the various disaster victim 

supporting systems are as follows. 

① The existing disaster victim support systems cannot

operate when there is a power and communication

infrastructure disruption immediately after the disaster

occurs.

② The existing systems cannot adequately collect the

needs of persons requiring special care.

③ It is difficult to manage the presence of victims among

multiple refuges.

④ The QoL of the victims declines in refuge life.

⑤ It is impossible to centrally monitor damage situation

of each refuge and relief needs in real time immediately

after the disaster.

The VIMS proposed in this paper aims to solve problems 

① to ④.

3 VICTIMS INFORMATION 

MANAGEMENT SYSTEM (VIMS) 

In refuge support, the measures to be taken in refuges 

change with the passage of time from the occurrence of the 

disaster. For example, even if the power and communication 

infrastructure are cut off immediately, it is necessary to 
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quickly grasp the situation of the victims in the refuges and 

inform external organizations of the situation after the 

occurrence of a disaster. On the other hand, there are many 

victims who are forced to live in refuges even after the 

restoration of infrastructure is completed and a long time has 

passed since the disaster occurred. For such victims, refuge 

managers need to manage their health status and prevent 

infections, economy class syndrome and so on. Furthermore, 

it is also necessary to grasp the damage situation regarding 

the collapse of the houses owned by the victims with the 

passage of time. 

Therefore, in this research, as shown in Fig. 1, research and 

development are being carried out in the following four 

phases aiming for the realization of the final goal, VIMS. We 

assume that Phase 1 of VIMS will collect victim information, 

send it to Disaster Countermeasures Headquarters, and 

manage   it in shelters immediately after a disaster occurs. We 

suppose in Phase 2, there are determined the transported 

destination and refuge spaces of the victims appropriately 

from the disaster situation and medical condition of them. We 

assume that in Phase 3 we will manage the health status of 

victims in long-term refuge life in real time. In Phase 4, we 

will devise a system that is able to monitor centrally the 

disaster situation and relief needs in a large area refuge. The 

main feature of VIMS is the support and management of 

victims in single system, from the immediately after a disaster 

occurs to the long-term shelter life. This feature is not found 

in the existing technology, so it can be said to be a great 

strength of this research. 

Specifically, we will develop the Refuge Management 

System (RMS) corresponding to Phase 1 to Phase 2 shown in 

Fig. 2 and aim to install the proposed RMS at evacuation sites 

all over the country. The final goal is to realize a system that 

visualizes the disaster situation of refuges nationwide and the 

relief needs information of the victims by listing the victim 

information collected by the RMS as a cloud server by 

wireless communication etc. and mapping it with map 

information. In this paper, we describe the research results of 

Phase 1 and Phase 2 of this research project and the overall 

concept of the information management system of the victims 

in the refuge. 

Figure 1: Outline diagram of VIMS 

Figure 2: Phased timeline 

4 REFUGE MANAGEMENT SYSTEM 

(RMS) DEVELOPMENT 

CORRESPONDING TO PHASE 1 

Chapter 4 describes the design concept and system 

development for the RMS corresponding to Phase 1 of the 

VIMS research and development. 

4.1 Concept of RMS for phase 1 

We designed RMS with the following concept. 

I. The system user

The administrator of the RMS is preferably a civil

servant etc. Because, the administrator deals with

victim information.

II. Collection and management of victim information

 We assume that the installation site of the RMS has 

a capacity of about 1000 individuals per refuge, such 

as schools and community centers. 

III. Power supply of RMS

Lead battery units charged with electric current

generated by solar panels are used as the power source

of the RMS. this makes the RMS available even when

the infrastructure is not working.

IV. Data collection content

The contents of data to be collected shall be the

name, address, gender, age, nationality, emergency

contact information, damage situation, and stockpile

status of evacuation supplies, items requiring long-

term care (pregnancy, chronic illness, and allergy).

These items of information concerning the necessary

nursing care were added to the questionnaire because

they were actually used at the refuges of the Tohoku

Earthquake. Additional items to be entered include a

User Identifier (UID) to identify the victim and a

questionnaire to confirm the health condition. These

information is input by victims themselves or staff

members who support refugees.
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V. Identification for victims

As a method to identify each victim, we use the 

UID of NFC (Near Field Communication) or RF-ID 

information with a full-color LED light-emitting 

wristband distributed in the refuge. By using these 

data to manage entry and exit in the refuge, we can 

grasp the situation of the victim's presence in the 

refuge and track transfer of other victims to other 

refuges. 

VI. How to send victim information

We consider two patterns of transmission methods

for victim information when the communication

infrastructure is not working. The first method is to

connect a wireless unit (simple type radio, amateur

radio) to the RMS. By this method, we can send

information to the national disaster response

headquarters using character data in JSON format or

CSV format through any communication protocol.

Another way is to save it in a USB flash memory and

take it out. After the infrastructure is restored, the

system can acquire the victim information through the

Internet.

Figure 3: RMS corresponding to Phase 1 

Figure 4: RMS prototype 

VII. Communication method between RMS and

various information terminals

  When inputting victim information, Wi-Fi is used for the 

communication between the information terminal such as 

a smartphone and the RMS. If the number of connections 

with information terminals is insufficient, we can increase 

the number of repeater devices. 

4.2 Refuge Management System (RMS) 

In R & D for Phase 1, we prepared an outline design of the 

refuge management system. The outline is shown in Fig. 3. A 

commercially available microcomputer board Raspberry Pi 

Model B (RPI) was used for RMS hardware. We installed an 

embedded Linux OS (Raspbian) on this hardware and 

designed a system that can launch Graphical User Interface 

(GUI) applications. The reason for adopting embedded Linux 

on hardware is to save power of the RMS itself. The power 

consumption of an ordinary notebook PC is about 40 ~ 50 

[W], which can be reduced to about 1/10 by using RPI. In 

addition, with regard to the information input of evacuees 

described in Design Concept Ⅳ, it is necessary to allow for 

the input of refugee’s information from a web browser on a 

smartphone or mobile phone owned by the victims. Therefore, 

we constructed a web server using apache2 and developed a 

PHP application for a disaster victim information input screen. 

As shown in Fig. 3, the refugee’s information registration 

application was developed using a server-side application that 

does not depend on the client environment so that victim's 

information can be input from the WWW browser installed 

on the client side. 

 Victims are requested to input personal information such 

as the name, address, gender, and age using the input screen 

shown in Fig. 4. In addition, we have added selective buttons 

asking whether or not the respondent is a pregnant woman, a 

person with a disability, or requires nursing care, etc., as well 

as check boxes to input food allergy determined by law [13]. 

(Wheat, egg, milk, buckwheat, shrimp, crab, peanut, etc.) In 

consideration of a more detailed description and answer 

which doesn't correspond to any items, we have also provided 

a text box for free description. By summarizing such 

information, it is possible to create a victims roster including 

the relief needs within the RMS. Based on the above, we will 

realize a system that picks up the relief needs of the affected 

people, including those with special needs, and will 

eventually solve Problem ② in Chapter 2. 

By the way, the system of Phase 1 assumes operation at an 

actual refuge. Therefore, the system must be able to operate 

even when the power infrastructure is not working. Therefore, 

we will develop a battery unit with a solar panel and a lead 

storage battery as the power supply of the RMS, and use two 

or more such battery units to operate the system. The 

operation method is described in the next section. 

In addition, we developed a method for managing the 

evacuation using the RMS in preparation for the case where 

victims irregularly enter or exit from the refuge. We 

conceived the idea of using NFC cards which the victims 

usually carry with them. Typical examples of the NFC cards 

include Edy and Suica etc., and the total number of NFC cards 

issued in Japan was 33.346 million as of January 2017 [11]. 
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From such background, we thought that we could use an NFC 

card effectively as a victim's personal identification. Entering 

and exiting of refuges for victims is done by holding the NFC 

card over the NFC card reader. By associating the UID of 

NFC with the already registered victim information in the 

RMS, it is possible to quickly manage the entry and exit of 

each victim.  

The refugee’s roster created by the RMS is organized as an 

electronic file, and can be saved in a CSV format and a JSON 

format on an electronic medium such as a USB flash memory. 

As a result, the data list of evacuees can be taken out to 

external facilities such as the disaster response headquarters. 

In addition, amateur radios and simplified radios which are 

available for the communication even during a large-scale 

disaster can be connected to the RMS with a serial cable to 

send a relief request to the disaster response headquarters. 

4.3 RMS Prototype to Phase 1 

Figure 5 shows an outline of the proposed RMS prototype 

system. The RMS consists of an RMS server, a battery unit, 

an NFC reader panel, and a wireless communication device. 

The main power of the RMS server is supplied from the 

battery unit. By connecting this unit to a solar panel, the 

generated electricity can be stored in the lead battery. The 

lead battery unit is made of an attachment case containing a 

lead storage battery and a thin solar panel, making it easy to 

carry. The battery unit requires a minimum charging time of 

5 hours under fine weather condition. In order to operate the 

RMS power supply in the long term, we developed two lead 

battery units which should be used alternately. 

Figure 5: RMS prototype 

Figure 6: Replacement method of the battery unit 

Table 1:  Criteria and classification of triage 

for persons requiring special care [12] [13] 

Figure 6 shows the procedure for replacing the RMS lead 

storage battery. The system user confirms that the voltage of 

the battery unit in use has fallen by looking at the indicator 

lamp of the battery (Fig. 6 ①). The user then connects the 

charged battery and performs manual circuit breaker 

replacement. This makes it possible to replace the battery 

without shutting down the server power (② and ③) . At the 

same time, the user charges the low voltage battery using the 

solar panel (④). By alternately performing these operations, 

we enabled the RMS to operate for a long time.  We actually 

operated the system using this method for a week. As a result, 

there was no problem with the RMS MCU. Also, we 

confirmed that the operating time can be extended without 

shutting down the system power. 

This will allow the RMS to operate even when the power 

and communication infrastructure are disrupted, and we 

believe that we can solve Problem ① in Chapter 2. 

5 RMS DEVELOPMENT 

CORRESPONDING TO PHASE 2 

 Chapter 5 describes the contents corresponding to Phase 2 

of the VIMS research and development. Specifically, we 

developed a system to perform color coding according to the 

physical and mental condition of the affected people, 

including persons requiring special care. In addition, we will 

explain the method to guide victims to appropriate living 

spaces in the refuge based on judgment from their physical 

conditions. 

5.1 Triage for Persons Requiring Special Care 

As prior research corresponding to phase 2 of this paper, M. 

Ohara. et al. proposed "Triage for persons requiring special 

care" [12] [13]. Table 1 shows the criteria of triage for 

persons requiring special care proposed by M. Ohara. The 

table provides decision criteria for the leader of the residents 

to decide the room allotment for persons requiring special 

care when entering the evacuation refuge and the priority of 

①

④

②

③

color 

classification 
Class Decision Criteria Area 

1 

(Orange) 

Person who 

needs urgent 
treatment 

Injuries with bleeding 

Fever, Diarrhea, 

Nausea, Vomiting,  

Dialysis patient ， 

Oxygen suction patient 

Hospital 

2 

(Pink) 

Person who 

needs full 

assistance in 
daily life

Person who can't eat,  

walk or excrete 

independently 
Bedridden person 

Welfare 

center 

3 

( Purple) 

Person who 

needs some 

assistance in 
daily life 

Pregnant women 

Infants under 3 years 

of age 
Half paralyzed person 

People with 

intellectual disabilities 
Wheelchair user 

Small room 
(classroom 

etc.) 

4 
(Blue) 

People who 

can act 
without 

problems 

Person who can walk 
independently 

Large room 
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transfer to the welfare evacuation refuge. It is different from 

the Simple Triage and Rapid Treatment method. The 

proposed triage method uses four colors: orange, pink, purple 

and blue. Because of this, the colors do not mix, so the two 

triage methods can be used simultaneously. 

5.2 Problem of the proposed triage and 

solution 

This time, we considered an RMS that incorporated the 

"triage method for persons requiring special care " proposed 

by M. Ohara et al. In small-scale refuges, medical staff may 

not be present. Even under such circumstances, we consider 

it is necessary to use the proposed triage to make 

classification decisions according to the condition of the 

affected person smoothly. So, we have devised a system that 

will determine color classification automatically to some 

extent even without medical staff, by having the victims 

respond directly to an electronic questionnaire.  

Considering persons requiring special care to change their 

condition, our proposed electronic questionnaire form (e- 

questionnaire) is a system that can respond anytime during 

the life of a refuge after a large-scale disaster. This makes it 

possible to constantly monitor and check the health status of 

the victims. 

A full-color LED light-emitting wristband is used as a 

method for identifying the condition of the victim. As a result, 

the target person in victims can be instantly identified by the 

color of the LED light, so refuge staffs can quickly navigate 

them to the appropriate refuge space. However, if the subject 

is color-coded by triage, the surrounding eyes may be 

worrisome, which may lead to mental and psychological 

stress. For this reason, we have developed a system that 

allows victims to identify triage colors by emitting light only 

when necessary using a full-color LED light-emitting 

wristbands distributed by the refuge staffs. 

5.3 Positioning of Related Research and 

Our Proposal Methods Concerning Triage 

By the way, various companies and universities are 

currently studying electronic triage devices for use in 

emergency medical environments during disasters [14] [15]. 

A typical example is the “Electronic Triage Tag” developed 

by T. Higashino et al [16] [17]. This is a system in which a 

sensor device with a small CPU is installed in a device that 

measures the pulse, respiratory rate, blood oxygen 

concentration (SpO2), etc. of injury persons. This enabled 

START (Simple Triage and Rapid Treatment Triage) method 

assessment to be performed on the device. In addition, it is a 

system that can monitor the position and medical condition of 

the victim in real time by transferring their data to the server 

via the ad hoc network. 

Compared to these studies, our proposed system has many 

similarities in terms of managing the health of victims using 

triage. However, the proposed system has a different use from 

the traditional electronic triage system. This is based on the 

“triage method for persons requiring special care” proposed 

by M. Ohara, and is intended for all victims living in refuges 

for a long time after the disaster. 

Figure 7: Victims Management Triage 

Therefore, in the phase-2 system of this proposal, we have 

devised a system of additional functions combining the " 

triage method for persons requiring special care " proposed 

by M. Ohara with the RMS of phase 1 and a full-color LED 

light-emitting wristbands described above. 

5.4 Victims Management Triage（VMT） 

The method proposed by M. Ohara is a two-step 

classification method including the "primary triage" to judge 

by appearance, followed by the "secondary triage" based on 

the decision of medical staff [13]. On the other hand, the 

triage we propose is a three-stage system, which we call the 

Victims Management Triage (VMT). Figure 7 shows the 

VMT system. Section 5.3 describes how to use the VMT. 

Figure 7 shows the management method in the refuge using 

the VMT. This system should be used at least three times to 

perform three types of triages which we call “First Triage”, 

“Second Triage”, and “Third Triage”. "First Triage" is an 

initial classification by refuge administrators and staff. 

"Second triage" is done by the evacuees themselves by 

entering the questionnaire. After that, the method of making 

a judgment based on medical examination by a doctor etc. is 

called "Third Triage". We describe the method of each triage 

below. 

In the first triage, the refuge manager and staff will 

determine the triage classification from the appearance for all 

victims entering. At this time, the staff will distribute a full-

color LED light-emitting wristbands (VMT wristbands) to all 

victims. The reason for judging the status of evacuees only by 

appearance in the first triage, is to prevent congestion at the 

entrance and reception of the refuge. 

After several hours from the start-up and looking at the people 

inside the refuge, the second triage is performed at an 

arbitrary timing. In the second triage, victims can enter 

mental and physical information by selecting the item of the 

e-questionnaire table from the RMS registration application

shown in Fig. 8. Concretely, they register their personal

information (name, address, disaster situation etc.) in the

RMS, and at the same time, make an inquiry by self-report

which inputs the health condition such as the presence or

absence of injury or disease.

The third triage is to re-determine the classification from the 

information obtained by the second triage and from the 
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consultation of victims by a patrol doctor and medical staff. 

Because the conditions of all victims change with the long-

term life in the refuge, the e-questionnaire table can always 

be changed by the victims themselves, and the color of the 

triage can be instantly updated according to the condition of 

the person requiring consideration or the judgment of the 

traveling doctor.  

At this time, the refuge administer can easily find the 

person who corresponded to the 4 triage colors by turning on 

the switch of their VMT wristbands. As a result, the staff will 

be able to quickly guide the victims to the appropriate 

evacuation space. On the other hand, when the transport 

destination such as a hospital or a welfare facility is not ready, 

the victim turns off the light of the VMT wristbands and 

stands by at a waiting place or the like until the preparation is 

completed. 

Figure 8: Screen of Medical questionnaire 

Figure 9: RMS for Phase 2 

Table 2:  Classification colors 

for VMT and handling method 

5.5 e-questionnaire table from the RMS

Figure 8 shows the registration screen of the electronic 

questionnaire. By answering this electronic questionnaire, the 

RMS automatically performs the VMT. Table 2 shows triage 

classification criteria for the answers of the electronic 

questionnaire. 

As a specific criterion for the triage from e-medical 

questionnaire, the e-medical questionnaire form has four 

question items: "MQ 1: health information", "MQ 2: presence 

/ absence of assistance in daily behavior", "MQ 3: prepartum 

/ postpartum women", and "MQ 4: existing medical treatment 

(such as a chronic illness) ". We will explain each check item 

in detail.  In MQ 1, the respondent is asked to select any 

symptom that applies to him/her from the seven items of fever, 

headache, abdominal pain (diarrhea), nausea, dizziness, 

cough (sputum), and runny nose. MQ 2 is a question about 

whether the respondent requires assistance in any of the three 

items of walking, meals, and excretion. The answer is 

selected from three options: "no problem", "some actions 

require assistances", and "inoperable without assistance". 

MQ 3 is an item that asks whether or not the respondent is 

pregnant or has any infant, and if applicable, whether the 

pregnancy period has exceeded nine months. MQ 4 is an item 

that asks whether a medical treatment such as dialysis and 

medication is necessary, and whether the treatment is 

necessary within 3 days. Also, in consideration of detailed 

descriptions and answers that do not correspond to any items, 

a text box for free description is provided. The RMS 

automatically determines the color of the division into the 

triage based on the criteria of Table 2 from the answer result 

of this e-examination table. 

It is thought that this will solve Problem ④ " The QoL of the 

victims declines in refuge life " mentioned in Chapter 2. 

Medical Questionnaire 
Class  

(Color) 

 MQ1:  Two or more items selected from fever, headache, 

abdominal pain (diarrhea), and nausea. 

 MQ1:   A total of four or more items selected  
 MQ4: “Treatment required within 3 days” selected 

1 

(orange) 

 MQ2: “Inoperable without assistance” selected for two or 

more items 

2  

(pink) 

 MQ1:  1~3 items selected from the 7 items 

 MQ2: “Some actions require assistances” selected for 
two or more items (Accepting up to one caregiver) 

 MQ3: Pregnant woman (9 months ~) or a family with an 

infant 
 MQ4: “No treatment required within 3 days” selected 

 The person who should move to a private room 

according to judgment by the administrator based on the 

contents of the description column  

3  

(purple) 

 MQ3: Pregnant woman (~8 months) 

 Person who can stay in a large room according to 
decision by the administrator or medical staff based on 

the content of description 

4 (blue) 
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5.6 RMS and triage wristbands Prototype 

System of VMT 

An outline of the VMT prototype proposed in this paper is 

shown in Fig.9. The VMT is a system that adds the proposed 

VMT operation functions and the LED wristband to the RMS 

of Phase 1. The information input screen of a person requiring 

consideration and the questionnaire for confirming the health 

condition can be accessed from a WWW browser installed on 

an information terminal such as a smartphone. In addition, the 

administrator distributes VMT wristbands to all evacuees. In 

order to identify persons who are color-coded, we devised 

VMT wristbands so that it indicates the color code of each 

person by LED emission and helps to smoothly guide the 

person to an appropriate refuge spaces. We adopted 

IEEE802.15.4 standard wireless communication for 

communication between LED wristband and RMS. The 

reason for adopting this standard is that it can be connected 

to more than 40,000 nodes theoretically in addition to lower 

power consumption than the Wi-Fi standard. 

Figure 10 shows an overview of the LED wristband system 

developed this time. We used a commercially available 

microcomputer AT mega328P for the wristband Micro 

Control Unit (MCU). Also, the development of the AT 

mega328P microcontroller was done in Arduino-like C 

language. We also used IEEE802.15.4 standard XBee for the 

wireless communication module of this system. We 

communicated by defining the Xbee on the RMS side as the 

coordinator and the Xbee on the full color LED wristband 

side as the device. 

Figure 11 shows the communication procedure between 

the RMS and VMT wristbands. We designed the RMS to 

transmit a request command to VMT wristbands so that the 

emission color of the LED can be changed as needed. We 

defined the command length of this system as 10-byte 

character data. The 10-byte character data includes 7 bytes as 

the device number, 1 byte as the color code, and the 

remaining 2 bytes as the delimiter (combination of CR and 

LF). The device number is the unique ID of VMT wristbands 

and is treated as hexadecimal characters. The color code is O, 

P, M, or B in order from class 1 to class 4 for VMT in Table 

2, and the system lights the LED in the color corresponding 

to the input code. 

Figure 12 shows a wireless communication system 

between the RMS main unit and a VMT wristband. Wireless 

communication between devices is performed by the RMS 

main unit acting as the coordinator and a VMT wristband 

acting as the end device. Also, if data on a VMT wristband is 

difficult to reach, the refuge manager can use a router device 

for relaying.  This enables the system to communicate with 

all victims. 

6 QUESTIONNAIRE EVALUATION OF 

VIMS 

At Kanagawa Institute of Technology Academy Festival 

and open campus, we conducted a questionnaire evaluation 

of the prototype system for the RMS which is the solution 

method of Phase 1, and the VMT which is the solution 

method of Phase 2. We conducted this questionnaire after 

introducing the outline of this research and the demonstration 

of the prototype. Chapter 6 describes the contents and results 

of the questionnaire evaluation regarding them.  

6.1 Questionnaire Evaluation on Phase 1 

Prototype 

Questions in the Phase 1 prototype (RMS) correspond to 

questions Q1.1 to Q1.3 shown in Table 3. The questionnaire 

target was 38 individuals who visited the RMS exhibits. In 

this questionnaire, Question 1.1 (Q1.1) and Question 1.2 

(Q1.2) are four choices. Also, we asked the respondents to 

describe and answer Question 1.3 (Q1.3) arbitrarily. For the 

results for Q1.1 and Q1.2, the number of answers to the 

question is treated as a score, and the result of them is shown 

as a column graph with each average score (the full score is 

4.00 points) in Fig. 13. 

 
Figure 10: A full-color LED light-emitting  

wristband system 

 
Figure 11: Communication procedure between  

 RMS and VMT wristbands 

 
Figure 12: Wireless communication system between 
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Table 3: Questionnaire questions on VIMS prototypes 

In Q1.1 "Do you understand the outline of RMS?” 29 

answered “Very good” and 8 answered “Good”. It was found 

that 97% of the visitors understood the system. Also, the 

average score for this question was 3.74 points. 

In addition, for Q1.2, “Do you feel like using this system 

when a large-scale disaster occurs?”, 21 visitors responded 

“Very good”, and 9 responded “Good”. On the other hand, it 

was thought that about 20% of the visitors could not decide 

to use this system because there were 7 non-responders. The 

average score for Q1.2 was also 3.64 points, and it was found 

that more people felt dissatisfaction than Q1.1. We asked the 

reason for one visitor who answered "Poor" in this question. 

As a result, he said “Because RMS and battery unit are a bit 

heavy.” 

Furthermore, the following answers were obtained in 

response to the question Q1.3 “Please let me know if you have 

any feelings, opinions or requests about the refugee 

management system”. 

 Pet information should also be included in the 

RMS. 

 It is better to reflect facial pictures on the RMS. 

 The system should also be available at a time other 

than when a disaster occurs. 

6.2 Questionnaire Evaluation on Phase 2 

Prototype 

Questions in the Phase 2 prototype (VMT) correspond to 

questions Q2.1 to Q2.4 shown in Table 3. The questionnaire 

target was 20 individuals who visited the RMS exhibits. The 

answering method was to distribute the questionnaires asking 

questions Q2.1 to Q2.4 and to have the visitors fill in the 

questionnaire after the demonstration, as in the method 

described in the previous section. Questions 2.1 (Q2.1) to 2.3 

(Q2.3) are five choices. Also, we asked the respondents to 

describe and answer Question 2.4 (Q2.4) arbitrarily. For the 

results, the number of answers to the question is treated as a 

score, and the result of them is shown as a column graph with 

each average score (the full score is 5.00 points) in Fig. 

14(Q2.1&Q2.2) and shown as a pie chart Fig. 15(Q2.3). 

As for the medical questionnaire about Q2.1, 10 visitors 

responded “Very good”, 6 visitors responded “Good”, 2 

visitors responded “Neither”, and 2 visitors responded “Poor” 

about Q2.1 "Was it easy to input evacuation information and 

fill in e-medical questionnaire form on the RMS?". Also, the 

average score for Q2.1 was 4.20 points.  

Next, about Q2.2 "Do you think that VMT is necessary 

after listening to the explanation of the electronic triage for 

persons requiring special care?”, 14 visitors responded “Very 

good”, 6 visitors responded “Good”. There was no one who 

answered "Neither", "Poor" and "Very poor". Also, the 

average score for Q2.2 was 4.70 points. 

On the other hand, about 50% of the respondents answered 

“appropriate” to Q2.3 "Do you think the quantity of items of 

the VMT evacuation information and e-medical questionnaire 

form is appropriate?” The remaining 50% answered "too 

much" or "much".  

As for Q2.4 “What other kinds of people do you think need 

consideration other than the consideration items listed in 

"Decision Criteria" in Table 1 (of this paper, section 5.1)”, 

there was an opinion that “children unattended by their 

parents also need consideration”. 

Figure 13: Results of Questionnaire (Q1.1 & Q1.2) 

Contents 

Q1.1 

Did you understand the outline of RMS? 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q1.2 

Do you feel like using this system when a large-scale disaster 
occurs? 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q1.3 
Please tell us about opinions and requests about RMS. 

(descriptive expression) 

Q2.1 

Was it easy to input evacuation information and fill in e-

medical questionnaire form on the RMS? 

5：Very good 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q2.2 

Do you think that VMT is necessary after listening to the 

explanation of the electronic triage for persons requiring 

special care? 

5：Very good 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q2.3 

Do you think the quantity of items in the VMT evacuation 

information and e-medical questionnaire form is 

appropriate? 

 Too much 

 Much 

 Appropriate 
 Less 

 Too less 

Q2.4 
What other kinds of people do you think need consideration 
other than the consideration items listed in "Decision 

Criteria" in Table 1 (of this paper)? 
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Figure 14: Results of Questionnaire (Q2.1 & Q2.2) 

Figure 15: Results of Questionnaire (Q2.3) 

Figure 16: Attendance management method of victims 

 in refuges nationwide 

6.3 Conclusion of Questionnaire Evaluation 

As a result of conducting the questionnaire about the 

prototype system of Phase 1 and Phase 2, it is thought that 

many people highly appreciated the significance of the 

proposed VIMS system. Also, the average score was high in 

both Phase 1 and Phase 2. Above all, in the questionnaire on 

VMT in Phase 2, it was found that 100% of people understood 

the necessity of this research. 

On the other hand, as there were also suggestions regarding 

this system, we also felt that it is necessary to study and 

improve it in the future. 

7 CONCLUSION 

This paper described the realization of the Victims 

Information Management System (VIMS), which centrally 

manages the disaster situation and the relief needs (including 

the need for relief for persons requiring special care) in refuge 

areas around the country. Since this VIMS is a large-scale 

system, we are conducting research in four phases, and 

promoting development toward the final goal of realizing the 

VIMS. Therefore, in this paper, we described in detail Phases 

1 and 2 completed as prototype development. 

In Chapter 4, we proposed an RMS corresponding to Phase 

1 (“The existing disaster victim support systems cannot 

operate when there is a power and communication 

infrastructure disruption immediately after the disaster 

occurs”), and a method for collecting and sending the relief 

needs in conjunction with a solar charging unit. We also 

proposed a system to manage entry and exit in refuges using 

UID management owned by the victims. 

We proposed VMT for Phase 2 (“The existing systems 

cannot adequately collect the needs for persons requiring 

special care”) in Chapter 5. Specifically, we have proposed a 

system that mechanically determines the health status of 

victims from electronic questionnaires, and selects and guides 

the victims to evacuation spaces according to the patients' 

status.  

In addition, a questionnaire survey on the prototype 

development of Phase 1 and Phase 2 of the VIMS research 

and development confirmed the effectiveness of this 

proposed system because many people answered that this 

proposed system is necessary. 

Therefore, it is thought that Problems ①  to ④  of the 

existing victim support systems mentioned in Chapter 2 can 

be solved by the contents of Phase 1 and Phase 2. The solution 

to Problem ③ was not described in detail in this paper, but as 

shown in Fig. 16, we consider that this can be solved by 

installing the proposed RMS at refuges around the country as 

well as connecting the RMS via a network and centrally 

managing it with a cloud server. By using the UID of the 

victims and the evacuation entry and exit management 

information, system administrators can track victims and 

check their presence.  

In the future, we plan to study a system to acquire biological 

information of the victims in the refuge corresponding to 

Phase 3 and manage their health. In addition, we are 

developing an application that visualizes disaster information 

and disaster relief needs in a unified manner by mapping on 

a map the disaster victim information obtained from the RMS 

in various locations corresponding to Phase 4. 
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Abstract -Social application of the internet of things (IoT) 

and commercialization of the low-power wide-area network 

(LPWA) by telecommunications carriers are progressing, and 

efforts to put IoT into practical use using LPWA are ongoing. 

LPWA is expected to be applied for automatic meter reading 

of water, gas, etc., and large-scale demonstration experiments 

have been conducted in Japan. Furthermore, application to 

fields requiring real-time performance is also being consid-

ered. The telecommunications carrier adopts a direct method, 

but the direct method is not suitable for a usage method in 

which data are transmitted from IoT nodes at the same time. 

To solve this problem, a method that gathers data in the short-

est time is proposed to attain the capacity of the network fully 

and provide data at the time desired by the users. In this paper, 

we provide an example of the field server for rice fields and 

propose a method for gathering data in a short time. The 

method is effective with low power consumption. Compari-

son results with a conventional method using a simulation 

demonstrate that the proposed method can collect all data in 

the shortest amount of time. Moreover, the power consump-

tion is lower than that of the conventional method. It was also 

confirmed that the rate of increase in the time necessary for 

the parent node to collect data due to an increase in the num-

ber of sensor nodes is lower than that of other methods. 

Therefore, this proposal makes it possible to transmit the sit-

uation of a rice field in a timely manner and can be considered 

to be a useful method for reducing the burden of agricultural 

work. In addition, it is effective for other applications that re-

quire real-time performance. 

Keywords: LoRa, Rice field, Data gathering, Multihop rout-

ing 

1 INTRODUCTION 

Social application of the internet of things (IoT) is pro-
gressing. Especially, in factory management, IoT has become 
an indispensable basic tool [1]. In addition, the commerciali-
zation of the low-power wide-area network (LPWA) by tele-
communications carriers is progressing, and efforts to put IoT 
into practical use using LPWA are ongoing [2],[3]. Figure 1 
shows an illustration of the network provided by telecommu-
nications carriers. With LPWA, it is possible to cover a wide 
range of areas and also to collect data in both homes and build-
ings and units of towns and cities. 

LPWA is excellent for low-power and long-distance trans-
mission and is expected to be applied for automatic meter 
reading of water, gas, etc., and large-scale demonstration ex-
periments have been conducted in Japan [2],[3]. 

Figure 1:  LPWA network for IoT 

Figure 2: Wired LAN + Wi-Fi network for a building 

Automatic meter readings such as those for water and gas are 
suitable for LPWA because the timing for acquiring and trans-
mitting data is not strictly regulated, and data for a certain pe-
riod can be sent within an arbitrary period. Furthermore, ap-
plication to fields that require real-time performance is also 
being considered [4]. 

A field server for rice cultivation management system for 

rice fields is an application that requires real-time perfor-

mance. The main function of the rice field server is water 

level management. The water level must be managed in units 

of several cm in the months immediately after rice planting, 

and real-time performance is required. However, the telecom-

munications carrier adopts the direct method. As a result, a 

conflict may occur and farmers may not be able to see the data 

in the time they want. Therefore, direct method is not suitable 

for a usage method in which data are transmitted from IoT 

nodes at the same time. 
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When there are many applications that acquire and transmit 

data at intervals of several minutes, data transmission concen-

trates at the same time and a conflict occurs. For this reason, 

to prevent data transmission from occurring at the same time, 

telecommunications carriers apply an operation method that 

reduces the probability of competition by providing a differ-

ence in usage fees. However, the conflict problem has not 

been solved. 

There are many cases in which companies construct net-

works with a wired large area network plus wireless fidelity 

(LAN + Wi-Fi). Figure 2 shows an illustration of the LAN + 

Wi-Fi network in a building. This method is effective in terms 

of security and cost. Cost and security are also important 

items for rice cultivation management system. Thus, when 

considering a communication system for rice cultivation, 

there is a high demand for building a wireless network with 

the same structure as a wired LAN + Wi-Fi network in a com-

pany. The most important reason is cost. In addition, to pre-

vent the water level management technique from being stolen, 

it is desired to manage the water level data locally. However, 

there is currently no local area wireless network system for 

rice fields that can realize this objective. 

In this paper, we assume an application that acquires and 

transmits data at an interval of tens of minutes, particularly 

the system for rice cultivation. In addition, a wireless network 

that connects all rice fields locally is assumed. The wireless 

network is of the same type as a wired LAN + Wi-Fi network 

in a company. We propose a communication protocol to real-

ize real-time performance with this wireless network.  

Comparison results with a conventional method obtained 

using a simulation demonstrated that the proposed method 

can collect all of the data in the shortest amount of time. 

Moreover, it was confirmed that the power consumption is 

also lower than that of the conventional method. Furthermore, 

it was confirmed that the rate of increase in the time necessary 

for the parent node to collect data, due to the increase in the 

number of sensor nodes, is lower than that of other methods. 

2 REQUIREMENTS FOR FIELD SERVERS 

SUITABLE FOR JAPANESE RICE FIELD 

In Japan, rice produces a lower income than other crops. 

Table 1 shows the profit structure of rice production revenue. 

The unit of 1 pyo is equal to 60 kg, and 1 tan is 0.1 ha. The 

standard yield per tan is 9 pyo, and this amount of rice can be 

sold in the market for about 13,000 yen. If the cost is deducted, 

a profit of about 50,000 yen can be obtained per pyo [5]. In 

other words, in Japan, farmers can only make a profit of 

50,000 yen per year from 1 tan (Table 1). On the other hand, 

field servers rent for 8,280 yen per month [6]. Thus, the rent 

for 6 months costs 50,000 yen. This calculation indicates very 

little profit. Therefore, the introduction of field servers has 

not progressed among rice farmers. From these facts, in order 

to introduce the field server practically, the selling price must 

be less than 10,000 yen. The manufacturing price can be as-

sumed to be around 3,000 yen. Therefore, we assume a field 

server that can realize this price. 

Field servers should not interfere with the farmer's work. 

Because large agricultural machines are used in the rice field, 

the field server needs to be easy to move. Therefore, its height 

must be less than 1 m, and it should be as small as a lunch 

box and compact. Additionally, because rice fields do not 

have a power source, it is necessary to operate the servers 

with batteries from rice planting to rice harvesting. Therefore, 

intermittent operation is necessary. 

To realize an affordable field server, we decided to use a 

long-range (LoRa) network that does not require a communi-

cation line usage fee and can transmit a great distance. LoRa 

can send more data than Sigfox [7] and is considered more 

effective in an agricultural field having a relatively large 

amount of sensor data. In addition, the protocol and frame 

format can be created freely, so it is suitable for special appli-

cations that require performance and price. LoRa can build 

and operate all architectures including base stations by itself, 

and its specifications are open. For this reason, it is easy to 

build a system for special purposes. 

Furthermore, to build a reasonable price field server for 

rice cultivation, it is necessary to reduce the number of parts 

to the minimum limit. For example, crystal elements and GPS, 

which are expensive and highly accurate clock sources, can-

not be used. In addition, there must be a lightweight commu-

nication protocol that operates without expensive compo-

nents. For this reason, the design must accept time errors, 

which is a fatal problem for communication systems. To 

solve the problem of time error, it is necessary to take a time 

slot longer to be able to tolerate time error. The time slot is a 

time interval for sending data.  

Table 1: Profit structure of rice production revenue 

Breakdown Total 

Income 
1 pyo (60 kg)    
Rice crop yield (1 tan) 

13,000 Yen 

9 pyo 117,000 Yen 

Spending 

Fertilizer (1 tan):   

Herbicide and pesticide (1 tan) 

Agricultural machinery fee (1 tan) 

Personnel costs (1 tan)  

15,000 Yen 

10,000 Yen 

20,000 Yen 

15,000 Yen 

60,000 Yen 
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Figure 3: Proposed LPWA network for rice field 

 

A rice cultivation management system using a field server 

focused on in this paper was developed to manage the field 

smoothly and flexibly. The configuration is shown in Fig. 3. 

The system consists of field servers, a parent node, and a 

cloud service. From the perspectives of cost and security, 

farmers desire a local wireless network like the wired LAN + 

Wi-Fi network in a building. Farmers want to check the water 

level in every hour within 5 minutes after sensor data are ac-

quired. 

The field server is installed in the rice field. After acquiring 

the sensor data, it transmits the data to the parent node via the 

LoRa wireless network. The parent node aggregates the sen-

sor data from the field servers installed in each rice field and 

transfers these data to the cloud via a 3G line or Wi-Fi. Cloud 

services are provided by applications such as smartphones 

and tablets and web pages. The system provides functions 

such as water level warnings, work plan proposals, preserva-

tion of work records, etc., for the farmers.  

The average amount of rice field held by a farmer in Japan 

in 2010 was 105.1a [8], and the effective transmission dis-

tance of LoRa is about 3 km. Therefore, the wireless commu-

nication protocol proposed in this paper assumed a rice field 

area of 3 km × 3 km and a maximum number of field servers 

to be installed of 100. In the farmer office, the parent node 

always wake up and have a power supply. 

 

3 BASIC WIRELESS COMMUNICATION 

PROTOCOL 

To operate for 6 months in an environment without a power 

supply, it is necessary to turn off the power when sensor data 

acquisition and communication are not being performed. To 

realize these operations, an intermittent operation communi-

cation protocol and time synchronization technology are re-

quired. Time synchronization technology has been studied ex-

tensively [9]-[12]. 

For example, a time synchronization method using a radio 

clock has been proposed [13]. This method requires about 3 

minutes to set the time. For this reason, the operation time 

becomes longer and it is difficult to realize low power con-

sumption. In addition, the received signal (time code) needs 

to be converted to a format that can be handled in the field 

server, but a program that performs this processing cannot be 

written to a low-cost microcomputer, such as a PIC micro-

computer, with little memory. Therefore, it is difficult to use 

it for a rice field server. 

A time synchronization method using GPS has also been 

proposed [10]. To use this method, it is necessary to install a 

GPS receiver module in each field server, which leads to an 

increase in the initial cost at the time of introduction. For this 

reason, it is difficult to use the method for field servers where 

there is a desire to lower the cost barrier of introduction. 

Reference broadcast synchronization (RBS) has been pro-

posed as a time synchronization method for wireless networks 

[11]. Time synchronization is performed by exchanging time 

information between field servers that receive a certain broad-

cast packet. However, RBS has the problem of increasing 

power consumption because the amount of information ex-

changed increases in proportion to the increase in the number 

of receiving field servers. Therefore, it is difficult to apply it 

to field servers for rice field. 

The Timing-sync Protocol for Sensor Networks (TPSN) has 

been proposed as a method for improving RBS [12]. The 

TPSN forms a tree structure with the parent node at the top, 

and the parent node performs time synchronization with the 

field server. The field server synchronizes time with the field 

servers below it. In this way, time is synchronized throughout 

the system. However, because this method requires a long 

time for time synchronization, it is not suitable for field serv-

ers that require low power consumption. 

 We proposed a wireless communication protocol that 

achieves low cost [4]. Figure 4 shows a basic communication 

protocol sequence diagram of the proposed protocol. Com-

munication is performed according to scheduling. In Fig. 4, 

field server A (FS-A) sends the sensor data to field server B. 

Then, field server B sends its own sensor data and the sensor 

data of the field server A to field server C. Field server C con-

structs a frame with the sensor data of field servers A and B 

and its own sensor data and sends these data to field server D. 

The time is transmitted as a signal indicating that data have 

been received. The time can be synchronized among field 

servers transmitting and receiving data, but it cannot be syn-

chronized with other field servers. The field server does not 

include a crystal or other system to measure the exact time, so 

there is an error of about a dozen seconds between 

the  field servers in the proposed  wireless  communication  

 

Figure 4: Communication protocol sequence diagram 
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Figure 5: Time slot shift due to time error 

 

 

protocol. Transmission / reception between field servers takes 

place within the time slot. The time slot is set to long, when a 

transmission or a reception fails, a retry is made after a ran-

dom time. 

The operation when a field server is newly introduced fol-

lows. The newly added field server first sends a wake-up sig-

nal to inform the parent node that it has been added. When the 

parent node receives the wake-up signal from the field server, 

the field server number is added to the library and reschedul-

ing is performed. The scheduling result is sent to the field 

server at the same time. The field server synchronizes the time 

based on the reception time from the parent node. When a 

field server is newly introduced, the field server works by di-

rect method at first. 

The time at which the field server is installed is arbitrary. 

Therefore, when another field server is communicating with 

the parent node, the newly added field server may start com-

munication. However, in this case, collisions may occur. In 

the event of collision, retransmissions are performed after a 

random period within a few seconds. This process is repeated 

until the field server receives the current time information 

from the parent node. 

The proposed method allows time errors. Therefore, as 

shown in Fig. 5, the original time is deviated and a time slot 

is generated. It may also occur when time slots overlap. We 

decided to allow them by setting the time slot to about 7 or 8 

times the time for a single transmission. Due to the time error, 

the transmission times slot executed in each channel are not 

unified.  

 

4 SYSTEM CONFIGURATION OF RICE 

CULTIVATION MANAGEMENT SYS-

TEM 

In the LPWA network, the time is often overlapped for the 

gathering  sensor  data  and  for  sending  them to the  parent            

 

 

Table 2: Frame format (Byte length) 

Destination Sender Payload 

1 1 variable 

 

Table 3: Payload for sensor data (Byte length) 

FS 

ID 

Sen-

sor 

data 

1 

Sen-

sor 

data 

2 

Sensor 

data 

3 

Sen-

sor 

data 

4 

sensor 

data 

5 

2 2 2 2 2 2 

 

 

node that is the gateway. As a result, the user may not be able 

to confirm the data at a desired time. To solve this problem, a 

method that the gathering data in the shortest time is needed 

to fully extract the capacity of the network and the provide 

data at the time desired by the users [14]-[17]. 

A rice cultivation management system monitors the air and 

water temperature of rice fields. This system consists of a 

field subsystem, a home subsystem, and a management sub-

system. The field subsystem is installed in the field, acquires 

air and water temperature data and transmits the acquired data 

to the home subsystem via a wireless network. The home sub-

system is a system that uploads the data sent from the field 

subsystem to the management subsystem via the Internet. The 

management subsystem is a system that analyzes and displays 

the collected data and allows farmers to check the data accu-

mulated on the cloud via the Internet. 

In the field server subsystem, a plurality of field servers are 

held; each field server acquires data once per hour, and trans-

mits the acquired data to the home subsystem which is a par-

ent node. This single process is called round one. Table 2 

shows the frame format used for transmission. The frame is 

composed of a transmission destination, a transmission source, 

and a payload. Table 3 shows the sensor data transmission 

format stored in the payload of Table 2. In addition, the parent 

node can communicate with at most one field server at the 

same time, and the field server can communicate with at most 

one field server or parent node. In a single process, the power 

is turned off after system startup and after data acquisition, 

acquisition of a data transmission, and transmission are com-

pleted. The time required for this series of processes is de-

fined as one round of operation time. This operation time is 

the time required to gather data to the parent node. In each 

field server, the data merging processing is performed as nec-

essary. By this merging process, it is possible to shorten the 

time required for transmission. 

Synchronization between the parent node and field servers 

is carried out by using the current time transmitted according 

to the transmission request sent from the parent node [18]. 

When the field server receives the current time, the time is 

updated to the current time. 
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5 LOW DELAY DATA GATHERING 

METHOD 

Currently commercially available LPWA uses the direct 
method. However, since this method has a long data-gather-
ing-time problem. When the number of field servers is n, and 
the time step T of direct method which is required can be ex-
pressed by the following equation. 

 
        T = n                                 (1) 

 
In the direct method, the time required to transmit the data 

of all field servers to the parent node increases in proportion to 
the number of field servers. If one time slot is set to 30 seconds 
and there are 200 field servers, a time of 30 * 200 = 6000 sec-
onds = 100 minutes is required, and a request of 5 minutes or 
less cannot be satisfied. 

In this paper we propose a method that has a low power 
consumption and a short data-gathering time. The procedure 
of the proposed method is shown below. 

 

① After the rice planting, the field servers are installed in 
the rice field. The field server starts in installation mode. 

② Farmer sets the initialization mode to the parent node, 
and then the field server position confirmation procedure 
is executed in order to collect position information of the 
field server. 

③ A transmission network graph is created on the parent 
node based on the field server position information, and 
the scheduling result is sent to the field servers. 

④ Data gathering procedure on the local wireless network 
is performed based on scheduling result.  

 
The newly added field server first sends a wake-up signal to 

inform the parent node that it has been added. When the parent 
node receives the wake-up signal from the field server, the 
field server number is added to the database and the time for 
transmitting data to the parent node is sent to the field server. 
Operation using direct method is started [19].  

In this state, when initialization mode is set in the parent 
node, the field server position confirmation phase starts at the 
timing when data is sent from the next field server to the parent 
node.   

The field server sends data to the parent node by direct 
method, then enters the reception mode. Next the field server 
receives data from other field servers, calculates the radio field 
strength, and creates a list of field server numbers in order of 
strength. At the next transmission timing, a list of field server 
numbers in order of strength is transmitted together with sen-
sor data. 

 The parent node has a list of field server numbers in order 
of strength and a list of field server numbers in order of 
strength sent from each field server. Based on this information, 
a transmission network graph is created and the scheduling re-
sult is transmitted to the field servers by broadcasting. Each 
field server is turned off when it receives the scheduling result. 
Thereafter, each field server performs transmission processing 
with this scheduling result. 

6 TRANSMISSION NETWORK GRAPH 

We describe the procedure for creating a transfer network 

graph. A transmission network graph is a graph that describes 

the order, direction, and transmission timing of data transmis-

sion between a field server and a field server, or between a 

parent node and a field server. Data collection is performed 

according to this graph. The transfer network is defined by the 

effective graph G = (V, E). V is a set of the parent node and 

the field servers. E is a set of edge, and edges e = {i, j} indicate 

that data is transmitted from node i to node j.  is set of 

edges which  data is sent in m steps. 

Here, in order to simplify the following discussion, the 

symbols are defined as follows. 

 

V:  {N1, N2} node set 

N1:  set of parent node 

N2: set of field servers 

: parent node 

: field server j where j=1, 2, 3, ... 

l: the number of parent node 

m: the number of field server 

e={ , }:transmission from  to node   

: set of edges in the step m 

E={   }: set of edges 

F: set of transmission completion nodes 

E: set of un-transmission completion nodes 

Nearest(j, G): The node with the closest distance to node j 

in node set G for which transmission has not been completed 

Farthest(j, G): The node with the farthest distance to node j 

in node set G for which transmission has not been completed 

t: step number 

k: tradeoff variable of processing completion time and 

power consumption  

 

The transfer network graph creation flow is shown below. 

 

Procedure Routing(V， E) 

1: F={n_0}; 

2: G=N2; 

3: t=0； 

4: k=4; /* Processing time and power trade-off factor*/ 

5: While( There are k or more nodes belonging to G) { 

 

6:  /* Transmission to the parent node*/ 

7:  t=t+1; 

8:  i= Nearest(n_0, G);    

9:       /* Find the nearest field server to the parent.  */ 

10: Create branch { , } and put in set E_t represent-

ing processing at t time step 

11:  Delete node i from un-transmit set G. 

12: Put the node i in the transmission complete set F. 

 

13: /* Data transmission between field servers */ 

14: H=G; 

15: While(There is a node that belongs to H) { 

16:   j=Farthest(n_0，H);  

17:  Delate j from H.  

18:   i=Nearest(j，T). 

19:  Delate i from H. 

20:   Generate edges {i, j} and put them in the set 

E_t representing the processing at t time steps 

International Journal of Informatics Society, VOL.12, NO.1 (2020) 29-39 33



21:   Delete node j from un-transmit set G. 

22：  Put the node j in the transmission complete 

set F． 

23:  } 

24:} 

25: While(There is a node that belongs to G) { 

26:  /* Transmission to the parent node */ 

27:  t=t+1; 

28:  i= Nearest(n_0, G);    

29:    /* Find the closest field server to the parent node. */ 

30: Generate edges { , j} and put them in the set E_t 

representing the processing at t time steps. 

31:  Delete node j from un-transmit set G. 

32: Put the node j in the transmission complete set F． 

33:} 

 

 

The movement of the flow is explained using the example 

of one parent node and 11 field servers shown in Fig. 6. In the 

first step, the field servers 5 nearest to the parent node is se-

lected, and an edge representing transmission to the parent 

node is made. Next, the field server 11 which is farthest from 

the parent node is selected, and an edge from the field server 

11 to the field server 7 is made. Similarly, an edge from field 

server 3 to field server 2, an edge from field server 10 to field 

server 9, an edge from field server 8 to field server 6, an edge 

from field server 1 to field server 4 are created, and the first 

step is complete. 

In the second step, as in the first step, an edge from the par-

ent node to the nearest field server 9 to the parent node is cre-

ated, an edge from the field server 7 to the field server 6, an 

edge from the field server 2 to the field server 4 is created. In 

the third step, an edge from the field server 4 to the parent 

node, and in the fourth step, an edge from the field server 6 to 

the parent node are created. 

 

7 DATA GATHERING PROCEDURE 

The data gathering procedure will be described. Data is 

gathered to the parent node according to the tree structure of 

the graph created in the transfer network graph creation flow. 

Here, the operation is explained using the example in Fig. 6. 

In the first step, transmission corresponding to the edges 

belonging to the branch set  representing the processing in 

the first step is performed. That is, transmissions from the 

field server 5 to the parent node, from the field server 11 to 

the field server 7, from the field server 3 to the field server 2, 

from the field server 10 to the field server 9, from the field 

server 8 to the field server 6, and from the field server 1 to the 

field server 4 are performed. The field server receiving the 

transmission merges the data held by itself and the transmitted 

data, creates a frame, and prepares for the next transmission. 

In the second step, transmission corresponding to the edge be-

longing to the edge set representing the processing in the 

second step is performed. That is, transmissions from the field 

server 9 to the parent node, from the field server 7 to the field 

server 6, and from the field server 2 to the field server 4 are 

performed. The field server receiving the transmission merges 

the data held by itself and the transmitted data, and creates a 

frame. In the third step, transmission corresponding to the 

edge belonging to the branch set  that is transmission from 

the field server 4 to the parent node is performed. In the fourth 

step, transmission corresponding to the edge belonging to the 

branch set  that is transmission from the field server 6 to 

the parent node is performed. 

Figure 7 shows a sequence diagram of data exchange be-

tween the parent node and field servers. The data of each field 

servers is merged step by step, and all data is sent to the parent 

node in the fourth step. 

The number of field servers in operation at step T is de-

fined as N (T). The number of steps required to gather data 

can be expressed by the following equation. 

 

N(T+1)=⌈(N(T)-1)/ 2⌉ 
 

Namely, T where N (T + 1) = 0 is a necessary step to 

transmit all data to the parent node. For example, in the ex-

ample of Fig. 6, 

 

N(0)=11 

N(1)=⌈(11-1)/2⌉=5 

N(2)=⌈(5-1)/2⌉=2 

N(3)=⌈(2-1)/2⌉=1 

N(4)=⌈(1-1)/2⌉=0 

 

In this example, since the number of field servers is 11, N 

(0) = 11.Then, all data can be transmit to the parent node in 4 

steps. 

From the above consideration, the number of steps T re-

quired for data gathering can be expressed by the following 

equation. 

 

                (2) 

 

If one time slot is set to 30 seconds and there are 200 field 

servers, a time of 30 *  = 228 seconds = 3.8 

minutes is required, and a request of 5 minutes or less can be 

satisfied. 

 

Figure 6: Operation example of one round 
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Figure 7: Sequence diagram of operation example 

8 PERFORMANCE EVALUATION BY SIM-

ULATION 

A comparison was made by simulation to check the data 
gathering time. Here, we focus on the prompt confirmation of 
the condition of the rice field required for rice cultivation. 
Therefore, we verify the data gathering time and the power 
consumption required to collect all the field server data. Being 
able to verify the data within an allowable time is an important 
item even if the number of field servers is increased. The sim-
ulator was written in C language. First, the method of calcu-
lating the power consumption will be described. Owing to the 
fact that the parent node is always supplied with power, its 
power consumption is excluded from the scope of considera-
tion and only field servers are calculated. Each field server has 
a battery and has a capacity of 75,000 mWh. The field server 
has six modes (Table 4) according to the operating condition. 
The current consumption was set from the actual power con-
sumption measurement report [18] using LoRa. The transmis-
sion power depends on the distance. Operation voltage is set 
at 2.5 V. The time of data merge is not considered because it 
is 1/100 or less of the time required for transmission and re-
ception. Also, since the data transfer network is created only 
once at first, the influence on the power consumption is not 
considered because it is small. 

 

Table 4: Six mode of field server 

State State name Power con-

sumption 

(mA/s) 

Processing 

time 

(s) 

1 Power OFF 0 - 

2 Data transmission 

mode 
53，62，

69，78 

3.4 

3 Data reception 

mode 

13.5 3.4 

4 System startup 

mode 

Parent 78 

FS 13.5 

3.4 

5 Sensor data ac-

quisition mode 

60.0 60.0 

6 Standby mode 2.7 3.4 

 

 

Table 5: Details of simulation data 

 #Parent #FS Radius(m) 

DATA1 1 99 500 

DATA2 1 200 500 

DATA3 1 300 3000 

 

The sensor data to be acquired is the data on temperature 

and humidity. In each round, when each field server reaches 

the activation time, the system is started and the data is ac-

quired from the sensor. Next, the parent node transmits a data 

transmission request to all of the field servers. Upon receiving 

the data transmission request, the field server measures the 

data from the sensor, and transmits the data to the parent node. 

Each field server turns off the power source. In this simulation, 

it is assumed that the time synchronization is perfectly per-

formed. It was assumed that there was no failure of data trans-

mission / reception. In fact, the merging time of the data by 

the field server was ignored in this simulation. Given that the 

payload can be transmitted at a data rate of up to 60 bytes, the 

transmission time can be shortened by the data merging pro-

cess. 

Table 5 shows the three instances of test data created. The 

field servers have been randomly assigned within the circle of 

a specified radius, centered on the parent machine. 

Comparisons were made between the following methods: 

direct [20], pegasis [21], epegasis [22], chiron [23] and the 

proposed method. In addition, the following three items are 

compared to enable the farmer to confirm the data of the rice 

field in real time, while reducing the data gathering time and 

operating with batteries from the time of rice planting to har-

vesting. 

Power Efficient Gathering in Sensor Information Systems 

(pegasis method) is a chain-based protocol [21]. The field 

servers are connected only to the closest field server and are 

chained. Data is sent along the chain to the chain head (the 

last filed server of the chain) and from the chain head to the 

parent node. The chain head is randomly selected and has a 

duty to transmit data to the parent node. The time required to 

gather data for pegasis method is long. 

Epegasis method [22] has been proposed as a method to 

solve the pegasis method problem. The field servers are bro-

ken down into clusters at a distance from the parent node, and 

a chain is created in each cluster in the same way as pegasis 

method. Each cluster sends data to the chain head along the 

chain. When data gathers in the chain head in each cluster, the 

chain head transfers data to the parent node. Therefore, the 

time required for data collection can be reduced compared to 

pegasis method. 

Chiron method [23] has been proposed as a method for 

achieving further improvement. It is characterized by using 

Beam Star technology [24] to divide into smaller cluster areas 

than epegasis method. In each cluster, build a chain. Initially, 

the data for each cluster is collected by the chain head in the 

same way as pegasis method. Next, a chain between chain 

heads is created in order from the chain head farthest from the 

parent node, along which data is sent to the parent node. Chi-

ron method can shorten the time required for data collection 

in each chain by shortening the chain length, but has the prob-

lem that the time required for gathering data in each area to 

the parent node increases. 
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i. Time required for data gathering in one round.

ii. Total power consumption of all field servers in one

round.

iii. Maximum working days (the number of days during

which all the field servers are in operation).

The simulation results of DATA 1 are shown in Table 6. 

Table 6 shows the operation time, which is the time required 

for the parent node to gather data, the total value of the power 

consumed by the field server, and the number of operable 

days. Figure 8 shows the size of data received by the parent 

node in the one round. The vertical axis in Fig. 8 represents 

the data size (byte) received by the parent node, and the hori-

zontal axis represents operating time (seconds). Figure 9 

shows the number of field server whose transmission pro-

cessing has been completed and the power has been turned off 

within one round. The horizontal axis shows the operating 

time (seconds), and the vertical axis shows the number of 

field servers whose power has been turned off. It can be con-

firmed that the slope of pegasis method is the slowest. 

Table 6: Simulation results of data1 

Data col-

lection 

time 

/ Round 

 (s) 

Total power 

consumption 

of field servers 

/Round 

(mAS) 

Number 

of work-

ing days 

(Day) 

Direct 400.0 74508.5 372 

PEGASIS 1902.9 299237.6 58 

EPEGASIS 226.6 55253.0 384 

CHIRON 158.6 40131.1 448 

Proposed 114.4 34177.0 566 

Figure 8: Number of data received by parent node of 

DATA1. 

Figure 9: Number of power off field servers of DATA1. 

Compared to other methods, the proposed method shows 

that the time to gather data to the parent node is the shortest. 

Moreover, the total power consumption is the smallest, based 

on the simulation, it can be concluded that it can operate for a 

period that extends from rice planting to harvesting. 

The simulation results for DATA 2 are shown in Table 7. 

Compared to other methods, the proposed method shows that 

the time for the parent node to collect data is the shortest. In 

addition, it is understood that the total power consumption is 

the smallest, and the lifetime is the longest. In the simulation, 

we can see that it can operate for a period that extends from 

rice planting to harvesting. In addition, although the proposed 

method doubles the number of field servers as compared with 

DATA 1, it can be seen that the increase in time required for 

data gathering is as short as about 7 s. 

The simulation results for DATA 3 are shown in Table 8. 

Compared to other methods, the proposed method shows that 

the time to for the parent node to collect data is the shortest. 

In addition, it is understood that the total power consumption 

is the smallest, and the lifetime is the longest. Moreover, in 

terms of the theoretical value, it can be understood that it can 

operate for a period extending from rice planting to harvesting. 

In addition, compared to DATA 1, the number of field servers 

is tripled, but the increase of time increase necessary for col-

lection is short as about 10 s. 

Table 7: Simulation results of data2 

Data col-

lection 

time 

/ Round 

 (s) 

Total power con-

sumption of field 

servers 

/Round 

(mAS) 

Number 

of work-

ing days 

(Day) 

Direct 743.4 243604.6 210 

PEGASIS 7135.4 1763010.2 18 

EPEGASIS 721.0 201747.2 195 

CHIRON 248.7 90308.8 209 

Proposed 121.2 70925.4 231 
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Table 8: Simulation results of data3 

 Data col-

lection time 

/ Round 

 (s) 

Total power 

consumption of 

field servers 

/Round 

(mAS) 

Number 

of working 

days 

(Day) 

Direct 1083.4 519160.0 67 

PEGASIS 15771.0 5672543.4 8 

EPEGA-

SIS 

695.8 487720.8 97 

CHIRON 322.1 168756.0 151 

Proposed 124.6 117871.6 185 

 

 

 
Figure 10: Comparison of time required to gather data in 

one round. 

 

 

 
Figure 11: Excerpt from the Fig. 10 

 

Figure 10 displays the time to gather data to the parent node 

in one round. Figure 11 is excerpt from the Fig. 10. The ver-

tical axis represents the operation time (seconds). For the di-

rect and pegasis methods, as the amount data increases, the 

time required to gather data to the parent node rapidly in-

creases. For the proposed method, the rate of increase of the 

time required for data gathering according to an increase in 

the amount of data is the lowest, and data can be collected in 

a short time even if the number of field servers increases. In 

addition, the elongation rate is about a 5% growth with re-

spect to an increase in the number of field servers. This result 

confirms the validity of Equation (2) and also indicates that 

the proposed method is superior to other methods in terms of 

the data gathering time. 

The proposed method gather all field server data in a short 

time. Since all data can be gathered in a short time, the oper-

ation time is short and the power consumption can be reduced. 

In order to gather the data in a short time, three measures were 

taken to reduce the number of the data transmission to the 

parent node. The first is compression by the data merging to 

reduce the number of the transmissions. In order to reduce the 

number of the transmissions, the upper field server merges the 

data from multiple lower field servers. The power consumed 

in the merge process is negligible compared to the transmis-

sion.  The second is the scheduling method in which the par-

ent node keeps receiving data without idle time. The third is 

the transfer network graph configuration that minimizes the 

number of multihops. This has reduced the total amount of 

data that must be sent. 

The proposed method is for IoT, and it is the method for a 

small data size such as the environmental data of temperature 

and humidity, or the consumption data of electricity and gas. 

It is also assumed that the size of the data to be handled is 

almost the same. Therefore, when the data size is large, the 

compression effect is reduced and the efficiency may be re-

duced. And when the data size is significantly different, la-

tency may occur and efficiency may be reduced. 

9 CONCLUSION 

The telecommunications carrier adopts a direct method, 
but the direct method is not suitable for a usage method in 
which data are transmitted from IoT nodes at the same time. 
To solve this problem, a method that gathers data in the short-
est time is proposed to attain the capacity of the network fully 
and provide data at the time desired by the users.  

In this paper, we assume an application that acquires and 
transmits data at an interval of tens of minutes, particularly a 
system for rice cultivation. In addition, a wireless network that 
connects all rice fields locally is assumed. The wireless net-
work is of the same type as a wired LAN + Wi-Fi network in 
a company. This method is effective in terms of security and 
cost. We proposed a communication protocol to realize real-
time performance with this wireless network.  

It is difficult to supply power to rice fields unlike other 
fields, so low power consumption is an important factor. In 
addition, the line usage fee required for communication must 
be reduced as much as possible from the standpoint of the en-
tire cost required for agriculture. Therefore, we investigated 
interfiled communication using LoRa which is an IoT commu-
nication standard, low power consumption using the ISM band 
and a long transmission distance.  

 As a result of the comparison with other methods using 
the simulation, we confirmed that the time required to gather 
field server data to the parent node is the shortest. Moreover, 
it was confirmed that the power consumption is smaller than 
that of conventional systems. Furthermore, we confirmed that 
the elongation rate of time necessary for gathering data to the 
parent node due to an increase in the number of field servers 
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is lower than that of the other methods. This result supports the 
theoretical formula. 

Therefore, this proposal makes it possible to transmit the 
situation of a rice field in a timely manner and can be consid-
ered to be a useful method for reducing the burden of agricul-
tural work. In addition, it is effective for other applications that 
require real-time performance. 
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Abstract - Deep learning-based image recognitions have
achieved high accuracy; however, its application to many ac-
tual business systems remains difficult. First, deep learning
requires extensive training data, which are often difficult to
obtain for particular businesses. Second, actual business en-
vironmental scenes change owing to various factors, such as
the time of day, season, and weather. Consequently, typi-
cally, there is a domain gap between the training and tar-
get images, which often reduces recognition accuracy. To
address these problems, a method to automatically generate
training data that is not affected by scene changes using com-
puter graphics (CG) has been proposed. However, domain
gap problem between the CG generated images and actual
images remains. Recently, Cycle-Consistent Adversarial Net-
works (Cycle-GAN) have been proposed to translate an image
from one domain to a fake image of another domain. In this
study, a method to use a model trained with CG images is pro-
posed. In this method, actual images are translated into fake
CG images using a Cycle-GAN. An experimental evaluation
demonstrates improved accuracy; the proposed method is ap-
plied to an inventory estimation of parts in a bulk container
using deep learning regression model.

Keywords: deep learning, GAN, Cycle-GAN, regression
model, stock-taking, computer graphics, CG, image recogni-
tion

1 INTRODUCTION

Currently, deep learning has been applied effectively to var-
ious fields [6], [4]. Its effectiveness has been demonstrated
in the ImageNet Large Scale Visual Recognition Challenge
[12]. And, image recognition accuracy has improved rapidly
[19]. With improved accuracy, deep learning has been used
with a wider range of image processing applications, such as
face recognition, medical image analysis, and plant disease
detection [20], [8], [17]. Additionally, an increasing number
of images have been stored on cloud servers; therefore, ob-
taining sufficient images for training data has become easier.
However, obtaining sufficient images as training data for in-
dividual businesses remains difficult and time-consuming.

In previous studies, I have investigated stock-taking in a
machine factory. Typically, in a machine factory, most parts
are stored in bulk containers, and for stock-taking, counting
the parts manually through a superficial visual examination is
impossible. Thus, to count the parts, they must be removed
from the container, which needs heavy work-load. To address

this problem, I investigated applying deep learning to inven-
tory estimation using image recognition and confirmed that
practical accuracy could be achieved using a deep learning
regression model [14]. This study was performed in a lab-
oratory where images of lightweight marbles and nuts were
used for the training and test data; 1,600 original images were
increased to 8,000 by padding.

However, applying this method to an actual factory was dif-
ficult. First, to capture images for training data, heavy parts
must be repositioned manually. Additionally, typically, there
are thousands of bulk containers in a factory, and capturing
images of the parts in each bulk container is not practical.
Second, since the scene in an actual factory changes due to
various factors, such as the time of day, season, and weather,
there may be a domain gap between the training and target
images. Such domain gaps can reduce recognition accuracy
[21].

To address the first problem, we have previously developed
a method to generate sufficient training data automatically us-
ing computer graphics (CG) [13]. In this study, I propose an
inventory estimation system that uses CG generated training
data and target data created from images of actual parts. To
eliminate the domain gap between the actual and CG images,
the actual images are translated to fake CG images before the
inventory estimation. Thus, it is expected that inventory esti-
mation accuracy can be maintained regardless of the change
of scenes.

Here, this translation is performed using a Cycle-Consistent
Adversarial Network (Cycle-GAN) [24], which is a type of
generative adversarial network (GAN) [6]. A Cycle-GAN
model is trained using different image groups, such as zebras
and horses, where images of one group (zebras) are automat-
ically translated into fake images of another group (horses).
For some types of objects, it has been shown that images
can be translated into highly accurate fake images using this
trained model.

In this study, the objective is to verify the feasibility of us-
ing a Cycle-GAN to improve the estimation accuracy of the
above-mentioned inventory estimation system [13]. It com-
prises a regression model trained with CG images, and the
target data of actual images.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews related works, the author’s previous studies,
and states the primary goal of this study. In Section 3, a
method to estimate inventory using a training data genera-
tor and Cycle-GAN is described. The effectiveness of using
fake CG images translated by a Cycle-GAN is evaluated in
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Figure 1: Parts inventory in bulk containers

Section 4. Evaluation results are discussed in Section 5, and
conclusions and suggestions for future work are presented in
Section 6.

2 RELATED WORK

In this section, the author’s previous studies and related
studies are described. Also, the objective of the current study
is discussed. The parts inventory in a machine factory is man-
aged based on a theoretical inventory planned using a pro-
duction management system. However, actual and theoretical
inventories often differ due to product defects, work errors,
work delays and so on. Therefore, manual stock-taking must
be undertaken. However, manual stock-taking needs heavy
workload because, typically, parts are stored in bulk contain-
ers (Fig. 1) and to obtain an accurate count of individual parts,
the parts must be removed from containers.

On the other hand, in recent years, with the progress of
deep learning, the accuracy of image recognition has improved
and image recognition has been applied to various fields [8],
[12], [17], [19], [20]. Therefore, my colleague and I devel-
oped and evaluated a method to estimate inventories using im-
ages taken from the outside of the bulk containers. First, we
evaluated results obtained using a deep learning multi-class
classification model and found that it could achieve a certain
estimation accuracy.

Also, we demonstrated how this method could be applied
to actual inventory management [10]. The method produced
some estimation errors; however, we found that the number of
out-of-stock parts could be reduced by increasing the safety
stock according to the error range. Also, accuracy could be
improved by comparing the estimated inventory with the the-
oretical inventory. Note that in the multi-class classification
model, inventory quantities are treated as discrete classes, and
an inventory estimated from a bulk container image is consid-
ered a discrete class (quantities) [4].

However, preparing training data for that study was ex-
tremely time-consuming. Lightweight marbles and nuts were
used to represent parts; 1,600 different original images were
captured by repeatedly rearranging these items manually. The
1,600 images were padded to create 8,000 images; 6,000 were
used as training data, and 2,000 were used as test data. How-
ever, in an actual factory, using this process to obtain train-
ing and test data is not practical because typical parts are ex-

tremely heavy and there are thousands of bulk containers.
Therefore, I developed a training data generator and deter-

mined that a model trained using CG generated data could
achieve a certain accuracy [13]. It became evident that based
on a machine drawing of the part, the shape of the CG model
of the part could also be created relatively easily. In con-
trast, given various textures and illumination environments, a
trial and error process was required to obtain the color tone of
parts. Note that, compared to the types of parts, the number of
textures was small because the parts were made using limited
types of materials, such as iron and aluminum.

In the multi-class classification model, training data must
be prepared for each inventory quantity. That is, when inven-
tory quantities fluctuate over a wide range, it is necessary to
prepare a large amount of training data. Therefore, accuracy
was evaluated using a regression model [14], which estimates
an inventory as a continuous quantity [4]. As a result, com-
pared to the multi-class classification model, high estimation
accuracy was obtained when actual images were used for both
the training and test data. Also, similar accuracy could be ob-
tained for plural parts when estimation was performed with
CG images using models trained with CG images.

However, when estimation was performed with actual im-
ages using the regression model trained with CG images, esti-
mation accuracy was reduced significantly due to differences
in color tone between the actual and CG images, i.e., the do-
main gap. Other studies have also found that image recog-
nition accuracy deteriorates due to the domain gap between
training and target images [21]. This suggests that apply-
ing deep learning to stock-taking in an actual factory will be
problematic because factory conditions are not stable. Conse-
quently, the domain gap occurs in both the training and target
images.

Besides, in 2015, the automatic generation of images us-
ing DeepDream, which is an image processing method that
uses deep learning, was reported. Since then, studies on auto-
matic image generation and image style conversion by apply-
ing deep learning have been actively conducted [4], [18]. It
has been shown that a GAN method can be used to generate
a fake image from a genuine image. This method comprises
a generator network (hereinafter, ‘generator’) that generates
a fake image and a discriminator network (hereinafter, ‘dis-
criminator’) that classifies images as fake or genuine [7]. By
training both networks together, it is possible to generate a
fake image that is close to the genuine image. Various meth-
ods to generate fake images based on the GAN have been pro-
posed [15], such as pix2pix, DiscoGAN and UNIT [9], [11],
[16].

Among such methods, a Cycle-GAN can be applied to trans-
late an image from one domain into an image of another do-
main. For example, an image of zebras is translated into a
fake image of horses by training a Cycle-GAN model with
the image group of zebras and horses [24]. Figure 2 shows
the structure of a Cycle-GAN model, where X and Y show
different groups of images such as zebras and horses.

In Fig. 2, image x of group X is translated to a fake image
ŷ of group Y by generator G, and discriminator DY deter-
mines whether ŷ is a genuine or fake image of Y . Further-

42 T. Kudo / CG Training Model Application Method Using Cycle-consistent Adversarial Network



Figure 2: Structure of Cycle-GAN model

more, x̂ is reconstructed from ŷ by generator F , and Cycle-
consistency loss, which is the loss between x and x̂, is eval-
uated. In this study, the feasibility of applying Cycle-GAN
to solve the domain gap problem between training and target
data in regression models is evaluated.

I assume a case where the Cycle-GAN model is used for
quantity estimation from images, such as stock-taking of parts
in bulk containers. In other words, I attempt to show that esti-
mation accuracy can be improved by translating actual images
to fake CG images using Cycle-GAN. Here, Fig. 2 shows the
case of translating X to a fake image of Y . Similarly, images
of Y are also translated to fake images of X , and the discrim-
inator and cycle-consistency loss evaluation are performed.
In this way, similar to a GAN, by training the generator and
discriminator together, images of one group can be translated
into high-precision fake images of another group.

Also, given the structure of the Cycle-GAN model (Fig.
2), image translation can be performed automatically between
unrelated image groups X and Y . Therefore, by applying
the Cycle-GAN model to the above-mentioned inventory es-
timation, actual images of bulk containers taken under vari-
ous scene conditions can be automatically translated into fake
CG images generated by the training data generator. Most
importantly, since CG images can be generated as in a fixed
environment, it is expected that the domain gap problem can
be solved.

Currently, Cycle-GAN has been applied to data transla-
tion in various fields such as videos, voices, and human im-
ages [2], [5], [21]. Also, various image translation models
have been proposed using the concept of Cycle-GAN, such
as Combogan, Sem-GAN, CYC-DGH, and CinCGAN [1],
[3], [22], [23]. However, to the best of my knowledge, no
study has applied Cycle-GAN to image recognition and eval-
uated accuracy improvement by eliminating the domain gap
between the training and target images.

In this study, the feasibility of applying Cycle-GAN to solve
the domain gap problem between training and target data in
regression models is evaluated. I assume a case where a re-
gression model trained with CG images is used for quantity
estimation from actual images, such as stock-taking of parts
in bulk containers. In other words, I attempt to show that esti-
mation accuracy can be improved by translating actual images
to fake CG images using Cycle-GAN.

Parts Parts

CG Parts

Domain gap with scene change

Static domain by CG generator

Translation

Figure 3: Domain gap in factory and generation of a static
domain images

Bulk container

Model

(trained)

Figure 4: Inventory estimation system dataflow

3 INVENTORY ESTIMATION PROCESS
USING TRAINING DATA GENERATOR

Section 2 discussed the two problems when applying deep
learning to parts inventory estimation in an actual factory, i.e.,
preparation of a large amount of training data and domain
gap among images due to scene changes. The method shown
in Fig. 3 is proposed to address these issues. First, a large
amount of training data (‘CG parts’ in Fig. 3) is generated
by the training data generator using CG mentioned in Section
2 under specified conditions. Second, the target parts images
(‘Parts’ in Fig. 3) in the factory are translated into fake images
of CG parts (fake CG images). As a result, the domain gap
between the training and target images is eliminated.

Figure 4 shows the data flow of the inventory estimation
system, in which a Cycle-GAN is used to translate actual im-
ages into fake CG images. As shown in the dashed box in Fig.
4, training data for the Cycle-GAN model are prepared as fol-
lows. Actual images are created from pictures of factory bulk
containers, and CG images are generated using the training
data generator. This system uses the regression model trained
with CG images, as shown in the black hatched round box
shown in Fig. 4. This regression model comprises convolu-
tional layers with pooling layers and fully connected layers,
as shown in Fig. 5. Note that the mean square error (MSE) is
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Figure 5: Structure of regression model

Figure 6: Target nut images

used for its loss function.
As shown in Fig. 4, the actual image of each bulk container

is captured by a camera installed around the containers, and
the inventory is estimated from this image. To suppress the
increase in the inventory estimation error due to the domain
gap between the actual and CG image, the captured image is
translated into a fake CG image using the Cycle-GAN model.
Then, the regression model estimates inventory quantity using
this fake CG image.

For the regression model’s training data, the shape of the
part is important relative to maintaining estimation accuracy.
Also, a single camera monitors many bulk containers; thus it
is necessary to create training data images not only from just
the above direction but also from the direction of the camera
for each bulk container. Using the training data generator, the
shape of the CG part model can be created easily based on a
drawing of the machining of the target part, and the camera
position of the CG can be designated at rendering based on
the actual camera position. In other words, the training data
generator can generate a large amount of training data auto-
matically for the parts in each bulk container.

Therefore, the Cycle-GAN model is only used to eliminate
the domain gap due to the color tone of the actual and CG
images. It primarily depends on the scene change shown in
Fig. 3 and part texture due to its material. Here, there are
relatively few types of part materials as mentioned in Section
2, thus Cycle-GAN model training is performed for only each
of these materials. In other words, for the training data, CG
images are generated by the training data generator, and the
actual images are created by collecting images of parts made
of the same material. As discussed in Section 2, relative to the
Cycle-GAN training data, it is not necessary to associate an
individual actual image with an individual CG image. Thus, it
is possible to accumulate actual images without investigating

Figure 7: Structure of experimental system

part quantities.

4 EXPERIMENTS AND EVALUATIONS

4.1 Experimental Environment

Figure 4 shows the experimental environment used to eval-
uate the effect of translating actual images to fake CG images
using the Cycle-GAN in inventory estimation. First, images
of nuts placed in a bowl were used as the target parts, which
were captured from above as shown in Fig. 6. For example,
Fig. 6 (1) shows an actual image created from the picture
of the nuts, and Fig. 6 (2) shows a CG image generated by
the training data generator. Here, 100 images were prepared
for each nut quantity from five to 80 for every five, for each of
these (1) and (2). In total, 1,600 images were prepared and di-
vided into training (1,200 images) and test (400 images) data.

The structure of the experimental system is shown in Fig.
7. In this experiment, the Cycle-GAN model was trained us-
ing training data comprised of actual and CG images. The
training was performed as batch processing, and the number
of batch per epoch was 1000. Here, discriminator loss (d loss)
and cycle-consistency loss (g loss) were monitored every 200
batches. Simultaneously, the test data (i.e., actual and CG
images) were translated into fake images. Then, each origi-
nal image was reconstructed from each fake image. Figure 8
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(1) Fake CG image translated from actual image

(2) CG image and images translated from it

Figure 8: Images generated by Cycle-GAN model

shows examples of these data.

The Cycle-GAN model was saved, and the target data for
inventory estimation, which were actual images prepared sep-
arately, were translated into fake CG images using this saved
model. Here, the actual images comprised 16 types of quan-
tity groups, similar to the training and test data for the Cycle-
GAN model, i.e. five to 80 for every five. Also, 50 images
were prepared for each group, i.e., 800 images in total. To
evaluate the estimation error automatically, the number of
nuts in each image was added as a correct label.

The experimental system was implemented on a PC with
Windows 10 using Python and Keras. Note that TensorFlow
was used for the Keras backend, and OpenCV was used for
image conversion. The images were converted to 128 × 128
pixels and used for training and estimation. For the train-
ing data generator, a nut and bowl were modeled using the
Blender (a 3DCG modeling tool). Here, the nuts were placed
into the bowl using Blender’s physical simulation function.
Note, Blender’s physical simulation and rendering processes
were automated using Python.

To training the Cycle-GAN model, its hyper-parameters
were set as follows. λ was set to 10.0, which is the strength of
the cycle-consistency loss against discriminator DY (Fig. 2)
and DX (discriminator for generator F ). The argument of the
Adam optimizer was set to Adam(0.0003, 0.5). Similarly,
for the regression model, the reduction rate of the learning
rate was 0.1, the minimum learning rate was set to 10−10,
dropout was not used, the output dimension of the fully con-
nected layers was 128 (except for the last layer), and the best
model in the training transition was saved. Note that the out-
put dimension of the last layer of a regression model is one.

4.2 Evaluations

Figure 9 shows the transition of d loss and g loss of the
Cycle-GAN model and the MSE of the inventory estimated
by the regression model according to the training progress of
the Cycle-GAN model. As can be seen, the MSE decreased as
training progressed and became the smallest at batch number
1000 of epoch 12. Then the MSE increased. Note that d loss
fluctuated greatly before the MSE became the smallest and
became a very small value several times at batch number 1000
of epoch 8, batch number 600 of epoch 5 and so on. However,
there was no tendency for the MSE to improve at these times.
Similarly, no clear correlation between g loss and MSE was
observed.

Figure 8 shows an example of the input and output images
of the Cycle-GAN model when the MSE became the small-
est value. Figure 8 (1) shows (from the left) the actual im-
age, the fake CG image translated from the actual image, and
the reconstructed image obtained using the fake CG image.
Each corresponds to x, ŷ, and x̂ in Fig. 2. Similarly, Fig. 8
(2) shows a CG image, its fake actual image, and the recon-
structed CG image. Inventory estimation was performed by
the regression model using the fake CG image at the center in
Fig. 8 (1). The original image at the left in Fig. 8 (2) is a CG
image and the translated fake CG image in (1) was generated
as a fake image of this CG image.

Next, to evaluate the effect of images translated using the
Cycle-GAN on inventory estimation, i.e., the effect of fake
CG images, we performed a comparative evaluation using CG
images, fake CG images, and actual images. Figure 10 shows
the MSE results for these image types. As can be seen, using
fake CG images, MSE improved by approximately 2.8 times
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Figure 9: Transition of MSE in inventory estimation with
Cycle-GAN training

MSE

Figure 10: MSE of estimated inventory with different image
types

compared to using actual images. However, MSE deteriorated
by approximately 9.2 times compared to using CG images.

Figures 11, 12 and 13 show histograms of the estimation
errors for CG images, fake CG images, and actual images.
In each figure, the horizontal axis shows the error; thus the
position of 0 is the correct estimation quantity. Note that ‘un-
der’ gives the total number of images for which estimation
error was −15 or less, and ‘over’ represents the case for 15 or
greater. Besides, the quantities were estimated by the regres-
sion model; thus estimation errors were also decimal values.
Therefore, the graph in Figs. 11, 12 and 13 was created after
rounding off estimation errors to integers. The vertical axis
shows the rate of the number of occurrences of each error,
and each figure shows cases of five, 20, 40, 60, and 80 nuts as
shown in the legend.

As shown in Fig. 11, in the case where inventory was es-
timated using CG images using the regression model trained
with CG images, the distribution of estimation error was ap-
proximately within ±5. Conversely, as shown in Fig. 13,
when using actual images for the same model, the distribution
was spread across a wider range, i.e., between −10 and over.
Note that errors became over in the 40 and 60 nuts cases. As

Rate(%)

Err.

Figure 11: Histogram of error distribution with CG images

Rate(%)

Err.

Figure 12: Histogram of error distribution with fake CG im-
ages

shown in Fig. 12, when using the fake CG images, the error
distribution improved (except the case of 80 nuts) compared
to using the actual images, i.e., the distribution was within
±9. However, deviation to the negative direction increased
with 80 nuts.

Furthermore, for inventory estimation using fake CG im-
ages, the magnitude and deviation of the errors were evaluated
for each quantity of nuts using the mean absolute error (MAE)
and the average error. Figure 14 shows the transition of MAE
and average error with increasing nut quantity. Here, the ver-
tical axis shows the errors, and the horizontal axis shows nut
quantity. In the range of five to 20 nuts, both the MAE and the
average error were approximately 4. At 25 nuts, deviation in
the positive direction increased. When nut quantity was over
25, the deviation in the negative direction increased linearly
as nut quantity increased.

5 DISCUSSION

In a previous study, the estimation accuracy of parts inven-
tories in bulk containers using the regression model was eval-
uated using the following data: CG data generated by the data
generator were used for training the model, and actual im-
ages were used to estimate inventory using the trained model.
As a result, although training data generation efficiency im-
proved, the problem caused by the domain gap of images oc-
curred and estimation accuracy deteriorated. Furthermore, it
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Figure 13: Histogram of error distribution with actual images

MAE/Average error

Number of nuts

Figure 14: Transition of MAE and average error

was predicted that the same problem would occur due to scene
changes in an actual factory. Therefore, to address this prob-
lem, the feasibility of translating actual images to fake CG
images using a Cycle-GAN was investigated in the current
study.

First, I performed comparative evaluations of estimation
accuracy with and without image translation using the Cycle-
GAN model. As shown in Fig. 10, this image translation
process was effective relative to improving estimation accu-
racy. In particular, as shown in Fig. 14, when the quantity
of nut was 20 or fewer, the MAE of the estimation was ap-
proximately 4. In actual factories, one of the most important
purposes of stock-taking is to prevent running out-of-stock.
For this purpose, bulk containers with small inventory quan-
tities are targeted. As discussed in Section 2, deep learning
techniques can be applied to actual factory environments by
increasing the safety stock and collating with the theoretical
inventory. For example, as shown in Fig. 12, when the in-
ventory quantity was 20 or fewer, the error was 10 or less.
Therefore, out of stock can be suppressed by increasing the
safety stock by 10. Incidentally, it has been confirmed that
the types of materials of parts were limited; thus, it is consid-
ered that the estimation method using a Cycle-GAN can be
applied effectively to multiple parts. Therefore, it is expected
that this method can be applied practically in some field even

with its current accuracy.
And, two issues related to applying the Cycle-GAN model

have been identified. The first issue is related to the method by
which the optimal Cycle-GAN model is detected. As shown
in Fig. 9, in the range of epochs I have experimented with,
strong correlations between the estimation accuracy (MSE) of
the regression model and the loss (d loss, g loss) of the Cycle-
GAN model could not be observed. In other words, from the
viewpoint of generating optimal fake CG images for the re-
gression model, the optimal model could not be detected by
monitoring only the loss transition of the Cycle-GAN models.
As a result, inventory estimation accuracy had to be examined
for all fake CG images translated by the models in each train-
ing stage, as shown in Fig 9.

The second issue is related to inventory estimation accu-
racy. As shown in Fig. 10, the MSE obtained using fake CG
images was approximately 9.2 times that of using CG images.
Furthermore, the transition of MAE varied with increasing
nut quantity as shown in Fig. 14. In particular, the MAE in-
creased at 25, 30, and 70 or greater nuts. However, to use
this method for stock-taking, it will be necessary to maintain
a certain inventory estimation accuracy regardless of the part
quantity.

To address these issues, it will be necessary to make the
loss function of the Cycle-GAN reflect the loss function of
the regression model. Using this model, it is expected that the
Cycle-GAN model can be trained to optimal for the regression
model to estimate inventory. This will be the focus of future
work.

6 CONCLUSION

Inventory estimation of bulk containers using the regres-
sion model of deep learning has achieved certain accuracy.
However, to apply this method to an actual factory, there were
two issues that needed to be addressed, i.e., a large amount
of training data must be prepared, and the deterioration of
estimation accuracy caused by the domain gap with scene
changes must be prevented.

For these problems, in this study, training a regression model
using CG images and estimating inventory using fake CG im-
ages translated from actual images by Cycle-GAN were in-
vestigated. Comparative evaluations of the model’s estima-
tion accuracy were performed using CG images, fake CG im-
ages, and actual images. As a result, inventory estimation
accuracy could be improved using fake images rather than the
original images. On the other hand, the estimation accuracy
obtained using fake CG images was less than when using CG
images.

To improve accuracy when using fake CG images, it will
be necessary to reflect the loss of the regression model into
the loss function of the Cycle-GAN model, which will be the
focus of future work.
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Abstract - Children with developmental disorder have more
difficulty engaging in changeover behavior than children with-
out such disorders. Since this characteristic will be more
critical as they grow and become adults, prompting change-
over behavior is very important. When supporting prompting
changeover, reducing the load on them and their supporters is
also required. We developed support equipment and verified
its effectiveness to provide assistance that prompts change-
over by voice and vibrations. The supporters operate our sup-
port device when a changeover is required. The changeover
support is done based on the target object of the repetitive
behavior. Therefore, since children with developmental dis-
orders feel that the target object of the repetitive behavior is
itself providing the support, they will respond to the prompt
of the changeover support. We analyzed the effect of sup-
port in a case where changeover support was implemented
continuously and verified it by continuing to prompt change-
over support at the children’s home with them and recording
their progress. We video-recorded their emotional state with
the supporter who also evaluated our device. The prompt-
ing changeover success rate improved with repeated support.
However, it might decrease due to changes in their physical
condition. We conclude that our proposed support provides
effective changeover support for repetitive behavior.

Keywords: Children with developmental disorder, Repeti-
tive behavior, Changeover support, Support device

1 INTRODUCTION

Children with developmental disorders have more difficulty
doing changeover behavior than children without them [1].
This is a major issue for children with developmental disabil-
ities as they become adults and join society [2]. Such children
must learn changeover behaviors to live productive lives. The
load on supporters during changeover support is another ma-
jor issue [3]. Many supporters want to reduce their load and
seek mental support. Based on this background, we reduced
the changeover support load for both the benefit of children
with developmental disabilities and their supporters.

This research proposes a device and support method that
provides changeover support for developmental disabled chil-
dren by voice and vibrations (Fig. 1). We implemented our
proposed support and verified its effects. In our proposed sup-
port, a supporter operates a device when the target child must
make a changeover. The device is installed on the child’s tar-

Figure 1: Support system outline

get object. The device supports speech, vibrations, etc. based
on its particular operation. The target child experiences the
support from the target object. In other words, we provide
support from within the repetitive behavior space1.

We designed a support device and implemented a proto-
type to achieve our proposed support. The prototype provided
three kinds of support: vibration, speech, and operation. First,
vibration support gives a moving stimulation through the tar-
get object that is held or worn by the target child. Thus, the
target child knows when the changeover support will begin.
Second, speech support is generated from the target object
and provides two types of changeover voice support: prepara-
tory and parental voices. Third, operation support is provided
so that the target child can understand the changeover support
mechanism. To that end, the supporter directly manipulates
the target object to overwrite the existing operation on the
target object. This enables the target child to understand the
support.

We verified our system to determine whether the prototype
provides support. A family with a special needs child coop-
erated in our study and we video-recorded the child’s perfor-
mance with the supporter who also evaluated our system. We
analyzed the difficulties of the changeover behaviors, which
were conducted continuously and evaluated the effectiveness

1Repetitive behavior space is the target child’s recognition space during
repetitive behavior.
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of our system using the analysis data.

2 RELATED WORK

In recent years, research on developmental disorders has
increased [4]–[6]. Although changeover support away from
obsessive behavior is one basic type of support [7], unfortu-
nately, few studies have addressed it. Direct support using
voice and gestures is common.

However, if the changeover support does not work very
well, the burden falls on the supporter [8], [9]. In addition,
smooth behavior in a group might be hindered. Therefore,
in the research on changeover support, effective methods that
provide general direct support and ways of creating ideal en-
vironments for changeover support have been discussed [10]:
in other words, making successful prompts. Little research
has focused on ”what to do.”

In addition, prompting tools have been developed, for ex-
ample, a support device that offers an auxiliary role for in-
tentional transmission. Support devices that use visual infor-
mation, which are typically represented by picture cards, and
support devices that use such aural information as voice, are
starting to be used in some fields.

2.1 Related Support Method
Support exists that matches the environment to the target

child [11]. For example, the child’s supporter waits until the
environment and the target child’s mindset can be switched.
In this way, the supporter acts in coordination with the target
child who can live based on his or her own ideal situation.
Therefore, such support benefits the target child. On the con-
trary, forced changeover behavior increases the stress on the
target child and strengthens the attachment to the obsessive
behavior.

Other support prepares the target child’s engagement in the
activity [12]. In this support, the child must act base on a
schedule. A schedule table or timetable combined with pic-
ture cards should be set in front of the target child to reduce
the anxiety of the changeover behavior. The schedule also
prompts self-directed changeover behavior. However, due to
the support for changeover based on the situation, it is impos-
sible to act based on the surrounding situation. Therefore, the
target child cannot accomplish collective action.

Voice support establishes changeover behavior by a repeated
voice, for example, providing preliminary preparation for an
imminent changeover. Voice support does not just denote that
such sound is required. Timing and voice strength are also
important.

2.2 Related Support Device
Support devices for communication using voice also exist

[13]. Speech recognition can be achieved using such a support
device for children who can’t speak very well [14].

Such recognition enables the voice-based indication of the
intention of the target children who want to communicate but
can’t speak well. The target child operates a device in which
the supporter’s voice was recorded in advance and emits au-
dio that transmits the target child’s intention to the supporter

Table 1: Hearing and observation survey
Location Repetitive behavior

Home Watching on DVD player
Watching on a mobile DVD player

Reading a magazine
Outing Watching on mobile DVD player

Supporter sings
Support facility A Listen to CD player

Reading a magazine
Support facility A Supporter sings

Outing
Support facility B Reading magazine
Support facility C Listening to CD player

by voice. The supporter can also communicate through the
hand of the target child who holds the device. In other words,
the support device can actively communicate the supporter’s
intention 2.

For digital devices, systems have been proposed that ex-
tend conventional support using tablets and PCs [15]. Using
digital devices can significantly reduce the cost of produc-
ing individual tools, which is a problem with conventional
support. This step will also reduce the burden on supporters.
Unfortunately, many target children can’t use digital devices
because they have difficulty correctly inputting commands or
they don’t know which icons to touch. Supporters might also
not be familiar with advanced technology. They might also
have trouble making settings.

3 REPETITIVE BEHAVIOR FOR
CHILDLEN WITH DEVELOMENTAL
DISORDER

The repetitive behaviors of children with developmental
disorders are significantly different from those of children
without them, especially in the time, period, and attachment
force that occur. Children with developmental disorders show
a marked attachment to certain items or situations. They never
want to relinquish them, which causes repetitive behavior.

Repetitive behavior is associated with place. However, the
target child only changes the repetitive behavior based on the
place. In other words, the essence of repetitive behavior does
not change. Table 1 shows the results of interviews with col-
laborators in this study. From interview surveys, we identi-
fied behaviors where children repeatedly looked at a partic-
ular scene in a video or listened to a particular piece of the
music. Repetitive behavior changes depending on the place.
However, the behavior of playing videos, listening to music,
and reading does not change. In other words, some acoustic
or visual stimuli are repetitive behaviors.

Since the changeover from repetitive behavior is stressful
for children with developmental disorders, they have diffi-
culty changing. One major obstacle has been identified in
the performance of children with developmental disorders and
those without them. In addition, the group life of children

2Current support includes a type that allows children to choose cards and
intentional communication by pointing.
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with developmental disabilities is extremely difficult due to
their repetitive behavior. Therefore, since they can’t cope
with their environment because it fails to match their feel-
ings, they can’t digest sudden schedule changes. Compul-
sory changeover to adjust to the surrounding situation causes
a great deal of stress on the target child. As a result, he
may engage in self-harm or hurt others. Forced changeover
supports counterproductive effects. To reduce such stress, it
is important to spontaneously prompt the child to make the
changeover.

The following are supports that promote conventional change-
over action: using picture cards; using timers and watches;
using voice overs. Such support is provided at homes and
schools for children with developmental disabilities and after-
school services. In the support by picture cards, a picture
card shows the next action. By focusing on the target child
before the action or the changeover, we can make image the
action after the changeover and promote changeover behav-
ior. A timer or a clock can provide support by announcing
the changeover time. The target child can imagine how much
of their own behavior they can do later to promote change-
over behavior. Before a switch is made, the voice support
announces: ”It will soon be time to make a changeover.” We
can immediately create an image that changes the child’s tar-
get and encourage the changeover behavior. Critically, these
types of support should be used to gradually increase actions
that the target child can do but dislikes. In other words, our
method avoids compelling responses from target children and
making them feel bad. Such behaviors must only be increased
with activities the target child wants to do but can’t.

However, children with developmental disorders only con-
centrate on objects of interest. Therefore, often support from
the surrounding people is not transmitted. The following sup-
port is provided, but it is stressful for children with develop-
mental disorders. One example is support between the objects
of interest and children with developmental disorders: phys-
ically separate the objects and children with developmental
disorders. Stop the operation. In addition, attachment to a
supporter may occur. Such attachment to a supporter might
turn him/her into a favorite, and they decide they prefer sup-
port from that supporter and not from the others. Hence, they
only accept support from their favorite supporter.

4 CHANGEOVER PROMOTION SYSTEM
FROM REPETITIVE BEHAVIOR

Our proposed system provides the following support, as
shown in Fig. 1. The target child concentrates on his tar-
get object. Perhaps the assistance from the surrounding sup-
porters will not be accepted. In this research, the target child’s
recognition range is defined as the Repetitive Behavior Space.
This space is conceptual and varies in scope and size depend-
ing on the target child. A support device is attached the child’s
target device to provide support to the objects of choice. The
supporters benefit the target child using remote control equip-
ment outside of the Repetitive Behavior Space. Our change-
over promotion system generates voice and vibrations to sup-
port the target child who can recognize whether the target

object itself is vibrating or speaking. This enables support
from inside the Repetitive Behavior Space that is expected to
encourage changeover behavior. Even if the support person
changes, the voice support from the object of attention does
not change. This resolves the issue of attachment to a partic-
ular supporter.

The following is the support order of our proposed system
that promotes changeover behavior. The vibration support de-
vice is activated, and it notifies the target child at the begin-
ning of the changeover behavior. The voice support device is
activated to prompt the child to prepare for a changeover. The
operation support device is activated to orally state the action.
Actions can be associated with states. To realize this kind of
support, we designed a device as shown in the Fig. 2.

4.1 Vibration Support Device
The vibration support device generates vibrations on the

target object of interest to inform the target child of the sup-
port. Since this support uses vibrations, the target child must
be touching the target object to receive support. When not
making contact, an object must be used that is in contact with
an item that is related to repetitive behaviors.

The supporter starts the device before beginning the sup-
port. After activation, the vibration motor attached to the vi-
bration support device is turned on, and the object of interest
or the related object to which the device is attached vibrates.
This vibration stimulates the target child’s skin because we
expect an action that simplifies responding to the stimuli due
to poor hearing.

4.2 Voice Support Device
The speech support system provides support using speech

from the target object. The audio attached to the object of
interest plays back a sound that can facilitate the changeover.
We chose the same voice used at homes and educational set-
tings based on our assumptions that it would be effective.

When the target child is notified by vibration support, sup-
port is provided using this device. The assistant starts the
voice support device, which reproduces a voice registered in
advance. Since the sound is reproduced from the target object,
the target child recognizes that target object itself is speaking.
Support is provided from the target object enjoyed by the tar-
get child. We believe that this support will have the same
effect as support provided by a favorite supporter.

4.3 Operation Support Device
The operation support device enhances the effect of our

proposed system by controlling the target object’s power so
that operational control cannot be relinquished to the target
child. This device is not intended to be used continuously.
In other words, we only assumed its use at the initial stage
of support. This device is only effective when the object of
interest runs on electricity.

It controls the actual operation with the voice support de-
vice. Since the changes in the target might simplify the target
child’s understanding, changeover actions are only promoted
by voice support.

International Journal of Informatics Society, VOL.12, NO.1 (2020) 49-58 51



4.4 Implementations for Home Applications
Three devices are controlled by a remote-control device,

which wirelessly controls the device. Its operation must be
simple so that the supporter who uses the support device can
do so easily. For practical operation of our proposed system,
the devices are linked by the implementation and home envi-
ronments.

We conducted interview surveys and observed the home
environments of the families from whom we obtained prior
consent for cooperation with our research. Based on the infor-
mation obtained from the household environment, the inter-
view surveys, and home observations, we tailored our equip-
ment to the living environment of the target child. Since target
of the basic commitment at home was watching DVDs, we in-
stalled our equipment on a DVD and attached our equipment
to it.

Based on a preliminary survey, the child’s attention behav-
ior was performed for the following period: 1) from waking
up to going to school and 2) from returning home to taking a
bath.

At home, in addition to watching a DVD, viewing on a mo-
bile DVD player was also possible. Changeover behavior is
classified as not continuable or continuable. Not continuable
changeover is defined as changeover behavior that can’t con-
tinue the repetitive behavior after the changeover (Fig. 3).
Such changeover behavior is completely separated from the
target object. Continuable changeover is defined as change-
over behavior where the repetitive behavior can continue after
changeover (Fig. 4).

One item that the target child must have during the selective
actions is the DVD remote control. We attached a vibration
support device to the remote control so that it could always
be used during playback. We attached a small device to the
remote control to reduce the risk of inconvenience when using
it. Figure5 shows the remote control to which we attached our
mounted device. The vibration support device was attached to
the back of the remote control for the target object. Since the
device is controlled by an infrared signal, we designed it so
that the light receiver can’t be hidden when the target child
carries it.

The target child’s repetitive behavior is watching DVDs. In
this experiment, we defined the obsessed object as the object
of repetitive behaviors. Therefore, the target object in this ex-
ample is the TV screen. The voice support device needs to be
installed around it so that the sound can be heard. The home
appliance control support device needs to be installed around
the output cable of the DVD player. We integrated the voice
support device and the home appliance control support device
next to the TV display. The target object’s power is drawn to
the device, and control is done using an infrared signal. The
voice support device also incorporates an independent con-
trol mechanism using a commercially available system and
controls from a smartphone application. Figure6 shows the
attached device, and Figure7 shows its installation.

The supporter operates each device at each changeover be-
havior. Basic operations are done using the infrared remote
control (Fig. 8) that was implemented in an easy-to-understand
manner using large operation instructions and colored but-

Table 2: Classification of changeover behavior in child
Not continuable Continuable

Favorable Message
Unfriendly Meal Brushing teeth

Going out
Doing homework

Taking a bath
Voluntary Going to the bathroom

tons. By pressing the button, the infrared signal is emitted
to control the target device. The voice support device can
record, register new assistance, and so on. Each operation is
performed using a smartphone application. Figure9 shows the
positional relationship introduced into an actual environment.
The vibration support device is held by the target child.

5 VERIFICATION OF EFFECT BY
SUPPORT FROM THE TARGET OBJECT

Our proposed system provided continuous support with the
cooperation of a female junior high school special support
school, a first grader, and her family. This child does not talk
with others. However, she can understand the voices of her
supporters to some extent. Communication from her is based
on gestures or pointing. When the child is engaged in repet-
itive behavior, she tends to prioritize the repetitive behavior
over the voices of the surrounding supporters. Therefore, in
many situations she cannot transition to the changeover be-
havior.

We recorded from March to September 2018. Spring and
summer breaks were included. The recording was mainly
done by the mother who was also a supporter at home, and
we did video recording on our visitation days. We observed
the changeover behaviors that occurred at home and classified
them with the supporters. The classifications are shown in Ta-
ble 2. We predicted and classified the situations we observed
and determined whether the target child liked or disliked the
changeover behaviors itself. Since the changeover behavior
for going to the bathroom is a voluntary changeover, we did
not analyze it.

As shown in Table 2, we made two major classifications
based on the content of the changeover behavior. Not continu-
able changeover behavior is defined as changeover behavior
that cannot be continued after the changeover. Since repeti-
tive behavior can’t be continued after a changeover, we can’t
changeover a behavior even with such support such as the di-
rect voice of supporters and gestures. Continuable change-
over behavior is defined as repetitive behavior that can con-
tinue after a changeover. In many cases, changeover behavior
can also be done by summoning the supporters. In addition,
the target child performs a changeover behavior based on the
information of the sound of the voice support. However, there
was also a case where the changeover behavior differed from
the content of the support. Therefore, the target child proba-
bly performed the changeover behavior by observing the sur-
rounding situation based on the assistance of the voice sup-
port.

We propose support based on the timing of the occurrence
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Figure 2: Support system detailed overview

Figure 3: Example of not continuable behavior (Dinner)

of the daily changeover behaviors. The supporter operates
the support device based on the procedure. The supporter
observes and records the target child’s behavior. In the proce-
dure, the voice support for the preparation of the target child’s
changeover is implemented just before the occurrence timing
of the changeover behavior. Here is an example of a voice
support: ”Please finish soon.” The voice’s content was de-
cided in consultation with the support person based on the
voice usually heard at home.

At the early stage, the content was based on the usual prac-
tices at home. As the talking time increased, the child’s coop-
eration became more effective. In other words, by increasing
the number of sentences per utterance, we more effectively
prompted changeover behaviors. In the second half, the same

Figure 4: Example of continuable behavior (brushing teeth)

word is repeated twice or the name of the target child is spo-
ken.

Commitment behavior in the home is performed intermit-
tently from the time of getting up for school on weekdays,
going out (weekends and holidays), and returning home for a
bath. The target child watches his favorite DVD (Fig. 10). In
some cases, he watched on a mobile DVD player (Fig. 11).

5.1 Experiment Setting
In this experiment, we calculated the success rate of the

prompting of the changeover behavior using our proposed
support. Then we analyzed its effectiveness. The success
rate was based on situations where the target child did the
changeover behavior just based on reminders from the sup-
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Figure 5: Vibration support device

Figure 6: Integrated voice and operation support devices

port device. First, the support person operated the support
device for the changeover. Next the support person called out
to promote the changeover behavior. At this stage, the sup-
porter was aware of and pretended to ignore the target child
so that we can analyze the effect of the summoning support
from the support device. If no changeover behavior is seen in
this state, the strength of the support from the support person
is sequentially increased to promote changeover behaviors.
We increased the strength of the support in the following or-
der: direct support from the supporter, gestures, stopping the
object of interest, and taking arms and guiding.

We recorded the extent of the increase of the support in-
tensity in a five-step evaluation. Table 3 shows the success
criteria for the changeover behaviors. In the not continuable
behavior, a case where the behavior shown in the table 3 is
performed after the intention to end or end the sticking action
by itself is regarded as success. In the continuable behavior,
the continuable behavior is performed while continuing the
repetitive behavior. Therefore, even if the repetitive behavior
is ongoing, if the behavior shown in the table 3 is performed,
it is successful. In addition to the changeover behavior results,
the target child’s daily situation was recorded and analyzed.
Figure12 shows an actual paper record of a target child. Our
analysis used these aggregated weekly data for Fig. 12.

5.2 Success Rate of Changeover Behavior by
Proposed Support

The graph obtained by aggregating the weekly changeover
behavior success rate based on our proposed support is shown
in Fig. 13. The success rate varies greatly in a short time due
to factors such as physical condition. Therefore, analysis is

Figure 7: Support device installation diagram

Figure 8: Infrared remote control for basic operation

performed using the average of the success rates for one week.
Each element represents a not continuable behavior and an
continuable behavior, respectively. Each of the changeover
behaviors was also grouped and averaged.

The not continuable changeover behaviors can’t continue
the repetitive behavior after the changeovers. Therefore, the
changeover success rate is low. On the other hand, Continu-
able changeover behavior can continue the repetitive behav-
ior after the changeover. So the target child easily made the
changeover. The data from March 25 and April 8 are missing
because the subject was sick and the proposed support was not
implemented. The success rate of the changeover behaviors
between the not continuable and continuable changeover be-
haviors fluctuated. For example, since the target child’s phys-
ical condition did not improve in the week of May 27th, the
tabulation end date where the changeover behavior success
rate was significantly reduced for both the not continuable and
continuable changeover behaviors.

We focused on such changes in the physical condition and
the environment and analyzed their occurrence rates, the changes
in the environment, and the changes in the continuation of
support. Section 5.3 describes the transition of the change-
over behavior success rate, Section 5.4 describes the changes
in the environment, and Section 5.5 describes the changes due
to continuous support.

5.3 Transition of Changeover Behavior
Success Rate

The success rates of the changeover behavior between the
not continuable and continuable changeover behaviors changed
depending on the physical condition of the target child. In the
week where the changeover behavior success rate decreased,
both the not continuable and the continuable changeover be-
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Figure 9: Positional relationship among support system, sup-
porters, and target child

Figure 10: Target child who watched DVDs

haviors decreased, and the rate increased in subsequent weeks.
The decrease factor is sensitive not only to the child’s physical
condition but also to her environmental changes.

In the continuable changeover behavior, almost 100% was
maintained in the week when the child had a good physical
condition and a good environment. Therefore, for the con-
tinuable changeover behavior, we continue to propose sup-
port and establish the changeover behavior. However, if the
support person fails to show the toothbrush at the changeover
behavior for brushing the teeth 3, the target child may exhibit
this behavior (the changeover behavior to the massage) and
direct her foot to the supporter (Fig. 14).

5.4 Change in Changeover Behavior Success
Rate due to Environmental Changes

A major change in the environment revolved around whether
to go to school. The experimental period included spring va-
cation from March 18 to April 8 and summer vacation from
July 22 to September 2. We confirmed a decrease in the
changeover behavior success rate during both holidays.

The child’s waking-up time and bedtime changed because
the routine of going to school was interrupted. In addition,

3The supporter has a toothbrush in his hand but does not show it to the
target child.

Figure 11: Target child who watch DVDs by mobile DVD
player

Figure 12: Support situation record sheet

the decrease in the changeover behavior success rate that oc-
curred early in the first semester was probably affected by the
change in the support method at school due to a new teacher.
The changeover behavior success rate decreased based on such
environmental changes, and the changeover behavior success
rate and changes in the living environment have a large rela-
tionship.

5.5 Change in Changeover Success Rate due
to Continuation of Support

Although the changeover behavior success rate fluctuates
based on environmental changes and physical conditions, the
appearance tendency tends to improve as a whole. This im-
provement trend shows better use of our continuous proposed
support. The decrease in the success rate due to environmen-
tal and physical condition factors can be judged by a com-
parison with the continuable changeover behavior, which is
the success rate at a normal 100%. In other words, except for
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Figure 13: Graph of changeover behavior success rate

Figure 14: Failure to brush teeth changeover behavior

the week when the changeover success rate of the continuable
changeover behavior decreased, the general tendency showed
an increase. The assistance with our continuous proposed
support is effective for successful changeover behaviors.

Before summer vacation, the changeover behaviors were
successful with a 60% probability. The incidence rate im-
proved by about 40% in three months. Due to the environ-
mental change of summer vacation, the emergence rate de-

Table 3: Achievement standard of goals
Changeover behavior Achievement standard

Breakfast Moving to the table and eating
Dinner Moving to the table and eating
Go out Moving to the door

Homework Doing homework
Taking a bath Moving to the bathroom

Massage Putting feet on the supporters
Toothpaste Turning head to supporter and

lie down

creased. If we can incorporate such environmental changes,
we expect a more stable changeover behavior success rate. If
our proposed support is used continuously and assistance is
done as such, the target child can expect better growth. We
believe that our support device is effective. The supporters
themselves also commented that the target children’s reac-
tions improved.

5.6 Change in Supporter Burden
After the experiment, we investigated the burden on sup-

porter. For this reason, supporter were interviewed. From the
results of interviews with supporters, the following are the
factors that reduce and increase the burden.
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The burden reduction factors are as follows: I can help
when I am away from my child. Even at a position where my
voice could not normally be heard by the target child, support
was provided through the device. (However, it took about a
year to be fully responsive.) For the same reason, the same ef-
fect was felt even when the supporter could not speak due to a
cold or the like. The device changed the supporter’s feelings
for support. As a result, we were able to provide continuous
support. Changeover is now successful even if the supporter
changes. (Can change over with the support of her brother.)
At first, they did not respond without assistance from the sub-
ject. With continuous support, I became responsive when I
heard the sound.

The factors that increase the burden are as follows: Imme-
diately after I started support, she responded with a rejection.
I bit myself and me.(About 2 to 3 months) The operation sup-
port device has reduced the number of DVD viewings. She
began to watch mobile DVDs that could not be controlled by
the device. She started watching DVDs in her favorite room,
and I could no longer monitor her. (However, watching mo-
bile DVDs has increased her mobility. We think that her stress
was reduced by this.) I make a mistake in operation the de-
vice. There is a bias in the devices that can be controlled.
Therefore, the target child can escape to another repetitive
behavior. For example, she changed from a DVD player to a
mobile DVD player.

6 CONCLUSION

We reduced the burden on both the target child and the sup-
porters during changeover behavior from obsessive behavior
and obtained spontaneous changeover behavior. The early
stage not continuable changeover behavior is not practical
because the changeover behavior success rate is low. How-
ever, continuous support was maintained, and we eventually
achieved an emergence rate of 60%, proving that this support
is effective. On the other hand, a 100% success rate can be
maintained in continuable changeover behaviors. We believe
that our process has advanced to a practical stage.

In the future, we will provide more continuous support and
investigate how long it can improve the success rate in accor-
dance with environmental changes and physical conditions.
We must also analyze the problems of our proposed support
based on the situation and changes of the target child and in-
vestigate whether a significant adverse effect exists.

We haven’t considered the burden on supporters yet. There-
fore, we must implement a new support device that can auto-
mate operations and support with a low load. However, we re-
ceived the following comments from a supporter. ”Using the
device as a trigger for changeover behavior allowed smooth
changeover behavior.” ”Although at times using the device
was burdensome, it switched my feelings.””The child asked
to use the device.” In other words, using the device itself is a
burden. However, the support environment was improved by
the device. Currently, control is done by a smartphone. We
can achieve operation with less burden by implementing con-
trol with physical buttons that can be operated immediately,
automatic voice call support based on the situation of the tar-
get child, and semi-automatic trigger call support, etc. We

must also devise equivalent support in multiple places to cope
with the target child’s movement in the room and a smaller
device that can cope with changes in the target object.
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Abstract - Since the life watching system using the existing 

voice interactive robot uses a camera, there is a problem that 

some users feel mental stress from the constant monitoring 

by the camera. Therefore, in this research, we propose a 

service to watch the life of a target person without using any 

camera by using a voice interactive home robot for the life 

watching target including the elderly living away from their 

families. Specifically, by recording and analyzing infor-

mation such as conversations between the watching target 

and the home robot as a log, we examined whether it could 

be applied as a life watching service equivalent to a camera. 

We developed a trial system of the life watching service 

using an interactive home robot proposed in this paper and 

evaluated by comparing it with a camera. 

Keywords: Communication Robot, Life Watching Service, 

ECHONET-Lite. 

1 INTRODUCTION 

In Japan, the number of elderly people living alone is in-

creasing with the declining birthrate and aging population. 

Under such circumstances, life watching services for the 

elderly [1]-[2] are attracting public attention. There are 

many services [3]-[4] that use robots for the watching. The 

basic functions of the existing watch robots are communica-

tion, and various functions such as telephone functions and 

schedule functions are implemented. Many of these robots 

use cameras for the watching. A robot equipped with a cam-

era [3]-[4] can watch the life of the target person with video, 

but it cannot watch the target person when he/she is in a 

room where the robot is not installed or within a blind spot 

of the camera. There is also a possibility that the image may 

be diffused on the net by being hacked. Also, the subjects 

may have multiple problems such as the mental stress due to 

the constant monitoring with a camera [5]. 

Therefore, in this study, we propose a service to watch the 

life of a target person without using any camera by using a 

voice interactive home robot for the life watching target 

including the elderly living away from their families. Spe-

cifically, we examined whether it could be applied as a new 

life watching service by analyzing a log recording the talks 

between the watching target and the home robot. What is 

essential for such a system is how to increase the chances of 

conversation with the subjects of the life watching including 

the elderly. Therefore, the dialogue type home robot for life 

watching that we developed this time starts talking when 

someone is detected by the human sensor etc. The robot also 

produces facial expressions and movements such as "nod-

ding" and "swinging" when talking. We will describe how 

such a method helps to increase the chances of conversation 

in an easy-to-talk manner. The prototype development and 

verification evaluation of the interactive home robot pro-

posed by this research is carried out, so the details will be 

described. In this paper, Chapter 2 describes related works 

and issues, Chapter 3 is an outline of the life watching ser-

vice using the interactive home robot proposed by this re-

search, Chapter 4 relates to prototype development, Chapter 

5 is evaluation by demonstration experiment of prototype, 

Chapter 6 is questionnaire evaluation on comparing proto-

type and AI speaker, Chapter 7 presents the conclusion, and 

Chapter 8 is concerned with future works. 

2 RELATED WORKS AND ISSUES 

Existing technologies for home robots can be divided into 

two types: interactive and non-interactive. Examples of in-

teractive home robots include Pepper [6] and RoBoHoN [7]. 

In addition, there is LAVOT [8] developed by GROOVE X 

as a non-interactive home robot. LAVOT is a robot that 

cannot communicate with the user, but can express a warm 

feel and cute gestures like a pet. On the other hand, in the 

case of interactive home robots such as Pepper and Ro-

BoHoN, their appearance is designed to be familiar to gen-

eral users. In addition, by adding a dedicated application and 

developing an original application, it is possible to enter a 

loving nod or gesture, recognize a person with a camera, etc., 

and have a voice conversation with a specific person. These 

home robots such as Pepper [6], RoBoHoN [7], and LAVOT 

[8] are all equipped with cameras, so they can identify the

target person or monitor the situation in the house with the

cameras. It is possible to perform advanced monitoring,

such as sending the captured images by e-mail to the users.

However, when using a camera-equipped robot, some target

persons feel mental stress due to the constant monitoring by

a camera. Also, if the system is hacked, there is a possibility

that the life situation of the target person will be completely

viewable, and there are security and privacy issues with the

camera-mounted type. In this study, we propose a service

that uses an interactive home robot to monitor the user's life

only by analyzing log data without using any camera.

3 LIFE WATCHING SERVICE USING IN-

TERACTIVE HOME ROBOT 

Chapter 3 gives an overview of a life watching service 
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Figure 1: Overview of life watching service using IHR 
 

using the interactive home robot (hereinafter referred to as 

“IHR”) proposed by this paper and details of the prototype 

IHR developed this time. 

3.1 Outline of life watching service using IHR 

Fig. 1 shows the outline of the life watching service using 

IHR proposed by this paper. This service has an implement-

ed function to record the contents of the conversations be-

tween IHR and target person as a log. Log data is saved as a 

file in CSV format and analyzed by a control program of the 

interactive home robot and used for the life watching. IHR's 

natural conversation is realized by combining Google 

Speech API of speech recognition service and chat conver-

sation API of NTT docomo [9]. Classification numbers are 

provided according to the contents of the log data acquired 

by IHR (conversation, home appliance operation, etc.), and 

IHR estimates the life behavior of elderly people living 

alone by graphing the data in time series etc. Using those 

functions, we devised a system service to monitor life by 

comparing the living condition data with those acquired in 

the past. The final analysis results of life surveillance are 

transmitted to the families and relatives living in remote 

areas by e-mail. The IHR is designed for use in a smart 

house [10] where home appliances and sensors compatible 

with ECHONET-Lite are connected to the home network. 

4 PROTOTYPE DEVELOPMENT OF IHR 

4.1 Hardware of IHR 

In developing the IHR, we referred to the Magbot [11] 

devised by Professor Koike and modified it to enable natural 

conversation with the user freely. Fig. 2 shows the system 

configuration of the IHR developed this time. As shown in 

Fig. 2, RaspberryPi3 B + (hereinafter referred to as RPI) is 

used as the main MCU (Micro Control Unit) of IHR, and 

distributed processing is performed using the Arduino mi-

crocomputer as the sub MCU. RPI is in charge of the IHR 

main processing, performs communication processing with 

ECHONET-Lite compatible home appliances, etc., performs 

speech synthesis processing and communicates with various  

 
Figure 2: System of IHR 

 

 
Figure 3: Flowchart of natural conversation pro-

cessing of IHR 

 
network services (Google Speech API and docomo’s chat 

conversation API), etc.The Arduino microcontroller per-

forms sub-controls such as the light emission of five LEDs 

that appear to be the face of the IHR and the swing motion 

of the robot by a servomotor. Therefore, the Ardunio micro-

controller controls the part of the IHR facial expression and 

movement. In addition, a human sensor (Model Type 

EKMB1301111K / Panasonic) is installed on the body of the 

IHR to enable the IHR to actively talk to a user near the IHR. 

The sensor circuit is designed to react to a person within 300 

mm of detection distance. Therefore, the proposed IHR op-

erates only when a human movement is detected, and a pro-

gram that can record the result as a log in the IHR file is 

implemented in the RPI. The main program of this IHR RPI 

was developed in Python 2.7 language, and the processing 

program on the Arudino microcomputer side was developed 

in C language. 

4.2 Mechanism of natural conversation 

In order to allow the target person to talk naturally with the 

IHR, we have used Google Speech API for speech recogni-

tion service and docomo’s chat conversation API for natural 

conversation service for our IHR. Fig. 3 shows the flow of 

the natural conversation processing implemented in the IHR 

[9]. The IHR acquires the user's voice information with the 

microphone connected to the RPI, and first creates a voice 

input file. It performs speech recognition processing that 

converts speech input files into text information using the 

Google Speech API. The converted speech text information 

is sent to docomo's Zatudan-API, which creates text infor-

mation containing natural speech information. This text in-
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formation is speech-synthesized using Open JTalk prepared 

in the IHR, and the obtained voice conversation is outputted 

from the speaker connected to RPI. In this manner, the natu-

ral conversation between human and the IHR has been real-

ized. 

4.3 IHR facial expression 

Fig. 4 shows the face of the IHR developed this time. The 

robot's face was made of a breadboard, five LEDs, and five 

resistors. We arranged two large-size LEDs side by side, 

protruding as the eyes, and three LEDs located below the 

center as the mouth. Various expressions were created by 

lighting and blinking each LED as shown in Fig. 4 as need-

ed in the conversation. In practice, a translucent plastic mug 

was placed over the breadboard to prevent the circuit from 

being exposed. When talking with people, IHR lights its 

eyes and mouth, and produces a swinging motion with the 

DC servomotor so that it looks friendly and is easy to talk to. 

4.4 Conversation log recording function 

IHR has a function to keep a log of the talks of the IHR 

with the target person of the life watching. In order to dis-

tinguish between daily conversations and household appli-

ance operation requests as the conversation content, classifi-

cation numbers are provided to make it easy to extract nec-

essary data using computer programs. The classification 

number is 1 for daily conversation, 2 for household appli-

ance operation request, and 10 for no conversation. This "no 

conversation" is written as a log to a file inside the IHR 

when nobody is detected by the human sensor and there is 

no conversation. 

4.5 Life watching method by conversation log 

analysis 

By analyzing the log data acquired by the IHR using a 

program or application, the life rhythm and behavior of the 

watched person can be estimated to some extent. For exam-

ple, a set of log collected over a long period can be treated 

as reference data of the living behavior of the target person. 

Comparing the latest data with this reference data makes it 

possible to detect a continuation of an abnormal situation 

and notify relatives and families living in remote areas of 

the situation by e-mail etc. For example, if the state without 

conversation has continued for half a day or more during the 

time when such conversations are normally expected, it is 

possible to determine that the life behavior is different from 

usual, so the IHR notifies the family and relatives of the 

situation by e-mail etc. with a message such as "Please call 

Mr. OO/Mrs. OO," to prompt them to contact the watching 

target. The e-mail transmission is performed by the main 

program of RPI, and realized by the standard library of py-

thon.  

 

 
Figure 4: Facial expression of IHR 

Figure 5: Appliance operation and information ser-

vice by keyword of 2 words 

4.6 Acquisition of living information and ap-

pliance operation in the smart house 

The IHR developed this time uses ECHONET-Lite [12] as 

a communication protocol for acquiring living information 

and operating home appliances in the smart house. By 

communicating with smart meters and home appliances in 

the smart house, the IHR is able to acquire the power con-

sumption of the entire home, acquire the ON / OFF status of 

various home appliances, and remotely operate home appli-

ances. Also, when the user asks time, weather, etc., the IHR 

acquires necessary data in JSON format from the time [13] 

or weather web service site [14], and outputs it as voice 

from IHR. The IHR developed this time was designed to 

remotely turn on / off a home appliance with the words cor-

responding to the keyword or to provide the weather and 

time information when the corresponding keywords are in-

cluded in the conversation. Fig. 5 shows an example of the 

remote control of the home appliances and information pro-

vision of the weather and time by keywords. For example, if 

you ask the IHR to turn on the Cooler in the room, there is a 

possibility that the word “Cooler” may be misrecognized.  

Therefore, the IHR is programmed to remotely turn on the 

“Cooler” only when the two words "Cooler" and "ON" have 

been recognized found. If you want to hear the weather in-

formation, the IHR provides today's weather information by 

voice only when the two words "Today" and "Weather" 

have been recognized.  
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4.7 Software of IHR 

Fig. 6 shows the flow chart of the main software imple-

mented in the prototype IHR. A pyroelectric infrared sensor 

is used as the human sensor. When the motion of a person is 

detected by the human sensor, the robot starts talking, and 

when the person is absent, the IHR does not speak. Upon 

receiving an input of human voice through the microphone, 

the IHR creates a voice file and sends it to Google Speech 

API to convert the audio information into text information. 

If there is no keyword related to home appliance operations 

in this text information, the IHR checks whether there is a 

keyword related to time or weather. If there are no keywords 

related to time or weather, the text information is passed to 

docomo's chat service and converted to text information for 

natural conversation. The text information is converted to 

speech information using the speech synthesis software 

Open JTalk, and speech is output from the speaker to realize 

natural daily conversation between a human and a robot [9]. 

Also, if the 2-word keyword of the home appliance has been 

recognized in the acquired voice information, the target 

home appliance compatible with ECHONET-Lite connected 

to the network is remotely operated and the result of the 

operation is presented to the user. Also, if there is a keyword 

related to time or weather, the IHR acquires information 

from the dedicated site and provides it to the user by voice. 

Figure 6: Main software flow chart of IHR 

5 EXPERIMENT 

An experiment using the IHR prototype developed this 

time was conducted to demonstrate how accurately the liv-

ing behavior of a subject can be analyzed from the log data 

acquired by the IHR. 

5.1 Experimental method 

This demonstration experiment was conducted at E602 on 

the 6th floor of Kanagawa Institute of Technology C2. The 

subject was a 20-year-old male, and the experiment period 

was from May 14, 2019 to May 20 except Saturday and 

Sunday. Fig. 7 shows the system of the demonstration ex-

periment, and Fig. 8 shows the layout of the demonstration 

experiment. 

Using the IHR prototype developed this time, we asked 

the subject to behave as usual, and recorded information 

such as the subject talking with the IHR or remotely operat-

ing home appliances via the robot as log data.  The recorded 

information was analyzed to evaluate the accuracy of human 

behavior estimation. A camera was installed to acquire cor-

rect data in the demonstration experiment. Fig. 9 shows a 

picture of the IHR and the subject during the demonstration 

experiment taken with the camera. Table 1 shows the 

equipment used in the demonstration experiment. As shown 

in Fig. 8, the two appliances used this time were an ECHO-

NET-Lite compatible Cooler and lighting. The subject en-

tered the room and had a conversation with the IHR at any 

time. During the demonstration experiment, the camera cap-

tured moving images of the IHR and the user's conversation 

situation along the time display. The correct data was creat-

ed manually while recognizing the content and time of the 

action of the subject from the moving image of this camera. 

After the demonstration experiment, the reliability of the 

IHR log data was evaluated by comparing the log data rec-

orded by the IHR with the correct data obtained from the 

camera's moving image. Also, as shown in Fig. 9, the sub-

ject sat at his desk and talked to the IHR only when neces-

sary. The subject was asked to take action with a natural 

feeling, such as requesting the IHR to turn on the Cooler 

when it is hot, or to turn on the lighting when the room is 

dark. As shown in Fig. 8, the distance between the IHR and  

 Figure 7: Experimental system 
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Figure 8:  Layout of Experimental (Top View) 

Figure 9: Demonstration experiment state from cam-

era 

Tabel.1 Equipment used 

Figure10: Log data acquired by IHR 

(CSV format data) 

the subject was 300 mm, while the distance between the 

Cooler or lighting and the subject was 1900 mm. 

Fig. 10 shows log data acquired by the IHR. The log data 

was saved in CSV format in order of date, time, conversa-

tion content, and classification number. This classification 

number is an optional item provided so that information can 

be easily extracted later by a database or Excel. 

The classification number is 1 for conversation and 2 for 

home appliance operation and 10 for no conversation. In 

addition, the number of conversations of the subjects and the 

number of times the home appliances were operated were 

obtained from the log data obtained by the IHR every 30 

minutes. In addition, the number of conversations and the 

number of home appliance operations performed by the sub-

ject in 30-minute units from the images taken by the camera 

were used as the correct answer values. The error and error 

rate were obtained by equations (4.1) and (4.2) from the log 

data obtained by the IHR and the correct answer values ob-

tained by the camera. 

NClog is the number of conversations captured in the log or 

number of appliance operations captured in the log. NCcam is 

the number of conversations acquired by the camera or 

number of appliance operations acquired by the camera.  

5.2 Results and discussion 

Fig. 11 is a graph in which the log data obtained in the 

demonstration experiment from 14 May to 20 May, 2019 

excluding Saturday and Sunday and the correct answer data 

acquired by the camera are summarized as the number of 

appliance operations and the number of conversations in 30 

minutes.  

The horizontal axis is the time axis, and the vertical axis is 

the number of conversations and home appliance operations. 

The upper graph is the graph acquired by the IHR, and the 

lower graph is the correct data obtained by the camera. In 

addition, Table 2 shows the correct answer rate of the num-

ber of conversations and the correct answer rate of the num-

ber of operations of the home appliance. As shown in Fig. 

11, the number of conversations in the log acquired by the 

IHR is larger than in the correct answer data acquired by the 

camera. Next, Table 2 shows the error and error rate of the 

number of conversations with the user and the number of 

times the home appliances were operated. The number of 

conversations acquired by the IHR has an error of 2 to 25 

times compared with the camera, and it can be seen that 

when converted to the error rate, it is up to 82%. A possible 

reason for this was that the IHR unnecessarily responded to 

the voices of individuals who were there other than the sub-

ject during the demonstration experiment, which led to an 

increase in the number of conversations. Therefore, the error 

in the number of conversations in Table 2 can be considered 

as the number of conversations other than the subject. On 

the other hand, the error rate of the number of home appli- 
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Figure 11: Number of conversations and appliance 

operations from 14-May-2019 to 20-May-2019 

（The upper graph shows IHR log data.  The lower 

graph shows camera data） 

ance operations was zero except for the data on May 15th, 

indicating that log information was obtained accurately. 

Next, referring to the 5-day data in Fig. 11 in chronological 

order, the time zone for conversation, the type of conversa-

tion, etc. are almost synchronized with the correct data taken 

with the camera. Therefore, IHR's log data can be used to 

estimate the subject's behavior as well as the camera's cor-

rect data. The working hours of the subject this time are 

11:00 to 16:00, but it is possible to estimate the early depar-

ture and overtime hours etc. depending on the day of the 

week by combining with the subjects' action memos in Fig. 

11. It will be also possible to accurately estimate the time

when the subject left for lunch. With 14-May and 16-May

data, it is possible to clearly read the time spent leaving for

lunch because there is no conversation with the IHR or the

operation of home appliances, but with 15-May data it can-

not be judged whether the subjected was absent, because

there is a conversation recorded. As we summarized the data

in units of 30 minutes this time, an error of ± 30 minutes

may occur depending on the time zone as compared with the

correct data as shown in the graph of 17-May in Fig. 11. For

this reason, it is difficult to estimate the exact leaving time

etc. when the subject leaves for a short time at lunch etc. in

the analysis in units of 30 minutes. Table 3 compares the

actual working hours with the working hours estimated from

the log data acquired by the IHR. In this result, it is within

about ± 15 minutes, but it can be expected that the error will 

deviate by about 30 minutes if the room entry time is before 

11:00, for example. Therefore, the accuracy of the living 

activity estimation using the proposed IHR depends on the 

aggregation interval of logs. In other words, if the log data is 

aggregated every 30 minutes, it is thought that the daily ac-

tivities such as entering, leaving and working hours will 

have an error of about ± 30 minutes. Also, since it is possi-

ble to determine whether the conversation content with the 

IHR is a daily conversation or an operation of a home appli-

ance, it is considered that it is possible to extract a subject-

specific life behavior pattern from these kinds of infor-

mation. Next, in order to analyze the subject's specific be-

havior, Fig. 12 shows the number of conversations with the 

IHR and the number of home appliance operations in each 

time zone from 5/14 to 5/20. From this graph, it seems to be 

possible to find out the time zone where there are many 

conversations with the IHR and the time zone where there 

are many times to operate home appliances. However, it is 

actually difficult to locate such time zones at a glance in 

those graphs. Therefore, as shown in Fig. 13, we tried the 

average value of the number of conversations with the IHR 

and the number of operations of home appliances for each 

time slot from 5/14 to 5/20. The red line in Fig. 13 shows 

the average value of the number of conversations and the 

number of operations of home appliances from 11:00 to 

16:00. The time zone where the bar exceeded the red line 

indicating the average value in Fig. 13 was considered to be 

the time zone where the subject talked with the IHR and 

operated the home appliance frequently. 

 As shown in Fig. 13, when the time zone exceeding the 

red line is extracted, the time zone in which the subject talks 

frequently with the IHR is 11:30, 12:30, 14:00, 15:00, 15:30. 

By comparing this extraction result with that in Fig. 12, it is 

possible to extract a high frequency time zone as a whole, 

although it includes a day without conversation and home 

appliance operation. In this way, subject-specific behavior 

can be analyzed from log data analysis acquired by the IHR. 

Moreover, it can be used as a judgment standard of the life 

watching for determining whether the life is ongoing as usu-

al by comparing the data obtained through this behavior 

analysis and the log data of the latest value. 

Table.2 Comparison of Error of log data vs camera 

(correct data) 
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Table.3 Comparison of actual working time vs work-

ing time obtained from log data 

Figure 12: Number of conversations and appliance 

operations by each time zone from 14-May-2019 to 

20-May-2019

Figure 13: Average number of conversations and 

appliance operations by each time zone from 14-May-

2019 to 20-May-2019 

6 QUESTIONNAIRE EVALUATION 

The IHR proposed by this study is a technology that does 

not have a camera at all, but performs natural conversation 

based on voice information from users, voice control of 

home appliances, and watching life by collecting log data. 

There is also a technique using AI speakers [15]-[16] as a 

related technology for voice interactive system without 

cameras. Most of the commercially available AI speakers 

have an inorganic design, so it seems that there are a certain 

number of people who find it difficult to talk to. Therefore, 

we aimed to develop an IHR without cameras that is not a 

simple AI speaker but can also express non-verbal infor-

mation such as facial expressions and movements [17] like 

human beings in a rich manner and that can perform dia-

logue by voice. 

 We thought that IHR would be useful in a life watching 

service if it could increase the opportunity of conversation 

with the user. Therefore, in order to evaluate whether the 

design of the IHR proposed in this study makes conversation 

easier than AI speakers, we conducted a comparative eval-

uation questionnaire using the IHR vs AI speaker. As for the 

implementation method, we asked the public to see a 

demonstration of the IHR prototype we developed and an AI 

speaker. A questionnaire was conducted on 29 men and 

women in their teens and 60s. Fig. 14 shows the age and 

gender of the questionnaire respondents. By age group, 20s 

and less than 20s occupy 60% of the whole. Fig. 15 shows 

the answer to the question, “Which of the IHR or AI speak-

ers did you think is easier to talk to?” As a result, about 80% 

of the respondents answered that the IHR we developed was 

easier to talk to than AI speakers. 

Figure 14: Age and gender of questionnaire respond-

ents 

Figure 15: Questionnaire on comparing IHR and AI 

speaker 
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7 CONCLUSION 

In this paper, we proposed a service that uses an IHR to 

monitor the life of a target person without using a camera at 

all for those who want to monitor the lives of their target 

persons including the elderly, who live away from their fam-

ilies. Specifically, by increasing the chances of conversation  

between the IHR and the target person, it was possible to 

collect a large amount of log information, so that the accura-

cy of the target person's behavior estimation was improved, 

and as a result, we thought that it could be used as a life 

watching service. The prototype of the IHR was developed, 

and the reliability of the data acquired by the log file was 

evaluated by comparing the log file acquired by the IHR 

with the result of the moving image acquired by the camera. 

As a result, it became clear that when there were multiple 

people other than the subjects, the voices of those other peo-

ple were picked up, and the number of conversations count-

ed in the log data of the IHR was larger than the actual 

number. However, it was found that it was possible to esti-

mate the behavior at which time the subject talks with the 

IHR well and operates home appliances. In addition, it was 

found that the estimation accuracy of the living activities 

such as entering, leaving, and working hours depends on the 

aggregation interval of IHR log data. In addition to this, it is 

possible to determine whether the contents of the log infor-

mation acquired by the IHR is a daily conversation or an 

operation of a home appliance, so it is possible to extract a 

subject-specific life pattern from these kinds of information. 

By the way, there is AI speakers as a related technology of 

the voice interactive system without a camera. Most of the 

commercially available AI speakers have an inorganic de-

sign, so it seems that a certain number of people will find it 

difficult to talk to. Therefore, as a means for increasing op-

portunities for conversations with users, we developed an 

IHR that can express richly non-verbal information such as 

facial expressions and movements, but also human speech. 

This time, we conducted a questionnaire on comparative 

evaluation of the IHR and the AI speaker to evaluate wheth-

er the design of the IHR we developed was easier to talk to 

than an AI speaker. As a result, according to the answer to 

the question, “Which of the IHR and AI speakers did you 

think is easier to talk to?”, approximately 80% of the re-

spondents answered that the IHR was easier to talk to. 

Therefore, the proposed IHR is more effective as a life 

watching service for acquiring conversation log data than 

commercially available AI speakers because the IHR can 

more easily induce users to talk to. 

8 FUTURE WORKS 

It is thought that human conversations can be made to go 

smoothly and useful information can be easily extracted 

from users by a robot that makes appropriate gestures such 

as agreeable responses and nodding in the conversation [18]. 

In the future, we would like to study how to control the tim-

ing of the swinging, nodding and other motions of the IHR 

when talking with users, and to conduct smooth conversa-

tions with the users. In addition, we would like to consider 

the use of displays etc. in order to increase variations in the 

IHR expressions. 
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Abstract - Recent machine tools control quite an increased 

number of axes for multiple cutting processes. Furthermore, 

more advanced functions have become necessary for machine 

tools: sharing data with the host system or using AI to im-

prove machining accuracy, supporting collaboration with ro-

bots, and so forth. Therefore, one of the most critical issues 

for CNC controllers of machine tools is to enhance the CPU 

performance. 

To address this issue, we have established distributed con-

trol of servo/spindle position/speed feedback loops in the 

power amplifier independently from the CNC controller. 

In the past, only speed control was necessary for spindles. 

However, switching between position control and speed con-

trol has become necessary to allow for various machining 

modes for the increasing number of systems with advanced 

spindle functions. The time and complexity required for 

switching control loops are bottlenecks for improvement in 

productivity of machine tools. 

In this research, we propose an approach to perform con-

secutive position control for spindles. 

Keywords: Spindle motor control, Multi-tasking machine, 

Consecutive position control, Tracking delay compensation 

1 INTRODUCTION 

CNC equipment consist of the CNC controller, actuators, 

amplifiers, and detectors. To run the user's machining pro-

gram, the CNC controller generates position/speed com-

mands sent to the feed axes and spindles (tools) that constitute 

the machine coordinate system. Actuators such as servo mo-

tors and spindle motors are used to drive the feed axes and 

spindles. Servo amplifiers and spindle amplifiers are used to 

supply variable power to the actuators. Detectors such as en-

coders and linear scales are used to feed back the posi-

tion/speed of operating parts of machines or motors. 

The CNC controller, i.e. computerized numerical control 

controller, is the brain that controls the entire operation of 

machine tools. The CNC controller sequentially analyzes a 

G-code program that include description of the machining

path, feed speed, and number of rotations of the tool, and gen-

erates commands of the travel distance per unit time for each

feed axis. The CNC controller also generates speed com-

mands for spindle motors according to the cutting conditions.

The CNC controller is the open-loop control in which the con-

trol action is not dependent on feedback from the path or po-

sition of the actual machine, and the control to ensure correct 

positions is not performed. 

Meanwhile, machine tools are required to have performance 

to minimize the reaction forces (disturbances) during heavy 

cutting and the effects of friction and stiffness in machines to 

achieve micrometer or nanometer level cutting accuracy in as 

short time as possible. High-speed, high-accuracy tracking of 

position/speed commands generated by the controller is criti-

cal for the actual machines and motors. Hence, high-response 

feedback loop control is one of the most essential factors in 

developing CNC equipment. 

There are two ways to establish the feedback loop: one is to 

establish the loop of the system as a whole using the CNC 

controller, servo/spindle amplifiers, motors, and detectors, 

and the other is to establish the loop without the CNC con-

troller. The design philosophy differs between the two models 

because the performance required for each component and 

the interface between components are different for each 

model.  

While servo/spindle amplifiers are connected one-on-one to 

motors with power lines, serial communication through one 

network interface is used between the CNC controller and 

multiple amplifiers. When the feedback loop control is pro-

cessed by the CNC controller, the communication cycle time 

becomes longer in the control loop with increasing difficulty 

in seeking high-level response performance due to the mas-

sive amount of exchanged data. For that reason, we developed 

CNC equipment in which servo amplifiers perform posi-

tion/speed feedback loop control for servo motors that move 

the feed axes. 

On the other hand, the spindle motor control has been more 

complex to achieve high productivity. The servo axes don’t 

have to change the control mode. It means that the servo axes 

are controlled by position loop consecutively. On the other 

hand, spindle motor control is required to use properly the 

speed loop control and position loop control. Although spin-

dle amplifier is only needed to control the spindle motor 

speed and output power on the process of turning and milling, 

it is needed to control the angle position of cutting tool and to 

synchronize with other servo axes on the process of tapping 

C-axis mode for multi-tasking machine.

In the former systems, the mechanical angle of spindles had

to be adjusted every time when the machining mode was 

changed. As it was necessary to recalculate a designated po-

sition, it was not possible to reduce the machining time. 
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Besides, speed control operations were more susceptible to 

disturbances during cutting than position control operations. 

Hence, we propose an approach to perform consecutive po-

sition control in spindle amplifiers for spindle motors regard-

less of the machining mode. 

This approach reduces extra sequential control to change 

the machining mode, ensures robustness against disturbances, 

and enables establishment of the spindle control system for 

high-accuracy machining. 

2 RELATED TECHNOLOGIES 

2.1 Basic Configuration of CNC Equipment 

Multi-tasking machines such as the one shown in Fig. 1 are 

increasing in recent years. 

Each axes are driven by the servo motors connected to the 

ball screw in the machine. The tool used for cutting is at-

tached to the spindle head and driven by the spindle motor. 

The CNC controller and the amplifiers which is used to con-

trol the speed and position in addition to power supply for the 

servo and the spindle motors are all installed in an electrical 

enclosure.  

The path of the cutting tool affects accuracy of the work-

piece directly. Therefore, it is significant for servo motors to 

ensure robust command tracking for position and feed speed 

control commands with minimal errors by suppressing load 

disturbances such as cutting reaction force or friction in ma-

chines. It is also important to keep the synchronous accuracy 

and the same response level for X, Y, and Z axes. Otherwise, 

the tool may follow the wrong path not intended by the CNC 

controller, resulting in unsatisfactory machining accuracy. 

2.2 Basic Servo/Spindle Control Architecture 

(Distributed Control) 

In some cases, positions and speeds of servo/spindle motors 

are controlled by the CNC controller showed by Fig.  2. By 

using the CNC controller, it becomes easier to develop equip-

ment with synchronous control of multiple axes or to perform 

compensation for multiple axes. However, this architecture 

has a drawback: the controller is connected to the amplifiers 

over network, and it is not possible to allow high-speed con-

trol loops due to the dead time. 

Figure 3 shows the frequency response characteristics that 

affect disturbance suppression and command tracking for 

servo and spindle speed control. Generally speaking, it is nec-

essary to increase the loop gain and broaden the response 

range to improve disturbance suppression and command 

tracking. However, the phase margin is reduced as the dead 

time increases, and the feedback loop becomes unstable and 

Figure 3: Response level of the 

speed control loop. 

Figure 1: System configuration example of 

multi-tasking machine Figure 2: Centralized control of Servo/Spindle. 

Figure 4: Distributed control of Servo/Spindle 
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causes oscillation. Furthermore, the load applied to the con-

troller increases along with increase in the total number of 

control axes in recent machine tools. 

In order to address the above-mentioned issues, we adopt 

the architecture shown in Fig. 4 for servo and spindle control 

loops. The position feedback and speed loops are imple-

mented inside the amplifiers (distributed control) and the net-

work communication that involves a substantial amount of 

dead time is established outside of the control loops. 

2.3 Issues Identified with Spindle Control 

Multi-tasking machines that perform multiple operations 

prevail in recent years. Position control and speed control for 

the spindle motors are switched in multi-tasking machines ac-

cording to the machining program (refer to the spindle ampli-

fier section in Fig. 4). In addition to operations such as turning, 

milling, or drilling by spindle rotation control, it is necessary 

for multi-tasking machines to perform operations such as C-

axis control or synchronous tapping (C-axis control: synchro-

nous position control with the servo axes). 

 

2.3.1 Time required for switching the control 

methods 
When the spindle requires only speed control in the machin-

ing mode such as turning, neither the CNC controller nor the 

spindle amplifier handles position data such as tool tip angles. 

In this case, to change the control mode from turning to 

milling (C-axis control), it is necessary to stop the spindle 

once, perform home position return, and detect the tool tip 

angle as shown in Fig. 5. 
Another example is shown in Fig. 6. To change the machin-

ing mode from turning one workpiece chucked by two spin-

dles to milling (C-axis control), home position return is re-

quired for both spindles. The chuck of each spindle is opened 

to release the workpiece and home position return is per-

formed one after another for two spindles. Then, the chuck is 

closed and the workpiece is held by the spindles again, the C-

axis angle is calculated, and milling is started. It takes several 

to tens of seconds each time to switch between two modes. 

Therefore, repeating switching has significant impact on 

productivity. 

Moreover, the switching process sequence control involves 

complex programming.  

 

2.3.2 Consecutive position control in spindle 

amplifier 
The following section describes the issues involved with 

consecutive position control in spindle amplifiers in the same 

way as in servo amplifiers. 

 

(1) Acceleration and deceleration time 
The tool attached to the spindle is frequently changed ac-

cording to the machining conditions. The spindle motor must 

be decelerated and stopped once every time the tool is 

changed, and accelerated back to the maximum speed after 

the tool change. The number of spindle rotations per minute 

ranges from several thousands to tens of thousands and it 

takes several to tens of seconds each time to accelerate or de-

celerate the spindle. One of the requirements demanded for  

 

Figure 5: Switching from 

turning to milling (C-axis). 
Figure 6: Switching from 

spindle-linked turning to 

C-axis-linked milling 

. 

Figure 7: Normal acceleration/deceleration wave-

form of position loop control.  

Figure 9: Acceleration/deceleration waveform of 

speed loop control. 

 

Figure 8: Abnormal acceleration/deceleration wave-

form of position loop control. 
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spindle motor control is to reduce the acceleration and decel-

eration time as much as possible. 

Figure 7 is a diagram to show the maximum motor torque. 

The horizontal axis of the graph represents the motor speed. 

In general, the maximum torque generated by motors is re-

duced due to saturation of the induced voltage in the high-

speed region even though the maximum current value of the 

amplifier is not changed.  

Under these circumstances, when acceleration/deceleration 

is performed with the unchanged position loop, it is necessary 

to build a program with a time constant that would not allow 

the required torque to exceed the maximum motor torque as 

shown by the dashed line in Fig. 7. 

If a program is built with a time constant that would require 

the torque exceeding the maximum motor torque as shown in 

Fig. 8, position control to follow the command is not achieved. 

Then, position errors are accumulated to cause overshooting, 

resulting in vibration or mechanical impact. 

On the other hand, acceleration to the maximum speed or 

deceleration to a stop in a shortest possible time is desirable 

in the machining mode without position control as mentioned 

above. Therefore, the utmost motor torque must be applied 

for acceleration/deceleration.  

As shown by the solid line in Fig. 9, in the case of speed 

loop control, the utmost motor torque can be applied for ac-

celeration/deceleration without overshooting since position 

deviations are not accumulated even though a program is built 

with a time constant that would allow the torque require for 

acceleration/deceleration to exceed the maximum motor 

torque. However, it is not possible to control the cutting tool’s 

angle position on the spindle since position control is not per-

formed in this case. For that reason, position control and 

speed control are switched according to the machining mode 

for spindle control in preceding systems. 

 

(2) Spindle encoder 
Spindle motors require speeds exceeding 30,000 r/min (rev-

olutions per minute). Besides, cutting fluid or other liquids 

may enter from the spindle end. For the reason of durability 

and speed, optical encoders for servo motors cannot be used 

for spindle motors. Therefore, magnetic detection type encod-

ers are used in general. 

In the preceding systems, it is difficult for magnetic encod-

ers to keep tracking the spindle end angle accurately without 

deviation in the range over several tens of thousands revolu-

tions per minutes. To switch to position control for C-axis 

control or the like, installation of an encoder for position con-

trol is required in addition to the encoder for speed detection. 

However, we modified the spindle encoder which is able to 

use for both speed control and C-axis control without addi-

tional encoder. 

We could achieve this new encoder by adopting mainly two 

attempt. 

One is detection method. We adopted high accuracy cutting 

method of gear and also high resolution Magneto Resistive 

Sensor inside the encoder.  

Another one is data transmission method. We had made the 

position data in amplifier by interpolating AD convertor data 

which was converted from analog output signal through the 

cable from encoder before. But it was limited by the analog 

output frequency and easily effected by noise. If we wanted 

to obtain high resolution data in the condition of high speed, 

analog frequency was far beyond the frequency of AD con-

vertor performance. So we developed the serial communica-

tion interface which is able to send the high resolution data 

without any effect of noise. 

By using these technologies, we could create the spindle 

end position data accurately without deviation even if the 

number of revolutions exceeds several tens of thousands per 

minute. The next section describes the control method to 

achieve consecutive position control with this spindle en-

coder. 

3 PROPOSED METHOD 

3.1 Outline of Tracking Delay Compensation 

Control 

As mentioned above, a major issue for consecutive position 

control is overshooting. Overshooting occurs when position 

control to follow the command is not achieved, resulting in 

position deviation, during acceleration/deceleration with the 

utmost motor torque. Thus, we propose the use of spindle am-

plifier with the tracking delay compensation control as shown 

in Fig. 10. 

Thus, consecutive position control can be performed in the 

spindle amplifier regardless of the machining mode. Conse-

quently, the machining mode switching time can be reduced 

and disturbances during cutting can be suppressed further 

more. 

 

3.2 Tracking Delay Compensation Control 

Figure 11 is the block diagram to show the details of the 

control in the spindle amplifier which performs the tracking 

delay compensation control we propose. 

 

(1)   CNC controller 
A CNC controller 1 gives speed command signals as output 

to the spindle during ordinary turning, machining, or milling 

operations. For tracking delay compensation control, speed 

command signals are integrated to generate position com-

mands. On the other hand, position command signals are out-

Figure 10: Tracking delay compensation control for 

consecutive position control. 
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put according to the spindle-end rotation angle during syn-

chronous tapping or C-axis control. In the CNC controller 1, 

the position of a switch 4d is changed according to the change 

in the machining mode, and a position command signal θr for 

the spindle amplifier is generated. Meanwhile, a command 

switching control part 4e outputs a position/speed operation 

switching command MOD, which contains data to show 

whether position control operation or speed control operation 

is performed at the time of switching.  

(2) Position/Speed/Current control part 

Position, speed and current control parts are used typical 

method. However, current limiter rolls as important functions. 

The current control part 12 controls a current of a motor 13 

based on a current limit value output by the current limiter 11. 

While a current is limited by the current limiter 11, the cur-

rent limiter 11 outputs a current limit command Il to the inte-

gral speed controller 10 to stop the integral action. The inte-

gral speed controller 10 stops the integral action to avoid un-

necessary integral action of the speed deviation signal Ve 

while the current is limited, and to prevent overshooting from 

occurring for the speed command value after the current limit 

is released. The current limiter 11 outputs the current limit 

command Il also to the position deviation control part 21.  

 

(3) Position deviation control part 

A position deviation signal θe represents the difference be-

tween the position command signal θr output by the CNC 

controller and a position signal θs generated by a motor-end 

or spindle-end encoder. In typical position loop control, θe is 

input to position control part directly. However, this proposed 

method uses position deviation control part 21. 

This position deviation control part 21 uses below input sig-

nals. 

・θf: Deviation input signal created by θe and θcd which is 

generated by command compensation part 19. 

・θr:  Which is converted to a command speed signal Fdt by 

a differentiator 22. 

・Acc:  Command acceleration signal. 

・MOD: Position/speed operation switching command. 

・Fdt:  Command speed signal. 

After the predetermined operation is completed, the posi-

tion deviation control part 21 outputs a deviation limiting out-

put value θg to a position control part 5.  

 

Figure 12 shows the flowchart of the operation carried out 

by the position deviation control part 21. In the position de-

viation control part 21, while the current limit command Il is 

given (S101) and the operation mode is speed control during 

which the position/speed operation switching command 

(MOD) does not require absolute position tracking (S102), 

when the command acceleration signal Acc has a positive 

value (Acc ≥ 0) (S103) and the deviation input signal θf in-

creases in the positive direction (S104), it is assumed that the 

position deviation control section output value θg equals to 

the last value of θg (S105), and that the input/output deviation 

signal Vh has a (θf - θg) value (S106). Meanwhile, in order to 

send a command to the position compensation amount control 

part 19a in the position compensation part 19 to turn on the 

Figure 11: Tracking delay compensation. 

Figure 12: Operation flowchart in the position. 
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switch 19b (Fig. 11), the input/output deviation signal Vh out-

put from the position deviation control part 21 is accumulated 

by the compensation position deviation amount θcd. The 

compensation position deviation amount θcd is subtracted 

from the position deviation signal θe to generate the deviation 

input signal θf. 

When the command acceleration signal Acc has a negative 

value (Acc < 0) (S109) and the deviation input signal θf in-

creases in the negative direction (S110), it is assumed that the 

output value θg equals to the last value of θg (S111), and that 

the input/output deviation signal Vh has a (θf - θg) value 

(S112).  

 

When the input/output deviation signal Vh output from the 

position deviation control part 21 has a (θf - θg) value, the 

position deviation amount control part 19a of the position 

compensation part 19 shown in Fig. 11 turns on the switch 

19b. Then, the input/output deviation signal Vh of the posi-

tion deviation control part 21 is accumulated by the integrator 

20 to output the compensation position deviation amount θcd. 

The compensation position deviation amount θcd is sub-

tracted from the position deviation signal θe. The input/output 

deviation signal Vh (base of θcd) represents the difference 

between θcd and the signal θe that represents the difference 

between the position command signal θr and the motor 13 po-

sition signal θs. Therefore, when the current command value 

reaches the limit in the motor controller due to saturation of 

the motor output voltage during acceleration/deceleration of 

the motor, insufficient torque for the commanded accelera-

tion, or other reason, it is possible to prevent the gap between 

the speed command calculation signal Vr (output from the 

position control part 5) and the actual motor speed Vs from 

increasing even if the position command signal θr value (con-

verted from the speed command signal) is too large while the 

speed command 2 is selected with the switch 4d. Conse-

quently, it is possible to reduce the delay in returning to posi-

tion control when the current limit is removed. 

 

(4) Position compensation part 

A position-within-one-revolution compensation control 

part 16 is present on the output side of the position compen-

sation part 19. The position-within-one-revolution compen-

sation control part 16 normalizes the compensation position 

deviation amount θcd output by the position compensation 

part 19, and calculates a position-within-one-motor-revolu-

tion deviation signal Vrh (the data for two or more revolutions 

are discarded and the motor deviation amount within one rev-

olution (difference between the position command and the ac-

tual motor position) is calculated). When it is confirmed that 

the current command is within the current limit after the cur-

rent limit is removed, a position-within-one-revolution com-

pensation amount Vrh is calculated so that the position within 

one motor revolution deviation becomes zero. Vrh is added 

to the integrator 20 in the position compensation part 19. 

Figure 13 (b) shows the acceleration/deceleration slope pro-

files of the position-within-one-revolution deviation signal 

Vrh. The horizontal axis represents the speed, the vertical axis 

the slope (acceleration), the solid line the case 1 profile, the 

chain line the case 2 profile, and the dash-dotted line the mo-

tor torque characteristics.  

As shown in Fig. 13 (a), the maximum speed in the Vrh 

compensation pattern is determined at a certain ratio γ (e.g. 

10%) of the speed feedback value at the start point of actual 

compensation. The slope profile (acceleration) to the maxi-

mum speed in the Vrh compensation pattern is determined 

according to the motor output torque characteristics as shown 

by the dash-dotted line in Fig. 13 (b). The slope profile line 

may be straight as shown by the solid line (case 1) in Fig. 13 

(b) by leaving a margin for the motor output torque charac-

teristics if the controller's processing time and the memory 

capacity allow. Otherwise, the profile may be set in stages as 

shown by the chain line (case 2). Thus, the compensation is 

performed in a stable and fast way for the position within one 

revolution after the current limit is removed.  

 

(5) In case of speed control mode 

In the CNC controller 1 in Fig. 11, a command PHS, which 

shows that compensation is not required for the position 

within one motor revolution, is input to the motor controller 

from a position-within-one-revolution alignment control part 

26 in speed operation mode that does not require absolute po-

sition tracking. The command PHS is transmitted to a switch 

27 in the position compensation part 19 and a switch 28 be-

tween the position deviation control part 21 and the position 

control part 5. The switch 27 usually connects to the in-

put/output deviation signal Vh input from the position devia-

tion control part 21. However, when the command PHS is in-

put, the switch 27 is switched to connect to the opposite side 

of the Vh signal. On the opposite side, the switch connects to 

the differential value input of the deviation of the actual mo-

tor 13 position measured by the encoder 6 from the ideal mo-

tor 13 position calculated from an equivalent control system 

model that has the characteristics of the controlled object by 

a position loop model 15 based on the position command sig-

nal θr. Ideally, motor 13 position is controlled to follow the 

characteristic of position control part 5. So position loop 

model 15 is designed based on parameters of position control 

part 5. 

When the position/speed operation switching command 

MOD instructs speed control operation mode, the ideal motor 

13 position is calculated and the deviation of the actual motor 

13 position measured by the encoder 6 from the ideal position 

is used for generation. When the command PHS is input, the 

switch 28 is also switched and the deviation input signal θf is 

directly input to the position control part 5 by a route passing 

through the position deviation control part 21.  

Thus, when compensation is not required for the position 

within one motor revolution, acceleration/deceleration time 

can be minimized according to the motor output torque. 

 

(6) The signal waveform in the proposed control 
Figure 13 also shows waveforms of the operation signals 

when the proposed approach is taken. In the topmost graph, 

the horizontal axis represents the time, the vertical axis the 

speed, the chain line the speed command signal Fdt, the dash-

dotted line the speed command calculation signal Vr, and the 

solid line the motor speed Vs. In the second graph from the 

top, the horizontal axis represents the time, the vertical axis 

the current, and the solid line the current command value. The 
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third graph shows the position-within-one-revolution com-

pensation signal Vrh. The horizontal axis represents the time, 

and the vertical axis the compensation amount. In the fourth 

graph, the horizontal axis represents the time, the vertical axis 

the position deviation, and the solid lines represent the com-

pensation position deviation amount θcd and the deviation of 

the position within one motor revolution. In our approach, 

even if the motor cannot be fully accelerated due to the cur-

rent limit and the motor speed Vs deviates significantly from 

a command speed signal Vrv output by the command gener-

ation part 1, the position deviation control part 21 limits the 

position deviation control part output value θg under certain 

conditions to prevent the speed deviation signal Ve, which 

represents the gap between the speed command calculation 

signal Vr output by the position control part 5 and the actual 

motor speed Vs, from increasing beyond the predetermined 

level. Thus, transition to position compensation is performed 

faster when the motor output torque characteristics are re-

stored and the current limit is removed, preventing overshoot-

ing from occurring for speed or position control.  

Furthermore, after the current limit is removed, the posi-

tion-within-one-revolution compensation amount Vrh is 

added to the integrator 20 in the position compensation part 

19 to enable consecutive control of the spindle position within 

one revolution to follow the command. The compensation po-

sition deviation amount θcd is reduced during acceleration 

and increased during deceleration to make the position within 

one revolution zero. Therefore, it takes less time to determine 

the compensation amount and perform the compensation for 

the position within one revolution. 

4 VERIFICATION OF THE PROPOSED 

APPROACH BY SIMULATION 

The following shows the result of verification by simulation 

of the effect of the proposed tracking delay compensation 

control. 

Figure 14 shows the acceleration/deceleration waveform 

for an ordinary position loop without the tracking delay com-

pensation control we propose. When a program is built with 

a time constant that would allow the torque to exceed the 

maximum motor torque, the intended acceleration/ decelera-

tion torque becomes unachievable. Consequently, deviations 

from position commands are accumulated, and control loop 

works for recovery, resulting in overshooting.  

Figure 13: Tracking delay compensation control sig-

nal waveform. 

Figure 14: Acceleration/deceleration waveform 

without tracking delay compensation control. 

International Journal of Informatics Society, VOL.12, NO.1 (2020) 69-78 75



Moreover, when the torque reaches the maximum motor 

torque region, the current is limited in the amplifier and the 

control system enters nonlinear regions. Consequently, the 

current command behavior becomes unstable and causes re-

ciprocation between upper and lower current limits. This phe-

nomenon causes increase in mechanical impact and signifi-

cant damage on the machine. 

  Figure 15 shows the acceleration/deceleration waveform 

with the tracking delay compensation control we propose. In 

order to apply the utmost motor torque, the program is built 

with an acceleration/deceleration time constant to exceed it, 

enabling acceleration/deceleration along the diagram of the 

maximum motor torque. Since the motor torque is restricted 

against the command, the current is limited at the maximum 

current in the amplifier. Overshooting does not occur and the 

control loop remains stable.  

 

5 EVALUATION 

5.1 Reduction in the Time Required for Con-

trol Mode Switching by Performing Consecu-

tive Position Control 

The following shows the result of verification of the effect 

of implementing the proposed approach with an actual 

spindle amplifier. 

The system for verification is a multi-tasking machine with 

two main spindles for turning (spindle 1 and spindle 2) and a  

tool spindle for milling. Each main spindle has feed axes X1 

and Z1, and X2 and Z2 respectively. Each main spindle can 

be used for machining of different workpieces, or a workpiece 

can be pre-cut by spindle 1, re-chucked by spindle 2 for 

machining without set-up change operation by an operator. 

Spindle 1 and spindle 2 can be also used to chuck one 

workpiece for heavy cutting. 

 
[Reduction in the C-axis switching time] 

Since consecutive position control in the system we propose 

enables position control with main spindles, it is possible to 

eliminate processes such as stopping the operation once, 

home position return of the C-axis, and C-axis angle calcula-

tion required for transition from speed control for  

turning to position control for milling with the tool spindle as 

shown in Fig. 16. 

 
[Reduction in the spindle synchronization time] 

As shown in Fig. 17, basically the same processes as shown 

in Fig. 16 are followed when the main spindle 1 and main 

spindle 2 chuck a workpiece for heavy cutting (turning) and 

C-axis control is required in the next process in former sys-

tems. In this case, position control is not performed for the 

spindle 1 and spindle 2 during turning. To perform home po-

sition return, each spindle must release the workpiece. There-

fore, the chuck of each spindle is opened and the workpiece 

is held by the other spindle during home position return. The 

Figure 15: Acceleration/deceleration waveform 

with tracking delay compensation control enabled. Figure 16: Time reduction for switching from turning 

to milling (C-axis control). 

Figure 17: Time reduction for switching from spin-

dle-linked turning to C-axis-linked milling (spindle 

synchronous control) 
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proposed approach reduces the no-cutting time required in 

existing systems. 

 
[Stopping time reduction for spindle orientation] 

The tool to be used must be changed according to the machin-

ing process. To change the tool automatically by a program 

using an Auto Tool Changer (ATC) without tool change op-

eration by an operator, the spindle must be stopped at a pre-

determined angle. 

In existing systems, the speed of revolutions is changed 

from a high speed to a certain low speed once for a while for 

switching to position control, the spindle (tool) angle is de-

tected, a distance command is generated in the amplifier to 

stop the spindle at a predetermined angle, and then the spindle 

is stopped.  

These processes can be eliminated when the proposed ap-

proach is used since consecutive position control is estab-

lished to keep tracking the spindle (tool) angle in the ampli-

fier, resulting in reduction in the spindle orientation time. Fig-

ure 18 shows the test result of the proposed approach. 

 

Table 1 also shows reduction in time required for above-

mentioned switching of the machining mode. 

 

5.2 Improvement of Cutting Accuracy by In-

tegrating Servo Control and Spindle Control 

Along with adoption of consecutive position control, we 

standardized the processor and algorithm between spindle 

control and servo control, and improved the accuracy of the 

spindle encoder. 

As a result, the feedback control performance level is raised 

to the same level required for servo axis control that demands 

high-precision path control. 

Figure 19 shows comparison of machining results for C-

axis control between the spindle amplifier mainly used for 

speed control operation and the spindle amplifier with the 

control performance equivalent to servo control, which is 

adopted along with adoption of consecutive position control.  

 

 

6 CONCLUSION 

In the past, a focus is put on high-speed revolutions of the 

tool for spindle motors and spindle amplifiers in machine 

tools. Therefore, the critical issues are to generate the maxi-

mum torque to reduce the acceleration time to reach high 

speed revolutions, and to generate high power for heavy cut-

ting. 

However, in the recent progress in pursuing high productiv-

ity for cutting machining, multi-tasking machines for both 

turning and milling have become more and more dominant. 

As a consequence, position control such as C-axis control has 

become essential for spindles (motors and amplifiers) in in-

creasing number of cases and how to reduce the switching 

time has become a controversial issue. 

However, the other ways except for switching had not ex-

isted before our proposal. Because no other way but our pro-

posal couldn’t solve the overshooting issue of spindle’s posi-

tion loop during acceleration/deceleration with the utmost 

motor torque. 

In this research, we proposed consecutive position control 

in spindle amplifiers in the same way as in servo amplifiers 

to address the issue, and verified its validity. This control 

method has been adopted in our products, which differenti-

ates our products from previous spindle amplifiers and con-

trollers. Furthermore, we are in the process of promoting 

standardization of amplifiers for motors driving machine 

Figure 19: Improvement of cutting performance by 

integrating servo control and spindle control [refer-

ence] 

. 

Machining conditions 

Milling spindle: spindle rotation speed：    9000 r/min,  

Main spindle: machining surface speed： 900 mm/min 

 Tool: C2MAD160 (Mitsubishi Materials), material: A7075 ALQUEEN  

- Cutting fluid: Finecut 1000 (NEOS) 

Figure 18: Result of spindle orientation time reduction. 

Table 1: Effect of time reduction for opera-

tion of the multi-task machining program 
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tools to remove the barriers between different types of ampli-

fiers. 
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