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Abstract - In a teleworking environment, sharing the states
of workers is important to facilitate smooth communication;
this requires a worker state estimation method to be adaptable
to various workspaces. Previous methods have realized high
estimation accuracy, but they have needed laborious manual
work to suitably tag the learning data. This paper proposes a
novel worker state estimation method by reducing the man-
ual task of labeling using three automated processes: sensing,
clustering, and selecting. A prototype system was developed
and tested in two workspaces for evaluation. The system se-
lected 26.1% and 22.5% of the obtained data for labeling in
workspace 1 and workspace 2, respectively. As the data for
labeling decreased, the observation time of a worker also de-
creased. Approximately 75% of the manual work could be
reduced. The estimation accuracy was 93.2% in workspace
1 and 76.0% in workspace 2. This method was effective in
reducing the manual labor involved in estimation. The esti-
mation accuracy differed depending on the use conditions of
the workspace. Methods to improve this metric are also dis-
cussed.

Keywords: Worker state estimation, Worker state sharing,
Telework, Unsupervised clustering method

1 INTRODUCTION

A broadband network enables internet connectivity and al-
lows the sharing of multimedia content. This allows a social
infrastructure to be built, with which people can collaborate
using multipoint video conferencing systems, chat systems, e-
mails, and telephone conferences. In many companies, work-
ers work remotely from various places, such as their homes.
To work in cooperation with an organization, communica-
tion between the group members is important. Workers often
need to communicate with remote workers; however, this also
means that, while communicating, the individual work of the
remote worker being contacted must be suspended. If remote
workers are interrupted at inappropriate times, their individ-
ual work would suffer and, their productivity would decline
[1][2]. When working in a common room, there is a shared
awareness between the workers; a worker easily notices the
states of the other workers. Therefore, a worker can initiate
communication at an appropriate time. However, in telework-
ing, a worker is not able to easily discern the states of other
workers, and therefore, abruptly sends them a message, either

through a chat system or by a telephone call, thereby inter-
rupting the work of those workers. For effective remote col-
laboration, recognition of the states of the remote workers is
important. Related research [3]-[7] has reported on the sig-
nificance of this factor.

This research aims to develop a worker state estimation
method for use in teleworking. Figurel shows the concept
of the worker state sharing system. A terminal is placed in
the room for teleworking. In the figure, co-worker B is a col-
laborator at another location. The role of this terminal is to es-
timate the states of the workers in the room and to share these
states with other co-workers. The terminal is made aware of
the state of a worker, which helps workers to time their com-
munication opportunely. As shown in this figure, the system
confirms the state of a worker and improves accuracy in es-
timation. At this time, the terminal classifies the state of the
worker; the role of the worker is to teach the system how to
share the current state. Following this process, the terminal
does not disturb the worker when crafting, and the worker can
appropriately communicate, or be communicated with, using
a telephone or messenger, after the crafting activity is com-
pleted. The terminal can estimate the state adopted by the
worker.

Many studies on human activity estimation have reported a
high level of accuracy in estimation by using machine learn-
ing [8]. To build an estimator by the conventional method
requires enormous amounts of learning data. The learning
data are created by labeling supervised information onto data
collected from numerous sensors. In many studies, creating
this learning data is large and laborious a manual task.

Therefore, we propose a new method to construct an esti-
mator that reduces the manual task. This method has four pro-
cesses: sensing, clustering, selecting, and labeling. A com-
parison of the conventional method and the proposed method
is shown in Fig. 2. The conventional method manually labels
the sensor data and supervised information, and inputs them
into the learning process. The target data for labeling include
all the sensor data. The proposed method classifies the sen-
sor data using a clustering method. The system selects the
target data for labeling based on the results of the clustering
process. The number of targets equals the number of clusters.
As in the conventional method, the system initially creates an
estimator with these four processes. In the proposed method,
the process from sensing step to selecting step is automated
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What did you do
with this video ?

b

I was crafting.

As I am intensively
working, please tell

my coworkers

“T will contact you later”

terminal

OK, I will tell
everyone so.
coworker B is
back.

Try to call now.

Room for teleworking

Figure 1: Concept of the worker state sharing system. The
terminal confirms the state of a worker and develops an
estimator.

task. This process of selection decreases the manual tasks
by reducing the number of targets for labeling. The labeling
process is carried out only once after multiple targets are se-
lected by the selection process. The worker observes the tar-
get scenes selected by the selection process and indicates the
worker’s state. An estimator is created by running these four
processes only once. When estimating the worker’s state from
new sensing data, the system calculates the cluster containing
the sensing data. At the time of collection of the sensing data,
the worker’s state is predicted by using the label of the cluster.

A prototype system was developed to evaluate the proposed
method, and experiments were performed in two workspaces.
The evaluation experiments confirmed the reduction in man-
ual work. The rest of this paper is organized structure as fol-
lows. Chapter 2 describes related research on human activity
estimation. Chapter 3 describes the proposed method in de-
tail. Chapter 4 describes the experimental prototype system.
Chapter 5 describes the experimental methods and their re-
sults. Chapter 6 provides a discussion of the results. Chapter
7 presents the conclusions.

2 RELATED RESEARCH

2.1 Human Activity Estimation

Numerous reports on human behavior estimation employ
machine learning [8]. Avrahami et al. [9] reported on the es-
timation of the behavior of convenience store clerks and desk
workers. They used a support vector machine (SVM) and the
K-nearest neighbor (KNN) to learn the states of store clerks
and office workers. A large amount of supervised data is re-
quired for learning using SVM- or KNN-based systems. In
addition, Laput et al. [10] reported on a technological solu-
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Figure 2: Comparison of the differences in the proposed
method and conventional method

tion to estimate the activity in a house, and also used an SVM
as the learning method. Both studies reported a high level of
accuracy in estimation, but they required a large amount of
learning data with supervised information to be generated.

Each telework environment is different in terms of the size
and structure of the room, as well as the size and arrangement
of the furniture. These conditions affect the data input from
the sensor. Collecting data under all conditions is difficult,
and learning data must be generated for each work environ-
ment. Reducing the magnitude of the task of generation of
the learning data is important.

2.2 Sensor for Human Activity Estimation

Previous studies have reported that various sensors can be
used to a estimate human activity. These sensors are classified
into three types, as shown in Fig. 3.

Murao et al. [11] used wearable sensors to estimate the
state of a remote worker. A wearable sensor can typically
sense the worker to which it is attached. A wearable sensor
is battery-powered, and therefore, requires regular charging.
This charging is inconvenient for workers.

A personal computer (PC) is a well-known tool for tele-
working. Hashimoto et al. [12] obtained useful information
about remote workers by maintaining an operational log on
the PCs of the workers. This method only estimates the work
done using a PC.

Other methods for estimation have been proposed that use
ambient sensors. Laput et al. [10] used a sensor module that
combined multiple sensors in a room to estimate human activ-
ity. Avrahami et al. [9] installed a radio frequency (RF)-radar
under a desk to sense human motion without interfering the
work. However, these studies have a heavy manual tasks load
of creating a large amount of learning data by labeling super-
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Figure 3: Classification of the sensors that collect the data
for human activity estimation

vised information to sensor data.

Ambient sensors can be installed at locations that do not
interfere with the actual work, and where a stable source of
power is available. An ambient sensor can also collect data
when the worker is not using the PC. Such ambient sensors
are suitable for use in teleworking environments. The pro-
posed method uses an ambient sensor installed in a telework
environment. Our previous research [13][14] reported exper-
iments to collect data using ambient sensors for classifying
workers’ states. The new proposed method creates an estima-
tor using four processes including the selecting process and
the labeling process.

3 PROPOSED METHOD

The proposed method consists of four processes: sensing,
clustering, selecting, and labeling. The process from sensing
to selecting is automated. Only labeling is the manual task.
When developing an estimator with these four processes, the
system records a video simultaneously along with the collec-
tion of sensor data. This video is used to observe the state of
a worker in the labeling process. After clustering the sensor
data, the system selects from the entire video the scene to be
observed. This scene selection process shortens the observa-
tion time. The four processes are described in detail in the
following paragraphs.

3.1 Sensing

The sensing process uses a microphone and distance sen-
sor. The microphone detects signals based on the behavior
of the worker (e.g., worker voice, keystroke sound, and door
opening and closing sounds). The distance sensor detects
the area where the worker is present. Our previous research
[13][14] reported that the states of a worker can be clustered
using vibration and distance sensors. In this research, we
replaced the vibration sensor with a microphone, which can
sense voices and sounds all around in a workspace.

The feature quantity, as shown in Fig. 4, is determined at
fixed time intervals from each sensor data. The microphone

179

Microphone data

20 2 22 23 24 25 26 27 28 29 30 31
time[sec]

b-->1 !

Shifting +-
& J, Window

v

Feature quantity of microphone data

Distance sensor data

Moving average

Feature quantity of/

distance sensor data

' Clustering

Figure 4: Sensing of the data from a microphone and
distance sensor and calculation method of the feature
quantity.

data are Fourier transformed, and the distance sensor data are
averaged.

3.2 Clustering

This process uses an unsupervised clustering method.
There are many clustering methods [15]. We compared the
following four methods in terms of the accuracy and calcula-
tion time: k-means method, Gaussian mixture model (GMM)
method, mean-shift method, and spectral clustering method
(Table 1). For this evaluation, data were collected in the
workspace for teleworking. The microphone and distance
sensor data collected in the sensing process were used. When
data collection was conducted, the worker’s states were clas-
sified into the following four types: “Meeting via video con-
ference.”, “Using a PC on a desk”, “Crafting on a desk”, and
“Leaving the seat”. The data were collected for one day only.
The calculation time ratio in Table 1 is a ratio for calculating
time using the k-means method.

The proposed method uses the k-means method. The two
methods, mean-shift and spectral clustering, slightly improve
the accuracy compared to the k-means method, but the calcu-
lation time is more than 18 times, which is extremely long.
There is nearly no difference between the accuracies of the
GMM and k-means methods; however, the calculation time
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Table 1: Accuracies and calculation times of the clustering

methods
Method Accuracy | Calculation
rate [%] time ratio
k-means 89.4 1.0
GMM 89.6 1.3
Mean-shift 91.0 21.8
Spectral clustering 91.6 18.4
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Figure 5: Example of arranging the sensor data in a time
series and selecting the longest section as the target data

for the latter is short.

The k-means method can be used for clustering with sen-
sors, even on small computers. Miniaturization of a terminal
facilitates installation in the workspace.

3.3 Selecting

The system selects the target data so as to reduce the man-
ual task of labeling. In the labeling process, a worker observes
the video of the sensed time of the target data, determines the
worker state, and labels the target data. The system selects
the target data from the clustering result and cuts out the video
scene captured when the selected data are sensed. The state of
a worker may change frequently in a short time or remain the
same for a long time. When a scene that changes frequently
is selected, the length of the video to be observed is reduced,
but the determination of the state becomes difficult. When a
scene in a specific state continues to be selected, the video
scene to be observed becomes longer, but the determination
of the state is smooth. This process arranges the data into
the cluster in a time series and selects the longest section as
the target data for labeling (Fig. 5). The system cuts out the
video scene from the time when the target data are sensed and
presents the video scene to the worker. The system selects the
data of one section from one cluster.
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Figure 6: Prototype system. (a) Hardware configuration. (b)
Flow of the four processes in the prototype system.

3.4 Labeling

The worker observes the video scene selected by the sys-
tem and determines the worker state. The worker returns the
determined state to the system. The number of video scenes
observed in this process is the same as the number of clusters.
The length of the video scene is shorter than that in the select-
ing process. The observation time for labeling is shorter than
in the case of observing all the video scenes.

The system provides a complete estimator, with the work-
ers labeling each cluster. When new sensing data is provided
to this estimator, the distance between the data and the cen-
ter of each cluster is calculated; the cluster was created by
the k-means method. The closest cluster is selected, and the
worker’s state is predicted by using the label of the cluster.

4 Prototype system to develop estimator using
four processes

As shown in Fig. 6, a prototype system is developed to
evaluate this method. The prototype terminal consists of a
sensor and a small computer, and executes the processes of
sensing and clustering. The timing of the prototype terminal
and video camera are synchronized. The prototype terminal
is described in detail in the next section.
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Figure 7: Prototype terminal with a combination of a
microphone and distance sensors.

The video camera of this system is GoPro5. The prototype
terminal and the PC are connected by the same LAN. Videos
from the camera are transmitted directly to the PC. The clus-
tering results are transmitted from the prototype terminal to
the PC.

In the selecting process, the prototype program on the PC
selects the target data, cuts out the video, and presents the
video scenes to the worker. In the labeling process, the worker
observes the video and labels the target data on the same PC.

The prototype terminal implements the sensing and cluster-
ing processes (Fig. 7). The terminal is used on a work desk.
This terminal receives data from the microphone and distance
sensors synchronously using a microcontroller. The micro-
controller uses Raspberry Pi3 Model B. The microphone used
is ADMP441, manufactured by Analog Devices. The distance
sensor used is GP2Y0A710K, manufactured by SHARP. The
direction of the distance sensor of the terminal is adjusted to
the location where a worker sits. The sensing data from the
two sensors are clustered by the k-means method in this ter-
minal.

S EVALUATION TEST USING
PROTOTYPE SYSTEM

5.1 Test Procedure

The terminals were positioned at two workspaces for the
evaluation test. The first workspace (WS1) is a private room
used by a worker at his home, that the worker used for tele-
working once or twice in a week. Other co-workers never
enter the room. When working in WS1, the worker in this
room talks to other co-workers by videoconference. The esti-
mator for WS1 was created by collecting data for one day at
this workspace.

The second workspace (WS2) is a university office and is
the room of an instructor. WS2 is primarily used by one

181

Table 2: Sensing result: collecting time and number of
sensor data

Workspace | Total time | Number of data
WS1 12h 53min 44,654
WS2 16h 11min 59,105

Table 3: Selecting result: selecting time and number of
sensor data. The last column is the number of video files
created by the selecting process

Workspace | Total time | Number of | Number of
selected data | movie files
WS1 3h 21min 12,097 20
WwS2 3h 38min 13,095 30

worker, and other co-workers may enter it. In addition, the
worker in this room talks to co-workers via a video confer-
ence. The estimator for WS2 was created from three-day
sensor data, including in-room conferences and video con-
ferences. The sensor data of the different workdays were col-
lected and evaluated.

5.2 Test Result

Table 2 lists the collection time and number of sensor data
determined using the prototype terminal.

The total time and number of data after the selecting pro-
cess are listed in Table 3. The last column is the number of
video files created by the selecting process. The system se-
lects 26.1% of the data for labeling in WS1 and 22.5% data
in WS2. The number of video scenes to observe is small: 20
scenes in WS1 and 30 scenes in WS2. As the target data for
the labeling decreases, the observation time of a worker also
decreases.

The four states of the workers in each workspace are ob-
served in the video after the selecting process.

The states of a worker in WS1 are:

S1-1: Leaving the seat.
The worker leaves the seat and moves to the next room.

S1-2: Using a PC on a desk
For example, the worker creates documents using a PC
on the desk or browses the web.

S1-3: Crafting on a desk
The worker works without using the PC. In this case,
the worker crafts an electric circuit (soldering, cable
making, and circuit assembly).

S1-4: Meeting via video conference.
Workers in both the workspaces use a PC to conduct a
video conference. The workers talk to a remote worker.
The worker in WSI1 talks to other people in the same
room.
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Figure 8: States of a worker in workspace 1 and workspace 2

The states of a worker in WS2:

S2-1: Leaving the seat.
The worker leaves the seat and moves to the next room.

S2-2: Using a PC on the wall side desk
The worker uses a desktop PC on the wall desk. For
example, the worker creates documents using a PC on
the desk or browses the web.

S2-3: Writing or reading on the central desk
The worker works without using the PC. For exam-
ple, the worker writes or reads paper documents. The
worker works quietly and concentrates on the task.

S2-4: Talking with other co-workers
The worker talks with other co-workers in the same
room. He also talks with a remote co-worker using a
PC to conduct a video conference.

The estimator is created when a labeling result corresponds
to a clustering result. The sensor data for the evaluation were
collected on workdays different from the days when the es-
timator was made. The estimation accuracy at this time was
93.2% for workspace 1 and 76.0% for workspace 2. The esti-
mation results for WS1 are shown in Fig. 9 and are shown in
Fig. 10 for WS2.

The conventional method[9] using a single terminal could
estimate the office workers’ states with an accuracy of ap-
proximately 90%, and the same level of accuracy will be
required in a telework environment. The result of success-
ful estimation in WS1 was 93.2% and was very close to the

workers’ states observed in the video for several hours. The
worker’s states can be shared with an accuracy of 93.2%, and
the effect of reducing unnecessary interruptions will be high.
This result would be sufficient for meaningful sharing with
remote co-workers.

In WS2, the estimation result and the workers’ states
showed a similarity of 76.0%. However, for the time segment
T1 in Fig. 10, the estimation results for state “S2-4: Talking
with other co-workers” were mostly incorrect for a duration
of 25 minutes. The estimation accuracy was lower than that
of WS1 and was insufficient. In the future, the effects of esti-
mation errors need to be examined.

6 DISCUSSION

6.1 Reduction in Manual Tasks by Proposed
Method

The video scene for labeling was reduced by more than
70%. At this time, each video contains the same work scene,
and there is little change. The proposed method reduced the
time required for observation and enabled the efficient deter-
mination of the state of a worker.

The labeling process was short and smooth, and estimators
could be developed for each workspace. The worker state
sharing system using these estimators could be constructed,
and the sharing information was defined according to the task
of each worker and the structure of the workspace. This
method enabled co-workers to share each others state, and
is good for creating communication opportunities according
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to the states of each worker.

Occasionally, even if a worker uses the same room, the fea-
tures of the work may change, and the tools used may dif-
fer accordingly. In such cases, the estimator may have to be
recreated to account for such changes. We expect the idea
of the present method also contributes to reduce the amount
of manual work to recreate the estimator. To develop a more
robust method, we plan to examine the effectiveness of the
present method to recreate the estimator based on a large
amount of new sensor data generated when the features of
the work has been modified.

6.2 Number of Workers in Workspace and
Configuration of Sensors

The estimation accuracy of WS1 was high at approximately
90%, but the accuracy of WS2 was lower than that of WSI.
One of the differences between the two workspaces was the
number of workers. In time segment T1 in Fig. 10, another
worker entered WS2, and the two workers talked. In addi-
tion, the two workers sometimes quietly browsed documents
or searched for books on a bookshelf. In time segment T2 and
T3 in Fig. 10, a worker in WS2 and a remote worker were
talking to each other via video conference, and there was al-
most no quiet time. The estimation accuracies were different
for these three segments because of the amount of voice data
from the microphone. When designing this system, we as-
sumed that more voice information could be obtained if there
were two workers in the same room.

Only one distance sensor was attached to the terminal, and
the system could not classify the differences in the states de-
pending based on the number of workers. To classify the
states of multiple workers, the terminal should have multiple
distance sensors connected pointing in multiple directions, as
the accuracy would then increase if the sensor data changed.

We will continue to improve the sensors on the terminals
while investigating different conditions of the teleworking en-
vironment. Furthermore, we will install improved estimators
in many telework environments and also evaluate the effect
on remote collaboration work.

7 CONCLUSION

The sharing of the states of a worker with other workers is
important to facilitate effective communication in telework-
ing. In this study, we developed a new method that required
less manual work to develop a worker state estimator. We
tested the new method for estimation in two workspaces. The
system selected 26.1% of the data for labeling in workspace
1 and 22.5% data in workspace 2. As the target data for the
labeling decreased, the observation time of a worker also de-
creased. Thus, 70% or more of the manual work could be
reduced. The estimation accuracy at this time was 93.2%
in workspace 1 and 76.0% in workspace 2. The proposed
method significantly reduced the manual tasks. However, the
estimation accuracy differed depending on the use conditions
at the workspace. This difference may have been caused by
presence of other co-workers. The accuracy could be im-
proved by adding additional distance sensor(s) to consider

other co-workers.

In future, the prototype system will be extended to remote
collaboration to evaluate the effect of this method on smooth
communication in this aspect also.
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