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Abstract - Machine learning is being actively used to
detect malware-infested hosts and their malicious com-
munications. When applying machine learning, design-
ing the right feature is the key for accurate detection.
BoW (Bag of Words)-based feature extraction is widely
applied in natural language processing and also utilized
for malicious communication detection. However, BoW-
based feature extraction does not always scale for han-
dling network logs that often have new data sequences.
By focusing on the fact that new data sequences in net-
work logs are in many cases mostly similar but partly
different, we propose a new detection method based on
a data compression algorithm. Since the compression
algorithm has a characteristic that data size after com-
pressing is related to similarity of data, a compression
algorithm based feature can be utilized for classification.
According to our evaluation results with real-field proxy
logs in an enterprise network, the proposed method has
better at detection than a BoW-based detection method.
In particular, its true positive rate (TPR) in a low false
positive rate (FPR) area (0.5%) is over 30% higher than
that for the BoW-based method. In addition, the results
show that the proposed method effectively detects an in-
fected host communicating with malicious URL that in-
cludes partially modified string from original malicious
logs.

Keywords: malware, log analysis, data compression,
machine learning

1 INTRODUCTION

Malware is becoming more sophisticated and has so
many variants that anti-virus software does not detect
all of them. In fact, it is reported that over 127.5 million
pieces of malware were registered in 2016 [1]. To com-
pliment the fact that detection at the endpoint is not
always successful, network log analysis is one solution
that monitors logs taken from network devices such as
proxy and firewall and finds malicious communications
derived from infected hosts.
In current log analysis, many monitoring rules have

been deployed. Examples include network scans being
detected once the number of different destination IP ad-
dresses from one source IP address exceeds a predefined

threshold and a specific malware infection being deter-
mined if one host accesses a blacklisted URL. Many mon-
itoring rules are based on operators’ elaborations on cre-
ating rules, deciding thresholds, and maintaining black-
lists. However, as malware has evolved to become able
to change communication patterns easily, heuristic rule
creation adds cost to operations and has difficulty catch-
ing up with malware modification. As a result, machine
learning is gaining attention for automatically detecting
evolving malware and for helping operations.
In applying machine learning for network log analy-

sis, first, machine learning calculates feature values from
network logs. For instance, feature values range from
the length of a string, frequency of terms in device logs,
and so on. Second, machine learning will classify the
data into legitimate or malicious on the basis of feature
values. In this process, infected hosts and malicious com-
munications are detected.
There are many detection algorithms from LR (Logis-

tic Regression), SVM (Support Vector Machine), Ran-
domForest, and DNN (Deep Neural Network). However,
the most critical factor for accurate detection is design-
ing the right feature for the problem.
BoW (Bag of Words)-based features are widely ap-

plied in natural language processing and also utilized to
detect malicious communications. However, BoW-based
feature extraction does not always scale for handling net-
work logs, which often have new data sequences.
By focusing on the fact that new data sequences in

network logs are in many cases mostly similar but partly
different, we propose a compression algorithm based fea-
ture and apply it to supervised learning for detecting
malicious communications and infected hosts.
Simply put, a compression algorithm based feature is

one form of the compression rate of data, which means
how small the data becomes after being compressed. When
the data sequence is similar to that in existing malicious
data, the compression rate should be small because this
data sequence is effectively compressed. On the other
hand, if another data sequence is totally different from
that in existing malicious data, the compression rate
should be large. In this sense, the compression rate can
be useful for finding if one data sequence is similar to
that in malicious data. Consequently, the compression
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rate can contribute to detecting malicious communica-
tions.

We evaluated the proposed method with real proxy
logs taken from an enterprise network. The results show
that the proposed method is better at detection than
the BoW-based method. In particular, the results show
that the proposed method effectively detects an infected
host communicating with a malicious URL that includes
a partially modified string from original malicious logs.

Overall, our research makes three contributions.

1. We first apply the compression algorithm feature
to supervised machine learning to detect malicious
communications and infected hosts.

2. We evaluate the proposed method with real enter-
prise proxy logs and demonstrate that the proposed
method performs better than a BoW-based classi-
fier.

3. We analyze true positive and false negative use
cases and clarify that the proposed method effec-
tively detects partially modified strings from orig-
inal malicious logs.

2 RELATED WORK

2.1 Classification Based on
Compression Algorithm

Benedetto et al. [2] proposed relative entropy. Al-
though patterns of the same consecutive code or similar
repeated code are effectively compressed, patterns of dif-
ferent code are not. Relative information volume of data
sequence x against data A is linked to how well data is
compressed. Based on this observation, Benedetto et al.
define relative entropy as how well new data x will be
compressed with existing data A. Consequently, this is
formulated as follows.

CA(x) = Z(A cat x)− Z(A) (1)

where Z is the function to output the data size after
compression, and cat is the function to concatenate the
first and second data sequences. Sometimes, normalized
relative entropy is also used, which is defined to divide
relative entropy by the size of data x.

Relative entropy has been applied to classification prob-
lems in several research areas [3] - [7]. To classify data
x into group A and B, data x is normally classified into
the more similar group. Relative entropy can be used as
one index of expressing similarity; when relative entropy
with group X is small, data x is similar to group X.

Bratko et al. [5] applied relative entropy to classify
spam e-mails. They reported that it was more accurate
than BoW based classification.

Nishida et al. [6] introduced a smoothing parameter
and set the score in accordance with the following equa-
tion to classify malicious tweets from twitter logs.

Score =
CA(x) + γ

CB(x) + γ
(2)

where γ is a smoothing parameter that should be set
large to alleviate the impact of minor letters appearing
a few times in a data string. Data x is classified as A
if the score is small and B otherwise. This scoring tech-
nique enables us to apply a compression algorithm for a
classification problem of comparably long data. Nishida
et al. [6] also demonstrated that classification of twit-
ter logs with this scoring mechanism has better accu-
racy than feature extraction with morphological analysis
and classification with a CW(Confidence-Weighted lin-
ear classification) method [8].
Different compression algorithms are used depending

on their purposes. It is reported that LZSS (gzip), LZW
(compress), PMP (rar) are applicable for text data [3]-
[6]. Adachi et al. [7] reported that bzip is applicable for
music pieces.

2.2 Method of Extracting Feature from
URL String

The BoW method is widely used to extract features
from strings. BoW decomposes string text into words by
separation of letters or morphological analysis and then
generates each word as a one-dimensional feature. Since
a URL is deemed as a one text string, BoW features can
be extracted. Kumagai et al. [9] proposed BoW-based
feature generation to apply LR supervised learning with
L1 regularization and demonstrated that their method
has better area under curve (AUC ) than blacklist based
detection.
Nelms et al. [10] proposed describing a URL attribute

with a regular expression and applying unsupervised learn-
ing to generate a malware-specific URL access template.
By comparing a target URL and the above template,
the method successfully detects malware communication
even when malware slightly modifies its access pattern.
In the security context, on the basis of knowledge on

malware analysis, many kinds of statistical features have
been proposed [11] such as the length of a URL and ratio
of vowels in a URL.

3 PROPOSAL

We propose applying a compression algorithm based
feature to apply supervised learning to detect malicious
URLs and infected hosts. Since a large part of malware
uses HTTP as a communication protocol with C2 servers,
it can be mixed with normal Web access and is hard for
operators to distinguish. Thus, in our research, we focus
on analyzing HTTP proxy logs and detecting malicious
URLs to find infected hosts.
An important observation on malware communication

in HTTP is that they tend to access C2 servers with
a slightly modified URL string in order to slip through
blacklist-based detection with minimum engineering ef-
fort. In this case, simple blacklist matching does not
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Figure 1: Overview of proposed method

Table 1: Dataset

Number of hosts Number of logs Collection Period Log Type

Malicious Logs 71,310 7,152,479 Feb. 2015 - Jul. 2015 Sandbox logs

Legitimate Logs 1,940 36,581,398 Feb. 2014 - Mar. 2014 Proxy logs in enterprise

catch up with malicious URLs since malware may have
various URL access patterns even if its modifications are
small. In this sense, we expect the compression algo-
rithm based feature to correctly describe the similarity
between a slightly modified malicious URL and a known
malicious URL.
To the best of our knowledge, our proposal is the first

to apply a compression algorithm to detect malicious
communication URLs and infected hosts. In addition,
our method is different from existing compression al-
gorithm based methods in that we use a compression
algorithm-based score as a feature in supervised learning
and the feature can be combined with other features.
Furthermore, our research considers a URL structure
that has many kinds of attributes such as FQDN, PATH,
and QueryString to generate a multi-vector compression
algorithm feature for each attribute.
Figure 1 shows an overview of the proposed method.

The flow of our proposal is as follows.

1. Input raw logs and execute preprocessing to obtain
malicious URLs, legitimate URLs and test URLs

2. Compress malicious URLs and legitimate URLs to
generate compress model

3. Input malicious URLs and legitimate URLs with
application of compress model to generate com-
pression algorithm features, namely Zpos(Malicious
Compression Rate) and Zneg(Legitimate Compres-
sion Rate). Zpos and Zneg are defined in equation
(3) and (4) respectively. Features are calculated
for each attribute of a URL.

4. Train classifier with compression algorithm features
and generate prediction model

5. Generate compression algorithm features from test
URLs with application of compress model

6. Detect malicious URLs and infected hosts with ap-
plication of prediction model

As with preprocessing, suitable data must be selected
in machine learning for correctly estimating a classifier’s
performance. We execute two-phase cleansing in this
process. First, we delete duplicate URLs in legitimate
and malicious logs. This is because hosts may access the
same URLs repeatedly. To correctly estimate a classifier,
we leave first-to-appear logs in a dataset and eliminate
duplicate logs.

Second, we eliminate URLs included in both malicious
and legitimate logs, since having the same logs in both
datasets may degrade the classifier’s performance. In
fact, there are many cases in which the same URLs are
included in both logs. For instance, some service URLs
are automatically accessed from specific applications in-
stalled in many environments. Search engine URLs are
also often accessed from infected hosts for connectivity
checks and included in malicious logs.

As for the compression algorithm features, we define
Zpos and Zneg as follows.

Zpos(x) =
Cpos(x) + γ

L(x) + γ
(3)

Zneg(x) =
Cneg(x) + γ

L(x) + γ
(4)

where Cpos and Cneg are relative entropy between data x
and malicious log(pos) or legitimate log(neg), L is data
size of x, and γ is a smoothing parameter.
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4 EVALUATION METHOD

4.1 Dataset

The dataset used for all evaluations is shown in table
1.
Malicious logs are taken from an in-house sandbox [12]

where we run over 70K malware downloaded on a daily
basis from a malware-sharing site and collect pcaps to
extract URL information. Legitimate logs are taken from
real-environment proxy in an enterprise network.

4.2 Evaluation Indices

Evaluations are executed on the basis of a holdout test
that uses previous data in time series as the training
dataset and evaluates with later data in time. Evaluation
indices are AUC , partial AUC (pAUC ) [13], and true
positive rate (TPR)0.5% [14].
AUC is the area under the curve drawn on a 2D surface

of a false positive rate (FPR) and TPR by changing the
score threshold. pAUC is the area under the curve of a
limited range of a FPR [p1, p2]. Considering the TPR as
a function having a FPR as a variable, AUC and pAUC
are defined as follows.

AUC =

∫ 1

0

TPR dFPR (5)

pAUC =

∫ p2

p1

TPR dFPR (6)

Through our evaluation, we set [p1, p2] = [0, 0.1].
TPR0.5% is the TPR value for a low FPR, specifically

FPR = 0.5%. In security operations, a low FPR is cru-
cial since the final judgment is done by operators. pAUC
and TPR0.5% are important indices to estimate detection
capability with a low FPR.

4.3 Selection of Compression Algorithm

The first evaluation is aimed at selecting a suitable
compression algorithm. Several kinds of compression al-
gorithms are used in existing research, so through our
evaluation, we can select one algorithm that performs
with both good accuracy and the least CPU (central pro-
cessing unit) time.
We tested major compression algorithms LZSS (zip,

LZ77), LZT [15] (a variant of compression algorithms
LZW and LZ78), bzip2, and LZMA. To limit CPU time,
since some compression algorithms take a very long time,
we sampled 10 K malicious logs from Dec. 2014 and Jan.
2015 Sandbox logs and 10 K legitimate logs from Feb.
2015 and Mar. 2015 Proxy logs. In addition, we take the
URL as only one attribute to generate a feature vector
and execute a simple scoring calculation as follows.

Score =
Zneg

Zpos
(7)

The process of registering a training dataset to a com-
pression algorithm feature generator differs depending on

how the compression algorithm works. Now, we overview
the compression algorithm and its characteristics.

LZSS utilizes a sliding dictionary, which compresses
data by only recording relative position and data sizes
when the target data matches the longest data in the pre-
vious sliding window. Thus, one characteristic of LZSS
is that data outside of the sliding window are not consid-
ered for compression. In general, a 32 kB sliding window
is widely utilized. However, we implemented LZSS with
a 20 kB sliding window for lowering computational cost.
The compression rate of target data x is calculated by
combining x with each 20 kB window data and applying
LZSS and then returning the minimum compression rate
as the final score.

LZT is a variant of LZW, and both are utilized in gif
format files and compression commands. The same as
LZW, LZT compression is based on dynamic dictionary
insertion where new data sequences are added in a dictio-
nary and target data x is recognized as the dictionary ID
whose data sequence has the longest match with the tar-
get data. In LZT, dictionaries are composed with a Trie
tree. In our evaluation, the compression rate of target
data x is calculated by looking up the dictionary. Unlike
LZW, which discards new data sequences when the dic-
tionary is full, LZT swaps the LRU (least recently used)
data sequence for a new data sequence.

bzip2 and LZMA utilize block sort and Markov al-
gorithm based compression, respectively. The same as
LZSS, bzip2 needs a blocking area, and LMA needs a
sliding dictionary area. However, these areas are much
larger than those for LZSS. Hence, our implementation
stores all data for the compression algorithm where the
compression score is calculated by simply combining tar-
get data x with the training dataset and compressing it.

For implementation, we utilized an existing python li-
brary for LZSS (libz), bzip2 (libzip2), and LZMA(liblzma).
LZT is implemented in-house with cython.

In this evaluation, we set the classifier as an SVM,
and TPR/FPR as a per log-basis calculation. We set
the smoothing parameter as γ = 10 for all evaluations.

4.4 Selection of URL Attributes and
Classifier

A URL has several attributes such as the URL itself,
FQDN, Path, and QueryString. (For simplicity, in this
research, we use Path to mean both Path and QueryS-
tring.) Through our evaluation, we can select the best
URL attributes for detecting malicious URLs.

We evaluate the accuracy of URL attributes. We take
an URL itself, FQDN, Path, and combination of FQDN
and Path for testing. In this evaluation, we set the clas-
sifier as an SVM, the compression algorithm as LZT, and
TPR/FPR as a per host-basis calculation.

The classifier is another factor for selection. We evalu-
ate detection capability between different classifiers: Ridge
regression, linear SVM, LDA(Linear Discriminant Anal-
ysis), NB (Naive Baise), and Adaboost. To conduct fair
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Table 2: Classifier Performance and Execution Time
Comparison Between Compression Algorithm

Algo. Configs CPU
Time

AUC pAUC TPR0.5%

LZSS level 6 16490s 0.968 0.0797 60.90%
LZT 24bit

dict
20s 0.973 0.0825 68.10%

bzip2 level 9 68690s 0.521 0.0057 0.40%
LZMA ― 98112s 0.975 0.0828 68.30%

comparison, we execute grid-search to select best hyper-
parameters for each classifiers. Implementation is done
by using a python scikit-learn library. In this evalua-
tion, we set the URL attribute as the FQDN and Path
combination, the compression algorithm as LZT, and
TPR/FPR as a per host-basis calculation.

4.5 Comparative Evaluation

We evaluate the proposed method in comparison with
the conventional BoW-based detection method. First,
we compared detection capabilities of the proposed and
conventional methods. We also measured detection ac-
curacy over time to find out how fast trained models
deteriorate. Computational efforts are another impor-
tant factor for practical use, so we measure CPU time
and memory usage of the proposed and BoW method.
BoW of a URL is extracted by setting /, ?,=,& as a
separator and splitting the URL. In this evaluation we
set the classifier as SVM, the compression algorithm as
LZT, and TPR/FPR as a per host-basis calculation.

5 EVALUATION RESULT

5.1 Selection of Compression Algorithm

Table 2 shows the evaluation results for different com-
pression algorithms. LZMA gives the best AUC , pAUC
and TPR0.5% but takes the longest to compute. In con-
trast, LZT gives similar AUC , pAUC , and TPR0.5% to
LZMA and computes very fast. Hence, we selected LZT
as the default compression algorithm in the later evalu-
ation. bzip2 and LZSS do not perform as well as LZMA
and LZT.

5.2 Selection of URL Attributes and
Classifier

Table 3 shows the evaluation results of different at-
tributes of a URL. From these results, the combination of
URL attributes FQDN and Path gives the best TPR0.5%

and pAUC . Hence, we select the FQDN and Path com-
bination as the default URL attribute in the later eval-
uation.
To select a suitable classifier, first, we visualize mali-

cious and legitimate features. We calculated the com-
pression algorithm feature and mapping onto a 2D sur-
face in Fig. 2 where the horizontal axis is Zpos (i.e., the

Table 3: Evaluation between URL attributes

URL attributes AUC pAUC TPR0.5%

URL 0.8965 0.0720 41.80%
FQDN 0.8956 0.0631 43.60%
Path 0.7990 0.0562 43.20%
FQDN, Path 0.9306 0.0825 65.30%

Figure 2: Compression algorithm feature mapping of ma-
licious logs (red) and legitimate logs (blue)

malicious compression rate) and the vertical axis is Zneg

(i.e., the legitimate compression rate).
This visualization shows that although some overlap-

ping areas exist, malicious logs (red legend) and legit-
imate logs (blue legend) are mapped in the upper-left
and lower-right areas, respectively. Many of malicious
and legitimate logs seems to be linearly separated on the
basis of Zpos and Zneg. Hence, these visualized results
suggest that linear classification works well.
Table 4 shows the detection capability of different clas-

sifiers. SVM gives the best TPR0.5% and pAUC . Hence,
we select SVM as default classifier in later evaluation.

5.3 Comparative Evaluation

Table 5 shows the evaluation results for the proposed
and BoW-based classification methods. From these re-
sults, the proposed method has better TPR0.5% and pAUC
than the conventional BoW-based classification method.
Figure 3 shows the TPR0.5% deterioration over time

where the vertical axis is TPR0.5% and the horizontal
axis is time in weeks. This figure shows that TPR0.5%

gradually decreases over time. However, the proposed
method always achieves a higher TPR0.5% than the BoW
method until 14 weeks have past.
Table 6 and 7 show comparison with BoW method on

CPU time and memory usage, respectively. Proposed
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Table 4: Evaluation between classifiers

Classifier AUC pAUC TPR0.5%

Ridge α=0.1 0.9268 0.0791 59.40%
SVM C=0.025 0.9306 0.0825 65.30%
LDA 0.9291 0.0784 57.30%
NB 0.8166 0.0602 13.50%
AdaBoost 0.9420 0.0785 58.30%

Table 5: Evaluation with conventional BoW-based clas-
sification method

Method AUC pAUC TPR0.5%

Proposed 0.9306 0.0825 65.30%
BoW 0.9030 0.0657 32.00%

method consumes most of CPU time for compression
process and its time is longer than any other process of
BoW method. Still, once compression is completed, fea-
ture generation, training and detection are finished with
less CPU time than BoW method. As for memory us-
age, proposed method consumes small memory for com-
pression process and less memory for feature generation,
training and detection compared with BoW method. Al-
though BoW method generates one-hot vector for ev-
ery single word appeared in URL so that memory usage
tends to increase, proposed method generates compres-
sion algorithm feature vector in several dimensions so
that memory usage does not steeply increase.

6 CONSIDERATION

We consider the reason the compression algorithm fea-
ture contributes to better classifying malicious and legit-
imate logs. Figure 4 shows the histogram of Zpos of URL
attributes for both malicious and legitimate logs, where
the red and blue zone are histograms of malicious and
legitimate logs, respectively. The histogram of malicious
logs contains three peaks: A) the compression rate is
very small, B) the compression rate is as high as that
for legitimate logs, and C) the compression rate is very
high.

A sample URL that belongs to pattern A is shown
in table 8. For security reason, FQDN is masked with
’www.example.com’ and QueryString values are masked
with meta words. The first row shows the original URL
string and its length, the second row shows the LZT com-
pressed state and relative entropy with malicious logs,
and the third row shows that with legitimate logs, where
’|’ shows that data sequences between ’|’ marks are ex-
pressed in 1 code. In compressing with malicious logs,
the table shows that a 1,352-bit-long URL is compressed
to 220 bits and many data sequences are expressed as
1 code. Especially in QueryString of URL, almost one
key (e.g. ”dstid=1”) or one combination of a key and
value (e.g. ”countryid=...”) is compressed as 1 code.
This observation suggests that a QueryString key and

Figure 3: TPR deterioration over time

Table 6: CPU Time Comparison with Conventional
Method (seconds)

Method Compress Generate
Feature

Train Detect

Proposed 13,809 3,752 22 438
BoW - 7,145 950 408

value combination that exists in the training dataset is
automatically recognized and compressed as 1 code. In
contrast, a key and value combination that does not ex-
ist in the training dataset is automatically split. This is
one use case that QueryString key exists but its value is
modified in malware communication.

Other examples of pattern A for the FQDN attribute
are FQDNs having sequential numbers in host names
such as host1.example.com and host2.example.com. These
FQDNs are recognized as totally different strings by ex-
act matching, but in the compression algorithm that has
the characteristic of longest matching, two FQDNs are
recognized as similar strings. In fact, host2.example.com
is compressed as |host|2.|example.com| after training data
host1.example.com. This is another use case that FQDN
is partially modified to similar FQDN.

URLs belongings to pattern B tend to have same FQDNs
existing both in malicious URLs and legitimate URLs.
Since Path of these URLs are different, compression rate
does not get so small against both malicious logs and
legitimate logs and makes detection difficult.

A typical URL belongings to pattern C is shown in
table 9. This URL has an encoded or encrypted string.
The second row shows compression results of the URL. It
shows that the compression rate becomes large for both
malicious and legitimate logs and makes classification
difficult.

From this consideration, the proposed method is ca-
pable to detect malicious URL strings that are similar
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Table 7: Memory Usage Comparison with Conventional
Method (MB)

Method Compress Generate
Feature

Train Detect

Proposed 2,401.0 15,999.8 4.7 424.4
BoW - 56,988.2 1,241.2 529.4

Legitimate Logs	Malicious Logs	
A	

B	

C	

Figure 4: Histogram of Zpos.

to but slightly different from existing malicious URLs.
Of course, attacker can totally change URL strings from
past attack vectors, in this case, proposed method does
now work well. However, assuming that many attackers
tend to use existing attackers’ tool kit to set up their at-
tack vectors and these tools are not so often drastically
modified, proposed method should still be feasible.

7 CONCLUSION

We proposed a novel method for detecting malicious
communication of infected hosts by generating a com-
pression algorithm feature of URL attributes and clas-
sifying with supervised learning. Through evaluation,
we demonstrated that the proposed method has higher
detection capability than the conventional BoW-based
detection method. In particular, its TPR in a low FPR
area (0.5%) is over 30% higher than that of the BoW-
based method. In addition, we clarified how the compres-
sion algorithm works in classification and demonstrated
a real use case in which the proposed method detected
malicious URL strings that are similar to but slightly
different from existing malicious URLs.
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