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Abstract - Statistics generated from collections of personal
data are used in both the public and private sectors, but there
is a risk of the personal data being inferred from the statistics.
To prevent such inference and protect the privacy of the indi-
viduals represented by the statistics, anonymization is used to
modify the statistics. Among the methods for anonymization,
those based on differential privacy are more promising be-
cause of their generality and rigid mathematical basis. Modi-
fication to achieve differential privacy, however, degrades the
accuracy of the statistics. Because the degree of modifica-
tion is proportional to the number of an individual’s attributes
in the statistics, the larger the number of attributes, the more
degraded the statistics. On the other hand, the smaller the
number, the less useful the statistics. We propose optimiz-
ing this trade-off by making use of the relationships between
personal attributes. The proposed method uses only some of
the attributes in the personal data while indirectly using the
remaining ones by estimating their values from the values of
the attributes used. The relationships between attributes are
used for this estimation. However, if the relationships them-
selves are sensitive, i.e. they reflect personal data, additional
anonymization is needed, which could degrade the effective-
ness of the method. Thus, the key to effectiveness is iden-
tifying the relationships between personal attributes that are
precise and insensitive. The effectiveness of our method was
demonstrated by implementing it with a Laplace mechanism,
a representative method for implementing differential privacy,
and by evaluating the implemented system using the Movie-
Lens 1M dataset.

Keywords: security, big data, data mining, anonymization,
differential privacy

1 INTRODUCTION

Statistics generated from collections of personal data are
used in both the public and private sectors, but there is a risk
of the personal data being inferred from the statistics. To pre-
vent such inference and protect the privacy of the individuals
represented by the statistics, anonymization is used to modify
the statistics. Among the methods for anonymization, those
based on differential privacy are more promising because of
their generality and rigid mathematical basis [1]-[4]. Modi-
fication to achieve differential privacy, however, degrades the
accuracy of the statistics. Because the degree of modifica-

tion is proportional to the number of an individual’s attributes
in the statistics, the larger the number of attributes, the more
degraded the statistics. On the other hand, the smaller the
number, the less useful the statistics.

We propose optimizing this trade-off by making use of the
relationships between personal attributes. The proposed method
uses only some of the attributes in the personal data while in-
directly using the remaining ones by estimating their values
from the values of the attributes used. The relationships be-
tween attributes are used for this estimation. For example,
given the attributes of height, weight, and gender, height and
gender are used and weight is estimated using the relation-
ships between the three attributes, thus reducing the amount
of modification by a third while maintaining the usefulness
of the statistics. However, if the relationships themselves are
sensitive, i.e. they reflect personal data, additional anonymiza-
tion is needed, which could degrade the effectiveness of the
method. Thus, the key to effectiveness is identifying the rela-
tionships between personal attributes that are precise and in-
sensitive. The effectiveness of our method was demonstrated
by implementing it with a Laplace mechanism, a represen-
tative method for implementing differential privacy, and by
evaluating the implemented system using the MovieLens 1M
dataset.

Section 2 describes related work. Section 3 describes our
strategy for reducing the number of attributes, and Section 4
describes the implementation and evaluation. Section 5 sum-
marizes the key points and mentions future work.

2 RELATED WORK

2.1 Anonymization Methods

Anonymization is applied either to records of personal in-
formation (called microdata) or to statistics calculated from
microdata. The main purpose of anonymizing microdata is to
prevent linking records to specific persons and that of anonymiz-
ing statistics is to prevent inferring the original microdata
from which the statistics were derived. Representative meth-
ods for anonymizing microdata are methods based of k-anonymity
[5], l-diversity [6], and t-closeness [7]. A set of techniques
generically called statistical disclosure control are used for
anonymizing statistics [8][9]. Methods based on differential
privacy [1] and probabilistic k-anonymity [10][11] are used
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for both. Anonymization is implemented by modifying data,
and methods for modification include perturbing, swapping,
aggregating, and omitting data [12]. Thus, it is inevitable that
anonymization degrades the original data and statistics. Two
essential issues of anonymization are therefore security and
data quality [13]. Security is related to how well the pur-
pose of anonymization (i.e. preventing linkage and inference)
can be achieved. Data quality is related to how well the in-
formation that can be extracted from the data or statistics is
preserved. Because there is a trade-off between security and
data quality, our goal is to improve security while maintaining
the quality or to improve quality (i.e. minimize information
degradation) while maintaining security.

2.2 Differential Privacy and Laplace
Mechanism

Differential privacy is a criterion for achieving anonymiza-
tion security that is particularly promising due to its generality
and rigid mathematical basis. It is expressed as an inequality:

∀D1,∀D2 ∈ D, ∀S ⊆ Range(K)

{Pr[K(D1) ∈ S] ≤ exp(ϵ)× Pr[K(D2) ∈ S]} (1)

where K is a mechanism for calculating and anonymizing
statistics from microdata Dx, D is a domain of K, i.e. the
set of microdata treated by K, and ϵ is a security parame-
ter. Thus equation (1) represents that the ratio between an
item being included in the statistics produced from D1 and
the item included in the statistics produced from D2 is lim-
ited by exponential (ϵ) if D1 and D2 differ in only one record
(i.e. differ for only one person). The smaller the ϵ, the more
strict the anonymization, i.e. the greater the modification of
the statistics K(Dx) and the more degraded the statistics.

The Laplace mechanism, a representative mechanism for
implementing differential privacy, adds Laplacian noise with
a scale parameter (λ) to the statistics. The scale parameter is
sometimes referred to as the diversity. The larger the λ, the
greater the noise and the more degraded the statistics. The
Laplace mechanism achieves differential privacy by satisfy-
ing an inequality:

λ ≥ ∆f

ϵ
(2)

where ϵ is the security parameter mentioned above, and ∆f
is the sensitivity of the statistical value against the microdata.
It is the maximum change in the statistics when one record
(i.e. one person) in the microdata is changed. The smaller the
∆f , the better the quality of the anonymized statistics. This
is reasonable considering the meaning of differential privacy
mentioned above.

2.3 Issues Concerning Quality Maintenance
The loss of quality due to using the Laplace mechanism can

be decreased by reducing ∆f , which depends on the type of
statistic. For example, ∆f is proportional to 1/n for the aver-
age value of the microdata, where n is the number of records

in the microdata. This is because the maximum change in the
average value due to the change of one record is proportional
to 1/n. The ∆f is also proportional to 1/n for the variance.
On the other hand, it is independent of n for the maximum
and minimum. Thus, average and variance suffer less degra-
dation due to using the Laplace mechanism than maximum
and minimum. One approach to maintaining quality is thus to
reduce the target statistics to a combination of statistics that
have good properties such as average and deviation [2] [14].
Though much improvement has been already done in this ap-
proach, the current differential privacy mechanisms are not
practical for many applications in the trade-off between secu-
rity and data quality.

By “sensitivity” we mean the maximum change in a statis-
tic when any possible change in one record is considered in
the context of any possible combination of other records [15]-
[17]. Thus, another approach to reducing ∆f is to ignore rare
cases [18]-[20] that make ∆f large. This approach, how-
ever, degrades anonymization security because anonymiza-
tion does not work if rare cases occur.

The fewer the attributes of a record (i.e. of a person), the
lower the sensitivity [21] [22]. For example, assume a record
has three attributes: gender, height, and weight. The statistics
to be calculated are the frequencies of tall men (men taller
than 180 cm) and heavy men (men heavier than 80 kg). The
sensitivity is 2 because a man of 190 cm and 90 kg could
change into a woman of 150 cm and 50 kg1. If we consider
only gender and height, the sensitivity is reduced to 1 because
we can count only the frequency of tall men. Thus, a third ap-
proach is to consider a subset of the record attributes. How-
ever, straightforward methods in this direction simply use less
information to calculate the statistics [23], which is less useful
for such applications as marketing of sporting goods.

As shown in Table 1, increasing the number of attributes in-
creases the richness of the information provided by the statis-
tics, but it also increases the privacy risk. It results in the
increased sensitivity (∆f ) and more modification, which re-
duces the usefulness of the statistics. Reducing the number of
attributes reduces the privacy risk and the amount of modifi-
cation needed, but the information provided by the statistics
becomes poorer, and the statistics become less useful. Thus,
we need a way to generate statistics from fewer attributes that
are information-rich.

Using primary component analysis (PCA) is one way to re-
duce the number of attributes while maintaining information
quality [24]-[26]. However, PCA may reveal private informa-

Table 1: Technical requirements

Number of attributes
Many Few

Information in statistics Rich Poor → Rich
Danger to privacy Large SmallNecessary modification

Usefulness Bad Bad → Good

1This example is a little bit more complex than that described in the ab-
stract.
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tion in itself, e.g. how the values of the attributes are related.

3 STRATEGY FOR REDUCING NUMBER
OF ATTRIBUTES

We maintain the quality of the anonymized statistics by us-
ing the third approach mentioned above; i.e. we use a sub-
set of attributes in the microdata to calculate the statistics.
We maintain the quality of information by using a subset of
the attributes and estimating the values of the other attributes
by using the relationships between the used attributes and the
other attributes. We derive the relationships between the at-
tributes from public information, thereby preventing the reve-
lation of private information. If we cannot derive the relation-
ships from public information only, we derive them by using
statistics for the microdata such as the average and deviation,
which are less sensitive than the target statistics.

Our strategy for anonymizing the statistics with less degra-
dation comprises seven steps.

1. Calculate insensitive statistics, which suffer less from
anonymization.

2. Anonymize insensitive statistics.

3. Use anonymized statistics to establish relationships be-
tween attributes.

4. Create statistics for subset of attributes without anonymiza-
tion.

5. Anonymize these statistics with small noise.

6. Use relationships to estimate values of unused attributes.

7. Calculate target statistics from used attributes and val-
ues of unused attributes.

We explain our strategy by using the example shown in Fig.
1. The microdata are shown at the top-left. The target statis-
tics are the frequencies of tall men and heavy men which are
represented by a frequency table. A conventional method to
obtain an anonymized frequency table is to generate a fre-
quency table and anonymize it. However, the sensitivity in
this case is 2 (as mentioned above), and may be too high to
maintain the quality of the anonymized statistics. We thus
use only values of gender and height in the microdata (at the
upper-right in Fig. 1) and generate a frequency table from the
reduced microdata. We anonymize this reduced frequency ta-
ble, which reduces the sensitivity to 1.

We then estimate the frequency of heavy men by using the
relationships between gender, height, and weight. Ideally,
these relationships would be precisely obtained from public
information such as statistics published by the Ministry of
Health, Labour and Welfare. Otherwise, we can obtain the
relationships as a combination of insensitive statistics such as
average and deviation.

Figure 1: Example implementation of proposed strategy

4 EXAMPLE IMPLEMENTATION AND
EVALUATION

Our use case is the construction of a recommendation sys-
tem for movies. The system finds the top m movie categories
that are best suited for the age, gender, and occupation of the
user. A post-processing system selects movies from those cat-
egories [27] [28].

4.1 Dataset

We used the MovieLens 1M dataset [29] as example mi-
crodata for this system. The dataset consists of 1,000,209
records, each of which is a user’s rating of a movie. It con-
tains data for 6,040 users and 3,952 movies. Table 2 shows a
part of this dataset. Note that there are 18 basic movie cat-
egories such as Action, Adventure and Comedy, and there
are 218 − 19 combinational categories such as “Action & Ad-
venture,” “Comedy & Romance,” and “Action & Adventure
& Sci-Fi.”2 Categories combining two basic categories, e.g.
“Action & Adventure,” are called second-order categories,
those combining three are called third-order categories, and,
in general, those combining i basic categories are called ith-

2There are 218−19 combinations of basic categories except for the basic
categories themselves; a null combination is excluded.
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Table 2: Part of MovieLens 1M dataset

User ID Profile Movie Rating(category)

1 Male, 18–24, Waterworld, 5programmer (Action & Adventure)

1 Male, 18–24, Beverly Hills Cop, 4programmer (Action & Comedy)

2 Female, 25–34, Sabrina, 3writer (Comedy & Romance)

3 Male, 18–24, Star Trek, 5programmer (Action & Adventure & Sci-Fi)

4 Female, 25–34, Sound of Music, 4artist (Musical)

order categories. Thus, we have 218 − 1 basic and combina-
tional categories. The user ratings range from 1 to 5, with 5
being the highest.

We took the rating data as sales records, i.e. we took that a
user bought a kind of categories of movie if user rated it level
4 or 5. We assume that recommender can find which cate-
gories of movie are popular for user’s profiles from the dataset
as top m rankings of categories. Since purchased movie cate-
gories are represented by combinations of 18 basic categories,
these features could change in 218−1 patterns and reveal pri-
vacy and, thus, should be modified.

4.2 System Design

The microdata of movie purchases are shown at the top-
left in Fig. 2. These microdata are linked to user profiles
and are used to generate a frequency table for each user class
(e.g. ”Female & 25-34 & writer”). They were anonymized,
as shown at the bottom-left. The top ten categories in the
anonymized table were recommended by the system with re-
spect to user class. In the anonymization, however, the sen-
sitivity was 218 − 1 because one person could purchase all
218 − 1 categories or purchase none of them.

To reduce the sensitivity, we used only 18 basic categories
to generate the frequency table shown at the middle-right of
Fig. 2 and anonymize it. The sensitivity was thereby reduced
to 18. The top ten categories were recommended from the
anonymized frequency table. However, this frequency table
is information-poor because it contains only basic categories.
We call this method the reduced-attributes method.

To make the reduced-attributes method information-rich,
we propose using the relationships between the basic cate-
gories and the higher-order categories, which are shown in
the table below the reduced and anonymized frequency table
in Fig. 2. This table represents the rates of the ith-order cat-
egories appearing in the top ten; i.e. the rates of the first,
second, and third-order categories are 3 : 5 : 2. Thus, the
three most frequent basic categories are included in the top
ten list. Similarly, the five most frequent second-order cat-
egories are included as well as the two most frequent third-
order categories. The anonymized frequency table (shown at
bottom-right in Fig. 2is generated from the frequency table
created by the reduced-attributes method and the table of re-
lationships.

Figure 2: Overview of example implementation
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To estimate the frequencies of the second- and third-order
categories, we assume that the more frequent the basic

categories, the more frequent the second-order category con-
sisting of these basic categories. We thus estimate the fre-
quency of a second-order category by using the sum of fre-
quencies of the basic element categories, e.g. frequency of
“Action & Adventure” is (frequency of Action + frequency
of Adventure) / 2. We estimate the frequency of third-order
categories similarly.

The relationships between the attributes reflects the origi-
nal microdata and thus should be anonymized. We use the se-
curity parameter (ϵ) for both anonymization of the frequency
table and anonymization of the relationships by using rϵ and
(1− r)ϵ, respectively. In our implementation, we set r = 0.1.

Since the proposed method uses only 18 basic categories to
generate the frequency table, the sensitivity of the frequency
table is 18. The sensitivity of each value in the relationship
table is also 18 because we have only 18 kinds of categories,
e.g. basic through the 18th category.

4.3 Evaluation
We first used our recommendation system without anonymiza-

tion and obtained the top ten recommendations for each user
class. We used these recommendations as correct recommen-
dations. We then used the system with anonymization. Three
anonymization methods were used. The first one was a con-
ventional method that added Laplacian noise with a sensi-
tivity of 218 − 1. The second one was a reduced-attributes
method that used up to ith movie categories and ignored other
categories. The second one was evaluated with i = 1, 2, and
3. The third one was the proposed method.

Users were classified by gender and 7 age classes (i.e. 14
classes) in the first experiment, by occupation (21 classes) in
the second experiment, and by gender, age, and occupation
(294 classes) in the third experiment. For each experiment,
two values of ϵ were used: 2.0 for weak anonymization, 1.0
for strong anonymization.

The recommendation accuracy (in percent) was measured
in terms of the number of recommendations included in both
the correct recommendations and the recommendations pro-
vided

by the system. It was represented as precision at m (P@m)
[30] and measured for each method and each parameter value
(order i and security parameter ϵ).

Table 3: Results for using gender and age (P@10)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 28% 78% 99% 48%
Weak NG 0% 28% 51% 1% 48%
Strong NG 0% 28% 34% 0% 48%

Table 4: Results for using gender and age (P@20)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 28% 78% 99% 51%
Weak NG 0% 28% 67% 4% 51%
Strong NG 0% 28% 43% 1% 51%

Table 5: Results for using occupation (P@10)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 30% 82% 100% 50%
Weak NG 0% 30% 37% 2% 49%
Strong NG 0% 30% 18% 1% 46%

Table 6: Results for using occupation (P@20)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 30% 82% 100% 50%
Weak NG 0% 30% 54% 4% 50%
Strong NG 0% 30% 37% 3% 50%

Table 7: Results for using gender, age, and occupation
(P@10)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 28% 77% 93% 36%
Weak NG 0% 26% 10% 1% 36%
Strong NG 0% 24% 8% 1% 27%

Table 8: Results for using gender, age, and occupation
(P@20)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 29% 78% 96% 40%
Weak NG 0% 28% 18% 2% 40%
Strong NG 0% 27% 15% 2% 34%
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Table 9: Detailed results for using gender and age (P@10,
ϵ = 2.0)

Reduced-Attributes Pro-
Gender Age Method (Order) posed

1st 2nd 3rd Method
–18 30% 0% 0% 50%

18–24 30% 20% 0% 50%
25–34 30% 40% 10% 50%

Female 35–44 30% 40% 0% 50%
45–49 30% 30% 0% 60%
50–55 30% 0% 0% 50%

56– 20% 0% 0% 40%
–18 30% 0% 0% 40%

18–24 30% 60% 0% 50%
25–34 30% 70% 0% 50%

Male 35–44 20% 60% 0% 40%
45–49 30% 30% 0% 50%
50–55 30% 40% 0% 50%

56– 30% 40% 0% 50%
Weighted Average 28% 51% 1% 48%

Table 10: Detailed results for using gender and age (P@10,
ϵ = 1.0)

Reduced-Attributes Pro-
Gender Age Method (Order) posed

1st 2nd 3rd Method
–18 30% 0% 0% 50%

18–24 30% 10% 0% 50%
25–34 30% 20% 0% 50%

Female 35–44 30% 10% 0% 50%
45–49 30% 10% 0% 60%
50–55 30% 0% 0% 50%

56– 20% 0% 0% 30%
–18 30% 0% 0% 20%

18–24 30% 40% 0% 50%
25–34 30% 60% 0% 50%

Male 35–44 20% 30% 0% 40%
45–49 30% 20% 0% 50%
50–55 30% 10% 0% 50%

56– 30% 30% 0% 50%
Weighted Average 28% 34% 0% 48%

Table 11: Detailed results for using occupation (P@10, ϵ =
2.0)

Reduced-Attributes Pro-
Job Method (Order) posed

1st 2nd 3rd Method
academic / educator 30% 40% 0% 50%

artist 30% 30% 0% 50%
clerical / admin 30% 10% 0% 50%

college / grad student 30% 70% 0% 50%
customer service 30% 0% 0% 50%

doctor / health care 30% 10% 0% 50%
executive / managerial 30% 70% 10% 50%

farmer 20% 10% 0% 20%
homemaker 20% 10% 0% 50%

K–12 student 30% 10% 0% 50%
lawyer 30% 10% 0% 50%

programmer 30% 40% 10% 50%
retiree 30% 30% 0% 50%

sales / marketing 30% 10% 0% 50%
scientist 30% 10% 0% 50%

self-employed 30% 30% 0% 50%
technician / engineer 30% 20% 0% 50%

tradesman / craftsman 30% 0% 0% 40%
unemployed 20% 10% 0% 20%

writer 30% 20% 0% 40%
other / not specified 0% 50% 0% 50%
Weighted Average 30% 37% 2% 49%

Table 12: Detailed results for using occupation (P@10, ϵ =
1.0)

Reduced-Attributes Pro-
Job Method (Order) posed

1st 2nd 3rd Method
academic / educator 30% 20% 0% 50%

artist 30% 20% 0% 50%
clerical / admin 30% 0% 0% 50%

college / grad student 30% 60% 0% 50%
customer service 30% 0% 0% 50%

doctor / health care 30% 10% 0% 40%
executive / managerial 30% 20% 0% 50%

farmer 20% 10% 0% 20%
homemaker 20% 0% 0% 40%

K–12 student 30% 0% 0% 50%
lawyer 30% 10% 0% 40%

programmer 30% 20% 10% 50%
retiree 30% 20% 0% 50%

sales / marketing 30% 0% 0% 50%
scientist 30% 0% 0% 40%

self-employed 30% 20% 0% 40%
technician / engineer 30% 0% 0% 50%

tradesman / craftsman 30% 0% 0% 30%
unemployed 10% 10% 0% 10%

writer 30% 0% 0% 30%
other / not specified 30% 20% 0% 50%
Weighted Average 30% 18% 1% 46%
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4.4 Results

Table 3 (P@10) shows the results of the first experiment
when m equalled ten. The reduced-attributes method used
up to the first-, second-, and third-order movie categories.
The conventional anonymization method was the best without
anonymization but could not produce any correct recommen-
dations after anonymization. The accuracy of the reduced-
attributes method was lower than that of the conventional method
without anonymization because it used only some attributes.
It had better accuracy than the conventional method after anonymiza-
tion. The reduced-attributes method was the best with weak
anonymization (ϵ = 2.0). The proposed method was better
than the reduced-attributes method for most parameter values
but worse than the second-order reduced-attributes method

with weak anonymization. The advantage of the proposed
method over the reduced-attributes method was larger when
anony-mization was strong (ϵ = 1.0).

Table 4 (P@20) shows the results of the first experiment
when m equaled twenty. The results in all cases were better
than those when m equaled ten (Table 3). The conventional
anonymization method was the best without anonymization
but the worst with anonymization. The reduced-attributes
method was the best with weak anonymization (ϵ = 2.0).
The proposed method was the best with strong anonymiza-
tion (ϵ = 1.0)

Tables 5, 6, 7, and 8 show the results of the second and
third experiments. Again, the conventional method could not
produce any correct recommendations after anonymization.
The proposed method was better than the reduced-attributes
method for the case using strong anonymization (ϵ = 1.0).
It was better than the reduced-attributes method for the case
using weak anonymization (ϵ = 2.0) except for the result for
using occupation (P@20) (Table 6).

Table 9 shows detailed results for the first experiment with
ϵ = 2.0. Accuracy is shown for each user class, anonymiza-
tion method, and parameter value. The results for the con-
ventional method are omitted because all values were 0%;
i.e. none of the recommendations produced was correct. The
proposed method was more accurate than the first- and third-
order applications of the reduced-attributes method and partly
less accurate than the second-order application. Its accuracy
was stable across user classes while that of the reduced-attributes
method greatly depended on the user class.

Table 10 shows detailed results for the first experiment with
ϵ = 1.0. The advantage of the proposed method over the
reduced-attributes method was larger than that with ϵ = 2.0
(Table 9).

Tables 11 and 12 show detailed results for the second ex-
periment with ϵ = 2.0 and ϵ = 1.0, respectively. As in the
other experiments, the advantage of the proposed method over
the reduced-attributes method was larger when ϵ = 1.0 than
when ϵ = 2.0.

4.5 Discussion

The conventional method was the best without anonymiza-
tion but the worst with anonymization. Comparing Tables 3,

Table 13: Detailed results for using gender and age with num-
ber of records (P@10, ϵ = 2.0)

Number Reduced-Attributes Pro-
Gender Age of Method (Order) posed

Records 1st 2nd 3rd Method
–18 5,337 30% 0% 0% 50%

18–24 23,910 30% 20% 0% 50%
25–34 53,537 30% 40% 10% 50%

Female 35–44 29,785 30% 40% 0% 50%
45–49 14,677 30% 30% 0% 60%
50–55 11,835 30% 0% 0% 50%

56– 6,498 20% 0% 0% 40%
–18 10,273 30% 0% 0% 40%

18–24 76,889 30% 60% 0% 50%
25–34 169,017 30% 70% 0% 50%

Male 35–44 86,908 20% 60% 0% 40%
45–49 34,799 30% 30% 0% 50%
50–55 33,249 30% 40% 0% 50%

56– 18,567 30% 40% 0% 50%
Weighted Average 28% 51% 1% 48%

Figure 3: Features of proposed and reduced-attributes meth-
ods

4, 5, 6, 7, and 8, we see that the proposed method outper-
formed the reduced-attributes method when strong security

was required. This is because the proposed method is de-
graded less than the reduced-attributes method when strong
security is required.

Table 13 extends Table 9 by showing the number of records
and focusing on the case in which the proposed method per-
formed worse than the reduced-attributes method. From this
table, we can see that the proposed method works well when
there is a small number of records.

The features of the proposed and the reduced-attributes meth-
ods are summarized in Fig. 3.

5 CONCLUSION

The more personal features used in statistics, the strong
anonymization needed, making statistics useless, while less
personal features makes statistics information-poor. We have
proposed a strategy for implementing differential privacy to
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reduce Laplacian noise and maintain the quality of anonymized
statistics. A subset of attributes in the microdata is used to
generate statistics, reducing noise to add on the statistics with
reduced attributes, and restoring information in the statistics
by using relationships between the selected attributes and the
other attributes. Our method uses less features to make information-
poor statistics and uses knowledge to make it information-
rich. Our method has been implemented for differential pri-
vacy and evaluated with MovieLens 1M dataset, demonstrat-
ing its advantage when security requirement is strong and the
number of records is small.

The dataset used in this paper has data categories contain-
ing a small number of basic categories, which does not hold
generally. Future work thus includes extending the proposed
method to cope with different kinds of datasets that have dif-
ferent kinds of categories or no categories.
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