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Abstract -Recently, live Internet broadcasting services 
such as USTREAM and TwitCasting have become popular. 
In such broadcasting, broadcasters record videos using the 
cameras on their laptops or smart phones (clients). The cli-
ents send the video data to the broadcast servers of live In-
ternet broadcasting services, and the servers distribute the 
videos to the viewers. We can use high processing power 
computers provided by cloud computing services to improve 
the qualities of the videos or to show additional information. 
The processing power of the computers provided by cloud 
computing services often changes. Thus, by flexibly select-
ing the most useful computers, and flexibly determining the 
processing from the desired effects, clients can reduce the 
limitations on the types of effects. In this paper, we propose 
a ‘different-world broadcasting system’, a live Internet 
broadcasting system, enhanced by cloud computing services. 
In the proposed system, the policy for using cloud compu-
ting services, (i.e., the selection of the desired machine and 
effect specifications,) is described by ECA (Event, Condi-
tion, Action) rules, to enable flexible policy change. In this 
research, we implemented and evaluated the different-world 
broadcasting system enhanced by cloud computing services. 

Keywords: Streaming Delivery, Multimedia, Internet Live 
Broadcasting, Video on Demand, Different Worlds Broad-
casting 

1 INTRODUCTION 

In recent years, real-time video distribution (live Internet 
broadcasting) via the Internet, such as USTREAM and 
TwitCasting, has become popular. In live Internet broadcast-
ing, broadcasters or viewers often add video effects to en-
hance visual experiences. By using high processing power 
clients, the broadcasters can add various types of effects to 
further enhance the visual experiences and/or show addi-
tional information. Meanwhile, high processing power com-
puters, provided by cloud computing services such as Mi-
crosoft Azure, Amazon Web Services, and Google Cloud 
Platforms, have recently become available. For using these 
high power computers to add such effects, clients select the 
desired computer, send their recorded video data to the se-
lected computer, and specify the desired effects (types, pa-
rameters, etc.)  

 Though some distributed processing systems for live In-
ternet broadcasting have been developed [1],[ 2], they do not 
focus on cloud computing services. Our research group has 
developed a distributed live Internet broadcasting system, 
called the different-world broadcasting system [1], an image 
of the system is shown in Fig. 1. In different-world broad-
casting, effects such as blurring are added by a camera to 
videos recording the real-world, and videos are distributed 
to viewers. In the different-world broadcasting system, the 
different-world broadcasting server adds the video effect. 
Therefore, the processing load caused by the addition of the 
video effect, which has conventionally been done by the 
clients, is here distributed (Fig. 2). This system assumes that 
a different-world broadcasting server is a computer owned 
by a distributor, or a virtual computer provided by a cloud. 

In our previous research [1], we developed a different-
world broadcasting system using a computer owned by a 
distributor as the different-world broadcasting server. In this 
case, when many viewers request adding effects in a short 

Figure 1: Different worlds broadcasting 

Figure 2: Overview of load distribution 
of effect addition processing 
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period of time, and when effects with a large load are re-
quested, it takes long time to add the effects since the com-
puter processes all of these requests. This causes delay and 
destabilization of the delivery frame rate. For this reason, 
the available effects in this system are limited, to light-load 
effects, in order to keep the delivery frame rate. This limita-
tion decreases the quality of the user’s different-world expe-
rience. 

 In this research, we assume the systems that use a cloud 
service virtual computer as the different-world broadcasting 
server that adds video effects. In general, a number of virtu-
al machines are easily available in cloud services. Therefore, 
the use of multiple virtual machines as different-world 
broadcasting servers improve the speed to add effects, while 
distributing the load among different-world broadcasting 
servers and maintaining a stable delivery frame rate. In our 
previous research, we assumed the systems that use only a 
single computer. In this research, we implement a distribut-
ed live Internet broadcasting system using cloud service, and 
evaluate its performance. In the implemented system, effect 
addition is processed using the virtual computer provided by 
cloud services. When delegating processing to virtual com-
puters, the performance of the processing computer is flexi-
bly controlled by ECA rules. The evaluation results con-
firmed that the turnaround time of the effect addition can be 
reduced by using these rules. 

 The rest of the paper is organized as follows. We discuss 
related research in Section 2. In Section 3, we explain the 
design and the implementation of the proposed different-
world broadcasting system using cloud service, and in Sec-
tion 4, we evaluate its performance. We discuss the evalua-
tion in Section 5, and conclude the research in Section 6. 

2 RELATED RESEARCH 

Various methods have been proposed for distributing the 
processing load. However, most of them require the con-
struction of load distribution systems beforehand. In live 
Internet broadcasting, however, it is easy to commence live 
broadcasting, and the number of video distribution terminals 
is typically unspecified. Therefore, it is difficult to construct 
a load distribution system for a large number of video distri-
bution terminals in advance. Several studies have been done 
on distributed video processing systems that use computers 
other than video recording terminals.  

In MediaPaaS, designed as a cloud computing service in 
the PaaS (Platform as a Service) type for live broadcasting, 
it is possible to encode, re-encode, and distribute the video 
using the computer on the service provider side [2]. Differ-
ent from MediaPaas, our proposed system implements, a 
load balancing system by using PIAX [9], a P2P agent plat-
form. 

In our proposed system, when the video recording terminal 
connects to a different-world broadcasting server, it inter-
rupts the connection and distributes the load by randomly 
selecting the connection destination from some of different-
world broadcasting servers. It has been experimentally con-
firmed that distributing the processing load over a number of 
different-world broadcasting servers and video recording 
terminals reduces video processing time. In this research, in 

order to be able to use more different-world broadcasting 
servers, we implement the proposed system, and evaluate 
the video processing time, using the virtual computers pro-
vided by a commercial cloud service.  

The system implemented in [3] enables the viewing of re-
cently recorded video (chasing playback) for live broadcast-
ing performed by a P2P network. In this video distribution 
system proposed in this paper, broadcasters select adding 
video effects, one of the features of the system proposed in 
this research. 

Several methods have been proposed for reducing the de-
lay time of video distribution for live Internet broadcasting. 
In live broadcasting with SmoothCache 2.0 [4], it is possible 
to reduce the communication load and delay time of the vid-
eo recording terminal, by caching video data from other 
peers and distributing it from the cached peers using the P2P 
network. Dai et al. Proposes a P2P network distribution 
route determination method which minimizes the delay time 
in [5]. In the HD method proposed, communication is re-
duced by simultaneously transmitting video data to multiple 
viewing terminals using one-to-many broadcast distribution 
combined with one-to-one communication in [6]. In the pro-
posed system, these delay reduction methods can be applied 
when distributing videos, but our research differs in its de-
sign of the video processing system. 

studies on systems that perform video processing on stored 
video data have been discussed. Gibbon et al. proposed a 
system that performs video processing by transferring video 
data shot by a camera to a computer with high processing 
power. Ting et al. proposed a system that stores images cap-
tured by low processing power computers (e.g., 
smartphones) directly in an external storage device such as 
cloud storage, without storing them in them [8]. These sys-
tems, however, target stored video data, and cannot be ap-
plied for live Internet broadcasting.  

3 SYSTEM DESIGN AND IMPLEMEN-
TATION 

We applied a load distribution mechanism to the different-
world broadcasting servers and video recording terminals of 
the different-world broadcasting system. 

In this section, we explain the system design, the load dis-
tribution mechanism, the design of the description method 
used for dynamically allocating and executing the effect 
addition processing, and the implementation of these com-
ponents.  

3.1 Design Overview 

In the different-world broadcasting system enhanced by 
cloud services in order to distribute the load of virtual ma-
chines, it is necessary to describe the processing to be as-
signed to each virtual machine. The types of processing can 
be explicitly described and allocated when the types do not 
change frequently. When they frequently change, the system 
dynamically allocates them according to the specific type of 
processing. In this research, processing is allocated using 
ECA rules, so that the allocations can be flexibly inscribed. 
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In our previous system [1], in order to reduce the opera-
tion load on broadcasters, event driven processing based on 
ECA rules is automatically executed. At the time of record-
ing, each rule is automatically invoked by its specified event, 
and enlists different-world broadcasting servers to add visu-
al and auditory effects. For example, to protect portrait 
rights, face authentication automatically detects specific 
persons in a database and adds mosaics effects on these fac-
es when the individuals enter a given area. Also, the system 
can automatically adjust the brightness of the video or adjust 
the contrast according to the brightness of the image (Fig. 3). 
In our previous research, ECA rules were applied on the 
different-world broadcasting server side, mainly for the pur-
pose of reducing the operation load on the broadcaster, as 
described above. In this research, we design a load balanc-

ing rule based on ECA rules, so as to avoid new video pro-
cessing requests to different-world broadcasting servers in a 
heavy load state. The ECA rules are distributed from the 
ECA rule distribution server to each server (Fig. 4). 

3.2 Overview of Load Balancing Mechanism 

Figure 5 shows the environment assumed in this research. 
In our assumed environments, there are three types of termi-
nals or servers: video recording terminals, different-world 
broadcasting servers, and video receiving terminals. The 
video recording terminal selects a different-world broadcast-
ing server that can execute desired video effects, and trans-
mits video effect libraries and the recorded videos. The dif-
ferent-world broadcasting server operated on the cloud ser-
vice virtual machine executes the video processing to the 
video sent from the video recording terminal, according to 
the requests from the terminal. The video processed by the 
different-world broadcasting server is delivered to the video 
receiving terminals via the video distribution service. The 
video receiving terminal receives the processed video after 
selecting the server or the channel of the video distribution 
service. 

 In this research, focusing on how the video recording ter-
minal selects a different-world broadcasting server, we con-
sider load distribution for different-world broadcasting serv-
ers. In our previously proposed system, load distribution is 
achieved by connecting the video recording terminal via the 
load distribution mechanism, when connecting to the differ-
ent-world broadcasting server. In this method, the load dis-
tribution mechanism selects a different-world broadcasting 
server that less video recording terminals use when it is nec-
essary to switch to another different-world broadcasting 
server while the video is being transmitted. For example 
when switching to a different-world broadcasting server 
more suitable for a given scene or effect, the video recording 
terminal terminates the existing connection, which cannot be 
resumed without formal reconnection. For this reason, it is 
difficult to smoothly switch between different-world broad-
casting servers while continuing the video distribution. 

 In addition, even when the load distribution mechanism 
changes the different-world broadcasting server according to 
the requests from video recording terminals, the mechanism 
relays the communication data as a simple byte stream. This 
means that the data structure (e.g., the boundary of the video 
frame) is ignored, and the video data may be damaged when 
the mechanism switches the servers. Therefore, in this re-
search, the load distribution mechanism serves only to select 
the different-world broadcasting server, based on the re-
quests of video recording terminals, and the video recording 
terminals connects directly to one of the different-world 
broadcasting servers as a result of these requests. In this way, 

Figure 3: An image of video processes 
on different-world broadcasting systems 

Figure 4: Overview of ECA rules application 

Figure 5: An image of video distribution

Figure 6: Internal systems of video recording terminals 
and different-world broadcasting servers 
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video recording terminals can switch different-world broad-
casting servers at any time, even when the boundaries of the 
scene or video frames come. 

3.3 System Architecture 

Figure 6 shows the internal configurations of the video re-
cording terminal and different-world broadcasting server. 
Video recording terminal software and a client-side PIAX 
system are installed to the video recording terminal. Differ-
ent-world broadcasting server software and a server-side 
PIAX system are installed to the different-world broadcast-
ing server. PIAX [9] is a Java-based platform middleware 
that enables serverless and efficient resource searches by 
utilizing the search function of the overlay network. PIAX is 
provided as open source software. The PIAX system in the 
video recording terminal and the different-world broadcast-
ing server can be connected via their overlay network. 

 The client-side PIAX system on the video recording ter-
minal searches the overlay network in accordance with the 
request of the video recording terminal software. The system 
selects a different-world broadcasting server from a host of 
different-world broadcasting servers, and returns the IP ad-
dress of the selected server and the listen port number of the 
server software. Based on the response, the video recording 
terminal software establishes a connection with the differ-
ent-world broadcasting server software and starts sending 
the video. JSON-RPC is used directly over TCP for com-
munication between the video recording terminal software 
and client-side PIAX system. 
 The server-side PIAX system on the different-world broad-
casting server determines its search state based on the in-
structions from the different-world broadcasting server 
software. If the different-world broadcasting server is re-
garded as in a high-load state itself, it connects with the con-
trol port of the server-side PIAX system on localhost, and 
sends a ‘leave’ request command for the search, which pre-
vents the different-world broadcasting server from receiving 
further connection from the video recording terminal. If the 
load on the different-world broadcasting server lessens, and 
the server gets a margin to accept a new connection, the 
broadcasting server reconnects with the control port of the 
server-side PIAX system on localhost, and sends a ‘release 
leave’ request command. This command, the server-side 
PIAX system again enters a state of search acceptance from 
the video recording terminal. 

With the above operation, overload of the different-world 
broadcasting server software can be avoided since the new 
connection from the video recording terminal is controlled 
based on the load state of the different-world broadcasting 
server. Figure 7 shows the data flow and timing chart of the 
communication procedure. 

3.4 Designing ECA Rules 

The lists of events, conditions, and actions are explained in 
our previous paper [1]. In addition to the list, we add one 
event and one action to enhance the system for using cloud 
computing services. “Set_effect” events occur when new 
video effects are used in the system. “Req_IP” actions 
initially set the IP address of the different-world broadcast-
ing server that adds the video effect designated in the condi-
tion part. In case when the designated server is on heavy 
loads, the address is automatically changed by PIAX. Figure 
8 shows a concrete ECA rules set. In the example, the video 
recording terminal initially requires the video processing 
named "Num_Find_Object" or "Bluer" to the server of that 
IP address is 192.168.0.5 or 6. 

Figure 7: Data flow and timing chart 
of communication procedure 

Figure 8: An example ECA rules 

Figure 9: A screen shot of different-world broadcasting 
server software 
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3.5 Implementation 

We used Microsoft Azure as a cloud service, to deploy the 
different-world broadcasting system. The different-world 
broadcasting server works on virtual machines provided by 
the Azure service. Each virtual machine is logically con-
nected by a Virtual Network (VNet), one of the services 
provided by Microsoft Azure. Figure 9 shows the user inter-
face of the different-world broadcasting server software 
when initiating the video effect addition process. Figure 10 
shows the user interface of the video recording terminal 
software that distributes the video on the video recording 
terminal. It can visually recognize the result of applying the 
selected effects.  

If the ‘ECA Rules On’ check box in the different-world 
broadcasting server dialog box is checked, the image effect 
is automatically added, based on the different-world broad-
casting server ECA rule without the operations of the user.  

 The IP address of the different-world broadcasting server 
for requesting the video processing is held in the video re-
cording terminal software. The terminal software uses the IP 

address to request the video processing designated in the 
pull-down menu to the different-world broadcasting server if 
the ‘Apply Distributed Processing’ check box in the video 
recording terminal software dialog box is checked, the initial 
video processing request is sent to the different-world 
broadcasting server via the load distribution mechanism, 
based on the ECA rules held by the client software. The 
processing request is sent to a different-world broadcasting 
server with a low processing load. In this case, the ECA rule 
inscribes the initial IP address to request its execution to the 
load distribution mechanism. Figure 11 shows the pro-
cessing flows of our implemented system in this research. 

4 EVALUATION 

We evaluate the effectiveness of the proposed method us-
ing an implementation system built on the virtual machines 
provided by the Microsoft Azure service. The evaluation 
method, environment, and results are described below. 

4.1 Evaluation Method 

To evaluate the efficiency of the proposed system, we fo-
cused on the video processing time and turnaround time, 
including the processing time of the ECA rule, as evaluation 
indices. We made a comparative evaluation of the turna-
round time when (a) the video effect processing requests 
were concentrated on the video effect processing server 
without employing the ECA rule; and (b) the video effect 
processing requests were not concentrated, and the ECA rule 
was employed. For the evaluation, we assigned multiple 
computers with the same performance parameters on the 
cloud service. For the selection of available different-
broadcasting servers, we used the PIAX overlay network 
explained in the previous section. When a different-world 
broadcasting server is overloaded, the server sent a notifica-
tion to the server-side PIAX process, and wait until the load 
becomes low. We measured the turnaround time in two cas-
es. one is the concentrated case, in which four video record-
ing terminals made requests to one out of five different-
world broadcasting servers. This corresponds to the situation 
(a). The other is the non-concentrated case, in which each of 
the four video recording terminals made requests to a differ-
ent-world broadcasting server service. This corresponds to 
the situation (b). 

 Since the main focus of the evaluation is processing load 
distribution, live broadcasting software is not used in this 
evaluation. In the evaluation, face detection video pro-
cessing, which detects the face of a person in a given video, 
is employed, with the video effect inscribed in the ECA rule. 
For evaluation under different computational loads, we 
gradually increased the load caused by human face detection 
and measured the turnaround time. The time taken to trans-
mit and receive frame data was defined as the turnaround 
time. This includes the following four items. 

Figure 10: A screen shot of different-world broadcasting 
client software 

Figure 11: Processing flows of our implemented system 
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Table Ⅰ: Specifications of virtual machine 
 (different world broadcasting server) 

Component Performance
OS Microsoft Windows Server 2016 Data-

center 
Microsoft Azure  
(Virtual server ser-
vice plan) 

Standalone Server Microsoft Corpora-
tion Virtual Machine x64-based PC 

CPU Intel E5-2697 v3 Equivalent 2.4 GHz 
Main memory 3,584 MB 

Table Ⅱ: Specifications of video recording terminals 

Component Performance
OS Client 

1～４ 
Microsoft Windows 10 Pro 
Build 14393 

CPU Client1 Intel i7-6500U Equivalent 2.4 
GHz 

Client2 Intel i7 2677M 1.8 GHz 
Client3 Intel i7 4650U 1.70 GHz 
Client4 Intel i3-4020Y 1.50 GHz 

Main memory Client1 8,118 MB 
Client2 3,999 MB 
Client3 8,097 MB 
Client4 3,999 MB 

- The preprocessing time during which the client obtains
the video data (equal to the time from the end of the previ-
ous frame data reception to the beginning of the next frame 
data transmission). 

- The communication time while the different-world
broadcasting server receives the frame data. 

- The processing time on the different-world broadcasting
server. 

- The communication time during which the client re-
ceives the frame data from the different-world broadcasting 
server. The video processing time is defined as the time 
from the start of the video processing except for the image 
data reception time to the end of processing. 

4.2 Evaluation Environment 

In the evaluation, the different-world broadcasting server 
worked on the virtual machines provided by the Microsoft 
Azure service. Table 1 shows the specifications and OS of 
the virtual machines. We used five different virtual ma-
chines for the different-world broadcasting servers. Open 
CV, parallelized by Intel's parallel computing library TBB 
[10], was used as the library for executing video processing 
on the different-world broadcasting server. The video re-
cording terminal is a PC installed in Osaka University. Ta-
ble 2 shows the specifications of the video recording termi-
nal PCs. 4 PCs were used, and the video recording terminal 
software were started two processes at a time, thereby oper-
ating the video recording terminal software of a total of four 
processes. These PCs accessed different world broadcasting 
servers via different home optical line networks to avoid 

networks (FLET’S Hikari by NTT, eo HIKARI by K-
Opticom) congestion. 

4.3 Evaluation Results 

Figures 12 and 13 show the evaluation results for the turn-
around time under the evaluation environment described in 
Section 4.2. The horizontal axis shows the recorded frame 
number, and the vertical axis the turnaround time in milli-
seconds. In Fig. 14 where the load is concentrated on a sin-
gle different-world broadcasting server, the turnaround time 
increases in a nearly linear manner. 

 In Fig. 15, where the video effect processing request was 
distributed among four different-world broadcasting servers, 
the turnaround time increased in the latter half, since the 
calculation load increased. There were no sharp increases in 
the turnaround time compared with the result in Fig. 14. In 
addition, though the virtual machines of the Azure service 
shared the same performance parameters, the turnaround 
times fluctuated due to the communication delay between 
the video recording terminal and the different-world broad-
casting servers, or other reasons. Over the first half of the 
frame numbers, the turnaround time in Fig. 15 gradually 
increased compared with the result in Fig. 14. This indicates 
that the concentration of video processing is suppressed. We 
also measured the turnaround time required to inquire the 
recommended different-world broadcasting server. The av-
erage value for a single inquiry, over 50 trials, was 16.28 
msec.  

 The results revealed that the processing requests were al-
located among different-world broadcasting servers based 
on the ECA rules, and the load could be distributed. In addi-
tion, we confirmed that, the turnaround times could fluctuate 
even if the hardware performance of the virtual machines 
was equal due to the influence of communication delay, etc.  

5 DISSCUSSION 

5.1 Evaluation Results 

In the evaluation, the video processing sometimes concen-
trated on one server, even when the computational load was 
distributed to four servers. Moreover, the processing time 
increased when face was detected because we used actual 
video images and so it is difficult to grasp the overall pattern. 
Therefore, we draw the complimentary curves in the figures. 

 We used two networks for the evaluation. (FLET’S 
HIKARI by NTT, and eo HIKARI by K-Opticom). In case 
that the requests from video recording terminals were going 
to be concentrated on a single different-world broadcasting 
server, processing load was distributed to each different-
world broadcasting server. Compared to the access time, the 
turnaround time was relatively long. 

 In the evaluation, video processing was detecting the face 
of a person in the video, with the designated effect inscribed 
in the ECA rule. As explained in the previous subsection, 
we gradually increased the load caused by human face de-
tection and measured the turnaround time. The time needed 
to transmit and receive the frame data was compared by the 
turnaround time. The results are shown in Figs. 14 and 15. 
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Fluctuations of the turnaround time were confirmed among 
the virtual machines of the cloud computing services. This 
arised by the factors such as fluctuations in the performance 
of the real servers in the cloud and differences in the net-
work distances. 

 It is better for the users to consider these issues when they 
configure the system. Also, further improvement is required 
for ECA rule definitions.  

5.2 ECA Rules Processing 

Some video effects have sequences. For example, face de-
tection processes are generally executed before the mosaic 
effects on the detected faces. `Timer' or `Message' functions 
of the ECA rules in our proposed system can define such 
sequences. When the sequences are defined in the ECA 
rules and there are order dependencies in the ECA rules, the 

system should execute the rules along with the order. Oth-
erwise, when the ECA rules are order independent, the sys-
tem can execute the rules in parallel and the processing time 
can be reduced compared with the ECA rules with order 
dependencies. Current system cannot process ECA rules in 
parallel and their parallel processing on cloud computing 
services is our future work. 

6 CONCLUSION 

In this research, we implemented and evaluated a distrib-
uted live Internet (different-world) broadcasting system us-
ing cloud services. By inscribing the processing assignment 
in ECA rules, it was possible to flexibly assign the virtual 
machine performance for video processing. In the imple-
mented system, the PIAX platform was used for searching 
and communicating with the virtual machines, enabling con-
tinuous allocation of the video processing while live Internet 

Figure 12: Turnaround times under one different-world 
broadcasting server 

Figure 13: Turnaround times under four different-world 
broadcasting servers 

Figure 14: Turnaround times under one external differ-
ent-world broadcasting server 

Figure 15: Turnaround times under four external differ-
ent-world broadcasting servers 
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broadcasting, even if the number of virtual machines chang-
es. The system evaluation confirmed that the video pro-
cessing turnaround time could be reduced by using our pro-
posed system. 

 In the future, we plan to allocate processes with consider-
ation of the hardware performance of different-world broad-
casting servers, and distribute light weight processes on vid-
eo recording terminals. 
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