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advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational,
cognitive and social aspects, including study of the social impact of information technologies.

The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product,
it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging

new fields.



International Journal of Informatics Society, VOL.10, NO.3 (2019)

Guest Editor’s Message
Yu Enokibori

Guest Editor of Thirtieth Issue of International Journal of Informatics Society

We are delighted to have the thirtieth issue of
the International Journal of Informatics Society
(1JIS) published. This issue includes selected
papers from the Ninth International Workshop
on Informatics (IWIN2017), which was held at
Zagreb, Croatia, Sept. 3-6, 2017. The workshop
was the eleventh event for the Informatics
Society, and was intended to bring together
researchers and practitioners to share and
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and present original ideas in all aspects of
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and its applications that include networking,
mobile ubiquitous systems, data analytics,
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methodology, intelligent systems, groupware
and social systems.

Each paper submitted to IWIN2017 was
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scientific rigor, novelty, originality and quality
of presentation by at least two reviewers.
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for publication candidates of 1JIS Journal, and
they were further reviewed as Journal papers.
This volume includes five papers accepted from
the selected papers, which have been improved
through the workshop discussion and the
reviewers’ comments. We have two categories
in WIS papers, Regular papers and Industrial
papers, each of which were reviewed from the
different points of view. The five accepted
papers are categorized as 2 Regular papers and
3 Industrial papers.

We publish the journal in print as well as in
an electronic form over the Internet. We hope
that the issue would be of interest to many
researchers as well as engineers and
practitioners over the world.
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Abstract - Hotspot is interesting places for many people
to do sightseeing. Visualization of hotspots reveals user in-
terests, which is important for industries such as tourism and
marketing research. Hotspot is classifiable to two types: area
of interests and shooting spot. This paper introduces a new
method using clustering algorithm for extracting the area of
interests based on various metadata annotated with a pho-
tograph from photo-sharing sites. Although several social-
based techniques for extracting hotspots have been proposed
using photographic location, those most methods cluster pho-
tographs based solely on the density of geographic proxim-
ity. However, in almost cases, a hotspot and shooting point
where photographs were taken are distant. Also, when a pho-
tograph was taken, an angle of view, which the breadth of a
subject as seen by a camera system, was measured by a cam-
era. Therefore, we propose to extract the area of interests us-
ing photographic location, orientation and angle of view in
geo-referenced and oriented photographs. We demonstrate
our approach by extracting the area of interests using pho-
tographs annotated with those metadata from Flickr.

Keywords: Area of interest, Shooting spot, Photograph lo-
cation, Photograph orientation, Clustering

1 INTRODUCTION

According to the increasing popularity of mobile devices

such as digital cameras and smartphones, numerous photographs

taken by photographers have been uploaded to photo-sharing
web services such as Flickr [21] and Panoramio [22]. Re-
cently those devices have included embedded global posi-
tioning system (GPS). Using them, photographers can read-
ily take photographs with photographic metadata. A photo-
graphic location which is one of a type of the metadata ob-
served by GPS shows a place at which photographer took a
photograph. Also, photographic orientation indicates the di-
rection in which the photograph was taken from the photo-
graphic location. Particularly, photographs with a photograph-
orientation feature have become numerous recently. Also,
many photographs on photo-sharing sites have metadata that
are annotated by users through social tagging.

Many people might take photographs of subjects or land-
scapes satisfying their own interests. Then, they upload those
photographs to the sites. As places at which many photographs

have been taken, these locations might also be interesting
places for many people to visit. In this paper, we define such
places as a hotspot. Also, we can extract the interesting places
using photographs obtained from photo-sharing sites. Even if
itis in a famous tourism spot, all areas in the spot are not nec-
essarily worth for sightseeing. Therefore, some methods have
been proposed to extract hotspots based on photographic loca-
tions from photographs at photo-sharing sites [8], [14], [17],
[23], [24]. The extracted hotspots might reflect people’s inter-
ests, or be useful for marketing research, spatial analysis, and
so on [13], [30]. Analyzing such areas is necessary for indus-
tries such as those related to tourism [12],[13] . Furthermore,
tourist attraction recommendation systems such as [10], [12]
can use this approach. By presenting hotspots to people who
visit a city for the first time, our approach assists tourism.

A hotspot is classifiable into two types: area of interest (a
place captured in the photographs), or shooting spot (a place
to take photographs). Figure 1 shows examples of shooting
spots and area of interests. In Fig. 1, the gray circle shows
photographic location. The break line shows pseudo triangle
calculated by the photographic orientation and angle of view.
The cell surrounded by a solid line represents a part of the
area. Also, the cell filled by gray shows shooting spots, and
an area of interest. We define a shooting spot as one type of
hotspot in . When a photographer takes a photograph of at-
tractive spots such as landmarks or landscapes, they take the
photographs at a place which is distant from the spots. Also,
an area of interest (or point of interest) of the other type of
a hotspot is attractive as tourist spots for many people (e.g.,
Colosseum, Statue of Liberty). In such areas, many photog-
raphers take a lot of photographs inside or nearby from dis-
tant places. Such places are also extracted as hotspots and
are defined as an area of interest. In addition, hotspots occur
because of an event that might occur. When an event such
as reworks display happens, many people take photographs
related to the event.

Although many methods to extract and visualize the area of
interest from photo-sharing sites have been proposed, those
studies extract area of interest using photographic location
where photographs were taken. Almost researchers to dis-
cover area of interests extract places where the density of
photographic location is higher than other places using the
density-based clustering algorithm like Density-based spatial
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Figure 1: Example of area of interest and shooting spot using pho-
tographic location and pseudo triangle.

clustering of applications with noise (DBSCAN) [5] and P-
DBSCAN [5].

However, in almost case, a photographic subject of a photo-
graph is several meters away from a place where a photogra-
pher took the photo, like Fig. 1. As a result, a place extracted
based on the density of photographic location is not the area
of interest, but shooting spot. Therefore, we extract area of
interests using photographic orientation and angle of view of
a photograph. Modern cameras and smartphones equipped
with a digital compass can add the metadata of photographic
orientation taken by a user. Photographic orientation presents
the direction in which the photograph was taken. Also, the
angle of view is the angular degree of a given scene that is
included in the photograph taken with a camera.

In this paper, we propose a novel clustering method to ex-
tract area of interests using photographic orientation and an-
gle of view. In our approach, we use pseudo triangle which
is created by the photographic orientation and angle of view.
We classify the area into an area of interest or not based on
the degree of overlap of the triangles.

The remainder of the paper is organized as follows. Sec-
tion 2 presents works related to extracting hotspots and area
of interests. Section 3 presents a description of our proposed
method to extract area of interests using photographic orienta-
tion and angle of view. Section 4 explains several examples of
our proposed system and presents a discussion of the results.
Section 5 concludes the paper with a discussion of results and
future works.

2 RELATED WORKS
2.1 Clustering Algorithms to Extract Hotspots

Some methods have been proposed to extract hotspots from
the many photographs with the photographic location which
are available on photo sharing sites. There are two main ap-
proaches to extract hotspots using the photographic location.

First approach is the density-based clustering algorithm such
as DBSCAN [5] or mean shift [40] to extract hotspots from a
dataset which includes huge photographs annotated with pho-
tographic location. Crandall et al. presented a method to ex-
tract hotspots using mean shift based on many photographs
annotated with photographic location from the photo-sharing
site [4]. Kisilevich et al. proposed P-DBSCAN, which a
density-based clustering method improved DBSCAN for the

definition of reachable point, to extract hotspots using the
density of photographic locations [8]. Ankerst et al. proposed
a clustering method of OPTICS which is a variation of DB-
SCAN to create a cluster using different subspaces extracted
from various parameter [34]. Sander et al. proposed GDB-
SCAN of generalized DBSCAN which extends to enable the
corresponding to both spatial and their non-spatial features
[33]. Shi et al. proposed density-based clustering method to
extract places of interest using spatial information and the so-
cial relationships between users [24].

The other approach to extract hotspots is grid-based clus-
tering algorithm. Grid-based clustering is that the data space
is quantized into a finite number of cells which is formed by
the grid structure. Also, in the grid-based clustering, identi-
fying which a cell is a cluster or not is the number of data
included in the cell. The main advantage of the algorithm of
grid-based clustering is a fast processing time, which most
of the algorithms achieve a time complexity O(n) of where
n is the number of data (e.g. DBSCAN is O(nlog(n)) us-
ing kd-tree) [32]. Also, the performance of clustering de-
pends only on the size of the grids which is usually much less
than the data objects [31]. Additionally, almost grid-based
clustering algorithms are easy to extent parallelization, be-
cause each cells are independent when the algorithm detects
whether the cell is defined as a cluster or not. Agrawal et
al. proposed CLIQUE to extract clusters within subspaces
of the dataset using apriori-like technique [36]. Wang et al.
present STING which represents a grid-based and density-
based approach [35]. Chang et al. proposed Axis-Shifted
Grid-Clustering algorithm, which is a dynamic adjustment of
the size of the original cells in the grid and reduction of the
weakness of borders of cell [3].

Our proposed method to extract area of interests calcu-
lates the density of the area which photographers took pho-
tographs. We extract clusters as hotspots based on density in a
grid space. To calculate a density of each cells in the grid, we
use overlaps of the area taken by photographers, calculated by
photographic location, orientation, and angle of view of pho-
tographs. In this paper, our proposed method adopts the num-
ber of overlaps of pseudo triangles at which photographs were
taken in each cells to identify a cell is the area of interests or
not. The location is a point, but calculated pseudo triangles
present an area. Therefore, the amount of data obtained from
the pseudo triangles applied to clustering algorithm is more
huge, comparing to the approach using photographic location.
Therefore, the time complexity of the advantage of the grid-
based approach is important to treat huge photographs.

2.2 Extraction of Hotspots Based on
Photograph Orientation

According to photographs with a photographic orientation
have become more commonly available, photographic orien-
tation is used for extracting hotspots. Lacerda et al. proposed
a method for extracting hotspots using photograph orienta-
tions [9]. This method calculates the intersections between
lines of photographic orientation of many photographs. The
intersections are clustered using DBSCAN. Also, Thomee et
al. proposed a method for consideration of inaccuracies af-
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fecting GPS location measurements [17].

However, those methods to extract hotspots using photo-
graphic orientation do not consider the angle of view of pho-
tographs. The angle of view is important information which
shows an area of user interest. Therefore, we propose a method
to extract area of interests considering both photographic ori-
entation and angle of view.

In the related literature, some methods to estimate the pho-
tograph orientation have been presented, even for photographs
that appear to have no photograph orientation [11], [7]. Our
method uses the photographs with photograph orientation to
extract area of interests. Therefore, we expect to use the esti-
mated photograph orientation to increase the accuracy of our
method.

2.3 Analysis of Extracted Hotspots

Some researchers study the approach to analyze hotspots
obtained from large data annotated with various metadata like
photographic location.

The method to extract hotspots is used to find or detect ge-
ographical characterization. Spyrou et al. proposed a method
to understand the underlying semantics of extracted hotspots
using user-generated tags [25]. Omori et al. evaluate geo-
referenced photographs annotated with user-generated tags
related to coastlines show actual coastline [37]. Hu et al.
proposed a method to understand urban areas from extracted
hotspots using user-generated tags, and choice preferable pho-
tos based on image similarity of photographs in the hotspot
[39].

Also, there are some methods to extract the relationship
between a hotspot to another hotspot such as the relation-
ship of photographic subjects and shooting spots. Shirai et
al. proposed a method to extract a hotspot using DBSCAN
and to calculate the relation of hotspots [14], [42]. To dis-
cover a wide area of interest, this approach infers the relation
among hotspots based on the photograph location and orien-
tation. Hirota et al. proposed a method to detect and visualize
various relationship of hotspots using photographic orienta-
tion and social tagging [6]. Those researchers extract some
relationships from extracted hotspots.

The area of interests extracted by our proposed method rep-
resents photographic subjects at which many people took pho-
tographs. In other words, comparing to previous methods to
extract hotspots, our methods can extract hotspots reflecting
interests of users. Therefore, our approach might contribute
researchers to characterize the region and extract relationships
using hotspots.

3 PROPOSED METHOD

We propose a method to extract the area of interests using
photograph location, orientation, and angle of view obtained
from photo-sharing sites. Our approach includes the follow-
ing steps.

1. For a particular area, we obtain vast numbers of pho-
tographs from photo-sharing site.
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Figure 2: The symbols of pseudo triangle calculated by photo-
graphic orientation, location, and angle of view.

2. Generation of a pseudo triangle of a photograph, which
represents photograph area which a photographer was
taken, based on photographic location, orientation, and
angle of view.

3. From photographs which we use to analyze the partic-
ular area, we create grid space and cells which the size
specified by a user.

4. We count the number of the pseudo triangles in each
cell, and define the number is more than the threshold
as the area of interest.

We describe details related to the respective steps below.

3.1 Calculation of Pseudo Triangle of a
Photograph

We describe calculation of a photograph triangle which rep-
resents photograph area using photographic orientation, loca-
tion and angle of view. Here, Fig. 2 shows the symbols for
following equations to calculate the pseudo triangle of a pho-
tograph. The pseudo triangle consists photographic location,
orientation, and angle of view.

The angle of view is the angular degree of a given scene
that is included in the photograph taken with a camera. The
angle of view p{°” of photograph p; in photographs P =
{p1,p2, ..., pn } is calculated from focal length pif and the im-
age sensor size p! as follow.

!
Pl = 2% tan ( b f> (1)
2% pj

To calculate the pseudo triangle of a photograph, we detect
the three points of the triangle. The triangle of photograph p;
consists of vertex, angle of the vertex, photographic orienta-
tion p¢, and the other two points. The vertex of the triangle is
the photographic location of latitude and longitude obtained
from GPSLatitude and GPSLongitude in Exchangeable im-
age file format (Exif). The angle of the vertex is angle of view
p¢°¥ of the photograph p;. The other two points are calculated
based on photographic location and orientation p, the angle
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A cell which overlaps a pseudo triangle of
a photograph is defined as its area of interest

D A cell which overlaps a pseudo triangle of a
photograph is defined as not its area of interest

Figure 3: The definition of overlaps of cells and pseudo triangle of
a photograph.

of view, and the distance of the photographic subject. We
calculate the two points (pl@*1, p!™') and (ple'2, p™9%) using

following equations.

r_ (7P *05) x 7

p; 180 *

di = My, * cos(p}) )

A" = My, + sin(p}) @)
180

latl lat lat
pz p7f + g Tr * ER ( )
180

= 9 e ©

7% ER % cos(Pgg™)

Here, ER is radius of earth. Also, M., shows the pa-
rameter how meter distant from latitude p'** and longitude
lat2  Ing2

pﬁ"g of photographic location of a photo p;. (p;***,p;"?) are
calculated by the same procedure that the direction changes

P2+ P2 5 0.5. to p? — p2o¥ % 0.5.

3.2 Calculation of Grid

To identify places of area of interest which many people
have taken in the photograph, we specifically examined the
number of overlaps extracted pseudo triangle of photographs.
We create a two-dimensional grid which consists square cells.
Here, the area which we want to analyze is much wider than
the pseudo triangle of one photograph. Therefore, first, we
map photographs which have a photograph location to the
grid. Also, using the assigned coordinate of the grid, we count
the number of the number of extracted pseudo triangle of pho-
tographs.

(Pi* — Latmin) ¥ Mpeight

M, M g -

Yi height Lot — Latoo 7
9 Lngumin) * My

T = Mwidth - (pl gmzn) width (8)

Lngmaw - Lngmzn

Here, Latqz, Latimin, LNGmaz, and Lng,, respectively

denote the maximum and minimum values in {p{?¢, plat, ..., plat
ing Ing 1 s
and {p}"*?, p5*?, ..., p;9}. Additionally, Mpe;gne and Moyiarn

are the number of horizontal and vertical cells. These param-
eters are decided by how many meters to make one side of

a cell. For example, when the length of height of a cell is
m = 50 meters, Mpeign¢ are calculated as follow.

h(Latmaz, Latmn)
m

(€))

Mheight =

Here, h(Lataz, Lat,y,iy) is Hubeny distance between the
Lat,,q. and Lat,,;, (Because these are actually points, ei-
ther Lngmin OF LNgmaz 18 used for this calculation, but there
is almost no difference in the result). M,,;q:p is calculated by
the same procedure.

Consequently, each cells in the obtained grid include a pho-
tograph taken in the range.

3.3 Extraction Area of Interest

We discover the area of interest from the obtained cells us-
ing the overlaps of pseudo triangle extracted in previous steps.
Figure 3 shows the overlapped cells of the pseudo triangle of
a photograph. In the figure, the black circle shows the pho-
tographic location. Dashed lines of triangle consist of the
pseudo triangle of a photograph. Here, the cells filled with
light gray or dark gray are overlapped to the pseudo triangle.
We detect the overlaps of the dashed line and cells based on
photographic location and the vertexes of pseudo triangle of
a photograph using Bresenham’s line algorithm [43]. In this
paper, we use the cells filled with dark gray as the user’s in-
terests shown by a photograph. The reason why our approach
does not use some cells close to the photographic location is
we think those cells might present the shooting spot, not the
interests. Although some cell which might be extracted as a
shooting spot includes many photographs, and the number of
overlaps in such cells may be higher than other cells like not
a shooting spot. As a result of the case that we do not elimi-
nate the cells filled with light gray, almost extracted cells are
not the area of interests which our approach wants to extra,
but shooting spot. Therefore, in this paper, our approach only
uses cell filled with dark gray to extract the area of interest.

We classify whether a cell show interests of a photograph
by three cases. First, a cell includes the triangle. Second, the
triangle includes a cell. Finally, a line segment of the trian-
gle intersects the line segments of a triangle. Additionally, we
remove the cells close to the photographic location, from clas-
sified cells. The criterion for close cells is the distance based
on photographic location and M,,,,. In this paper, eliminated
cells are closer than 0.5 % M,,,, like the cells filled with light
gray in Fig. 3.

We apply this procedure to the cells of all photographs and
count the number of cells detected as the interests. If the num-
ber of photographs in a cell is greater than threshold minP,
then the cell is classified as an area of interest. Finally, we
visualize the extracted area of interest on Google Maps [20].

4 EXPERIMENTS

This section presents a description of experiments conducted
using our proposed method. We present and discuss several
examples of detection of visualization of area of interest.
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Figure 4: The results obtained from photographs which were taken around Buckingham palace and Victoria Memorial.

4.1 Datasets

We describe the dataset for experiments for visualizing the
area of interests. Photographs for experiments are obtained
from photographic search results of Flickr. Those photographs
have Exif metaadata of latitude (GPSLatitudeRef, GPSLat-
itude), longitude (GPSLngitudeRef, GSPLongitude), orien-
tation (GPSImgDirection, GPSImgDirectionRef), and focal
length. We obtained 5,842,337 photographs taken during 1
January 2005 - 20 20 May 2016 and taken in London.

4.2 Comparison Method

We use compass clustering [9] as comparison method. This
clustering method uses the intersections of pseudo orienta-
tions of a photograph to extract people’s interests. DBSCAN
clusters extracted intersections, and the calculated clusters are
defined as the area of interests in the method. To simplify
comparison between our method and the compass clustering,
we change grid-based clustering from the procedure of clus-
tering the intersections. Therefore, we map the intersections
into cells of a grid and extract the cells which include the
number of photographs than a threshold of min P as the area
of interests.

4.3 Visualization of Area of Interests

Figure 4 presents results of hotspots extracted from pho-
tographs in the area of Buckingham Palace, using our pro-
posed method, compass clustering, and shooting spots. We
used 2,023 photographs taken in the area (latitude: -0.145 -
-0.138 and longitude: 51.506 - 51.499). The clustering pa-
rameters are set as minP = 40, M,,, = 100 meters, and
m = 5 meters. Here, in this paper, we set the value of pa-
rameters manually with confirming the experimental results.
In those figures, the polygon shows the place extracted as a
hotspot. In Fig. 4(b) and Fig. 4(c), the more dark color of
a polygon from white to black, the cell includes more num-
bers of the photographic area of photographs. Also, in Fig.
4(a), the more dark color of a polygon from white to black,
the more photographs were taken in the area. Also, in those
figures, black circle shows the area of Victoria Memorial, and
black rectangle shows the area of Buckingham Palace.

Figure 4(a) shows the one shooting spot in Buckingham
palace, and eleven shooting spots around Victoria Memorial.
The shooting spots include the photographs taken of those
subjects. However, although the Victoria Memorial is one
of the famous monument and photographic subject, its place
is not extracted as shooting spot. The reason is when people
may take a photograph of the subject, they take apart from
the subject. On the other hand, in Fig. 4(b) and Fig. 4(c),
the extracted area of interests shows the more wide area than
shooting spots of Fig. 4(a), because those methods use the
line of photographic orientations or pseudo triangles.

In result of compass clustering of Fig. 4(c), there are the
dark polygons linearly from Victoria Memorial to Bucking-
ham Palace. Because compass clustering extracts the area
of interest using the pseudo orientation of photographs, the
method tends to extract the area of interests linearly. On the
other hand, in the result of our proposed method in Fig. 4(b),
there are the black polygons widely in the black ellipse. Here,
the gate of Buckingham Palace exists over a wide range in the
area of the ellipse. Therefore, many people take photographs
of the gate and Buckingham Palace, and our proposed method
discover the place as the area of interests in result shown in
Fig. 4(b). Our approach uses the angle of view to discover
the area of interests to consider the region of the interests. As
a result, our proposed method can extract the broad subject as
the area of interests.

Next, we show another result in the case that the distance
between the area of interests and shooting spots is farther
away. Figure 5 presents results of hotspots extracted from
photographs around Big Ben and London Eye. There is a
Themes river between Big Ben and London Eye. Thus, the
distance between those spots is about 500 meters. We used
704 photographs annotated with tags related Big Ben, and
taken in the area (latitude: -0.130 - -0.105 and longitude:
51.598 - 51.518). The clustering parameters are set as minP =
40, M40, = 100 and m = 10 meters.

In Fig. 5(a), two shooting spots are extracted around Lon-
don Eye. Therefore, the result shows there is interest from
the place to Big Ben. In Fig. 5(b), and 5(c), both method ex-
tracted the area of interests around London Eye and Big Ben.
However, the area of interests by compass clustering method
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Figure 5: The results obtained from photographs which were taken around Big Ben and London Eye.

is a few that our method around Big Ben, and the compass
clustering added heavyweights to the places around London
Eye. This reason is that the compass clustering method uses
the intersections calculated by the pseudo orientation. In this
case, because the area of interests which we want to visualize
is far from shooting spots, the points of the intersects is more
diverse, and the extraction of the interests is more difficult.
On the other hand, because our method calculates the inter-
ests using the pseudo triangles which show the users interest,
even if the distance is far, our approach can extract overlaps
of users interests.

Next, we discuss the parameter M,,, of the distance be-
tween photographic subject and location of a photograph. In
Fig. 5(b), and 5(c), there are some defined cells as the area
of interests beyond Big Ben. We assume this reason is the
diversification of distance between photographic subject and
location in our approach and the compass clustering. There-
fore, the photographic areas extracted by our approach have
some errors based on the distribution of photographic loca-
tion.

Figure 6 show the result of area of interest obtained from
the same dataset of Fig. 5, when extracting the area of in-
terest using both the cells which close cells from the photo-
graphic location (the cells filled with light gray in Fig. 3 ) and
cells which we use to extract area of interest in Section 3.3
(the cells filled with dark gray in Fig. 3 ). This result shows
many photographers took photographs to Big Ben from Lon-
don Eye. Therefore, the cell with the most significant number
of overlaps of pseudo triangles is the area around London Eye.
Also, the color of cells changes black into white from London
Eye to Big Ben. This shows that the number of the overlaps
is decreasing from London Eye to Big Ben. As a result, al-
though fig. 6 shows the result that many photographers took
photographs from London Eye and Big Ben, the black cells
do not show the area of interests about Big Ben but shoot-
ing spots about Big Ben, compared to Fig. 5(b). Therefore,
the procedure of excluding the cell which is close to photo-
graphic location is important for extracting the accurate area

of interest.

We summarize the visualization result obtained by our pro-
posed method and discuss the performance improvement. Com-
paring to the area of interest extracted using compass cluster-
ing, our proposed method extracts more wide area as the area
of interest, shown in Fig. 4. Also, we extract the area of inter-
est around Big Ben, but compass clustering extracted area of
interest near London Eye, shown in Fig. 5(c). This reason is
intersections of pseudo orientation in compass clustering are
concentrated around the shooting spot near London Eye. On
the other hand, our proposed method shown in Fig. 5(b) ex-
tracted area of interest around Big Ben. This advantage is the
pseudo-triangle and the eliminated cells described in Section
3.3. To make extraction of the area of interests more accurate,
we should estimate the distance between the photographic lo-
cation of a photograph and each subject in the photograph.

S CONCLUSIONS

We proposed a method to extract and visualize the area of
interests using photograph metadata of photographic orienta-
tion, location, and angle of view obtained from photo-sharing
sites. Our approach identifies a cell in grid mapped from pho-
tographs into the area of interest or not, using the overlaps of
pseudo triangles extracted by the photograph metadata. We
presented some examples of results obtained from Flickr us-
ing our proposed method. Comparing to the other method to
extract the area of interests based on photographic orientation,
our proposed method can extract the area of interests at more
widely, and it is possible to visualize the contents of the area
of interests more importantly.

Future studies will be conducted estimate metadata such
as photographic orientation, the distance between the photo-
graphic location and the subjects of photograph. Regarding
photographic orientation, the applicability of our approach
depends on the number of photographs with the metadata and
their accuracy. Also, in this paper, we set manually the param-
eter M,,, of distance between subjects of a photograph and
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Figure 6: The result of area of interests without excluding the close
cells from photographic location (i.e. the result is ex-
tracted from light and dark gray cells 3).

photographic location. The parameterM,,, depends on the
situation of a photographer took a photograph. Therefore, to
extract the accurate area of interests extracted by our proposed
method, we should set appropriate parameter. Additionally,
we will recommend travel routes considering shooting spots
and area of interests, because we think that such places which
can take photographs around famous landmarks are important
for tourism.
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Abstract - In this research, we propose a defect-detection
method for a Bluetooth Low Energy (BLE) beacon. The types
of defect are breakdown, battery exhaustion, removal and re-
location. To detect such defects, we create a BLE model and
Wi-Fi model for each room. The BLE model and Wi-Fi model
consist of probabilities of observation of each beacon’ s radio
information. By comparing the newly acquired BLE radio in-
formation and Wi-Fi radio information with the BLE/Wi-Fi
room model, it is possible to detect the problem occurring in
the beacon. As a proposed method, we compare the room
model with the radio-wave information of the acquired BLE
and Wi-Fi, and detect the beacon defect automatically. We
conducted indoor experiments and beacon defect-detection
experiments using the proposed method. In the room esti-
mation experiment, the accuracy of estimation at BLE with
the optimal boundary value was 86%, and the estimation ac-
curacy at Wi-Fi was 95%. In beacon defect-detection experi-
ments, the correct answer rate for defect detection was 94%.
However, when the beacon disappeared from a room, the de-
tection accuracy was 35%, which was less than half.

Keywords: BLE beacon, fingerprint, room estimation, de-
fect detection, Wi-Fi

1 INTRODUCTION

BLE beacons (from here on, simply "beacons’) are increas-
ingly used for services in public facilities such as indoor lo-
cation estimation, room estimation, attendance management,
distribution of coupons, mountaineer distress prevention, and
checkpoints of electronic stamp rallies [1]-[4]. To estimate
the position of a room in room estimation, one to several bea-
cons are installed in each room. Also, there are many meth-
ods of installing beacons at a fixed distance, and they are used
for indoor management and recording of walking routes [5],
[6]. They are used to distribute coupons to the smartphones
of people who pass in front of a store [7]. For mountaineering
safety, climbers can bring beacons that sound an alert if any-
one strays too far from the group. In electronic stamp rallies,
beacons are installed at checkpoints. When a smartphone is
close to the checkpoint’s beacon, the user can press the stamp
on the smartphone application [8], [9].

Because beacons are small and easy to carry, it is difficult to
manage many beacons simultaneously. Beacons run on bat-
teries whose lifetime is from about six months to two years.
Thus, when dealing with many beacons, we have to check ev-
ery one to figure out which has run out of batteries. Also,

beacons are small, have the same shape, and are easy to carry.
Therefore, someone can move them accidentally, or they can
be miss installed.

When the target environment is small, usually the adminis-
trator of the environment can easily manage the small number
of beacons because it is easy to grasp what kind of defect is
occurring in which beacon and respond quickly.

In a large-scale environment with many beacons such as a
university or electronic stamp rally at a large park, the admin-
istrator must collectively manage the system, and it is unreal-
istic to check beacons for failure one by one.

In this research, we generate a BLE/Wi-Fi-based room model
to estimate defects such as battery outage, malfunction, re-
moval, and relocation. The BLE model and the Wi-Fi model
consist of probabilities of observation of signal information
for each room. When a new BLE/Wi-Fi radio wave obser-
vation is acquired, the system compares the obtained radio
wave information with each room model, and estimates the
room from which the radio waves were acquired. After that,
the system compares the estimated room model with the ac-
quired radio wave information and finds the beacon defect.

Battery-powered beacons are mostly used, so the batteries
run out during long-term operation. Also, since beacons are
small and have a shape that is difficult to fix to a wall, there
is the possibility of them being moved. Additionally, in or-
der to manage many beacons, there are cases where beacons
are mistakenly installed in the wrong room. Because bea-
cons only transmit BLE radio waves, they cannot communi-
cate with each other. Therefore, it is impossible to confirm
problems between beacons.

Using the proposed method, the administrator does not have
to undertake the impractical task of checking each beacon in-
dividually.

The rest of this paper is structured as follows. In Section
2, we explain related research. Section 3 describes our bea-
con defect detection method. Section 4 describes experiments
using the proposed method. Section 5 summarizes and dis-
cusses future issues.

2 RELATED RESEARCH

Wireless LAN, beacons, built-in sensors of smart phones,
etc. are often used for indoor position estimation and room
estimation research. However, there are few studies on detect-
ing activity or defects of beacons for terminal management.

There is research on the behavior monitoring of BLE bea-
cons using participatory sensing. In Asahi’s method [8], the

ISSN1883-4566 © 2019 - Informatics Society and the authors. All rights reserved.
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beacon is used as a check point of an electronic stamp rally.
When the smartphone terminal that introduced the applica-
tion receives radio waves, beacon information and time data
are sent to the server. When monitoring the information trans-
mitted to the server, the data continuously transmitted may be
interrupted in some cases. Since the transmission of data sud-
denly stops, it is a method that grasps the activity state of the
beacon. This method is considered to be effective as beacon
management during service operation. However, if the bea-
con installed as a checkpoint is moved, or if it is installed at a
place where people do not always go, it cannot be determined
whether the beacon is running or not. Also, there is a possi-
bility that some time lag may occur between a beacon sending
information, and that information being confirmed. Addition-
ally, even if a beacon is moved to an unexpected place, when
someone brings a smartphone within range of that beacon, the
method confirms that the beacon is normal.

When estimating position using campus LAN, it is neces-
sary to measure the radio wave intensity of Wi-Fi for each
position. When using the wireless access point to estimate
the position as in Dhruv’s method [10], it is necessary to de-
termine the observation position of the radio wave intensity
considering the base station. In contrast, our method creates
Wi-Fi and BLE fingerprints. Instead of a fingerprint for each
location, it creates a fingerprint for each room based on the
measured data. When you create a fingerprint for each room,
you cannot figure out where you are in the room. However,
it becomes easy to grasp whether or not you are in the room.
When indoor position estimation using radio field strength of
a BLE device is carried out, radio waves of BLE are weaker
than Wi-Fi.

Kajioka’s method involving indoor positioning using BLE
radio intensity [11] targets small classrooms. Therefore, only
one beacon is placed for each room. Even though radio waves
may be weak, the beacon’s radio waves could be received ev-
erywhere in small rooms. It is considered that the possibil-
ity of a radio wave not reaching an estimation device is low.
However, we also assume a lecture room and a large lecture
room compared to Kajioka’s research. Therefore, there is a
possibility that some places cannot be reached depending on
location. Therefore, we should install multiple beacons if a
room is so large.

3 BEACON DEFECT DETECTION
METHOD USING WI-FI AND BLE
OBSERVATION

In this research, we generate a Wi-Fi model and BLE model
for each room, and detect defects such as battery outage or
breakdown or relocation of a beacon. An outline of this method
is shown in Fig. 1. In scene 1, when comparing the observed
data with the room model of each room, it can be estimated
that the user is at room « from the Wi-Fi model. However, the
BLE signal is not received from beacon A. Therefore, beacon
A is thought to have experienced a defect such as battery ex-
haustion or relocation. In scene 2, when comparing the model
of room « with the observed data, the existence of beacon B
can be confirmed. Since there is no beacon B in the room

Room « Room f3
) Proba I Proba
Radio ID bility Radio ID bility
Beacon-WiFi Beacon A | 100% BeaconB | 100%
Corresponding DB WiFi X 100% WiFi Z 100%
WiFi Y 80%
/ Scene 1 \ / Scene 2 \
Smartphone " .
Received radio Radto ID Radio ID
information
Beacon A
WiFi X Beacon B
WiFi Y WiFi X
WiFi 2 WiFi Y
WiFi can estimate room o
Beacon A can not receive it. Beacon B that should be in room

*‘ It is in room ﬂ(,-,
\ Beacon A battery outage / K Move Beacon B j

Figure 1: Outline of proposed method

model of room «, there is a high possibility that beacon B
was moved from room £ to room .

By using this method, operation check of a beacon can be
done automatically. It is not necessary to periodically check
the operation of each beacon. It is also considered that defects
such as in Fig. 1 can be detected during operation. By doing
this, it is possible to deal with the beacons which the defects
have occurred.

3.1 System Overview

An overview of the system is shown in Fig. 2. This method
is introduced together with room estimation-based applica-
tions such as attendance-management applications and coupon-
delivery applications. BLE/Wi-Fi observation data is acquired
for users who frequently use these applications. The timing
to acquire the data is when the BLE is received. Also, the
user here is not a system manager, but general users who use
the application on a daily basis. In the normal state, when
it receives BLE radio waves, it communicates with the room
estimation server and receives room information. There is
a room recognition library as the foundation of location in-
formation service. Normally, in the library, room recogni-
tion is performed using only BLE in order to judge the oc-
cupancy situation necessary for location information service.
BLE models of all rooms are synchronized from maintenance
server to room estimation server, and regular room estima-
tion is done by using BLE model. Sometimes, when receiv-
ing BLE, it also receives Wi-Fi and sends two pieces of ob-
served information to the maintenance server. Please note
that the BLE/Wi-Fi observation task is not explicit. Observed
BLE/Wi-Fi can be uploaded to the management database with-
out the user * s awareness. When observation information is
uploaded, the maintenance server estimates the beacon defect
based on the received radio wave information. The server
detects a problem with the BLE beacon using both the BLE
model and the Wi-Fi model. When a problem is found in
the beacon, information on the room and the beacon in which
the problem occurred is presented to the manager. Then, the
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Figure 2: System overview

Table 1: Characteristics of beacon and Wi-Fi router

BLE beacon | Wi-Fi router
Installation cost O A
Installation place O A
Driving time A O
Detection range A O
Power consumption O A

manager can see the defect information and go to the place to
correct the problem.

In fact, you can estimate a room without using beacons if
you use Wi-Fi. A comparison of the characteristics of Wi-
Fi routers and beacons is shown in Table 1. We decided to
utilize beacons instead of Wi-Fi routers based on that. Bea-
cons are inexpensive to install and many can be placed in the
same location. Also, since they are mostly battery-powered,
installation is possible without being restricted by electrical
access. Because beacons use BLE, they operate with power
saving, and the transmission range of radio waves is narrow.
However, the lifespan is as short as one to two years. Wi-Fi
routers are expensive to install and not suitable for installation
in many rooms. Since they need a power supply to operate,
installation locations are limited. However, since the possi-
bility of interrupting operation is low, reliability is high and
radio waves can be transmitted over a wide range.

In this study, we are targeting all the rooms of one building
or one campus such as a university, so it is considered that
beacons are suitable for installing in each room because they
are cheap and easy to install. Basically, Wi-Fi routers are used
to access the Internet, so it is not realistic to install them in a
room that is not used much. If we estimate the narrow range
of aroom, it is considered that a narrower range is better than
transmitting a radio wave over a wide range. As such, beacons
are considered suitable.

3.2 Features of This Method

In this method, we generate a fingerprint for each room
rather than a fingerprint for each measured position [12]-[15],
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Room A
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Fingerprint
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Wi-Fi

Fingerprint

BLE
29471355 65951801
b7¢a 0lca

Wi-Fi

Figure 3: Collecting fingerprint

which is being done in many position estimation studies. For
each room, not for each location, no matter the detailed loca-
tion of the observation point. Observe each room rather than
location. Then, it is estimated as that room which is regard-
less of where in the room. Therefore, room estimation is easy.
Also, compared to the method that requires observation of de-
tailed positions, the number of observations of radio-wave fin-
gerprints for information can be reduced. This leads to cost
reduction. Furthermore, there is no need to clearly decide
when to measure radio information. There is the advantage
that it is sufficient to observe data everywhere in the room.

The reason for combining Wi-Fi and BLE is to use Wi-Fi
to detect a beacon defect when it occurs. It also plays the role
of room estimation. When estimating a room by installing a
single beacon in a small room such as a small classroom or
a laboratory, it is impossible to estimate a room if a beacon
fails or a beacon is taken out. Also, in the case of breakdown,
the beacon will be repaired if replaced. However, when it is
taken out, it is necessary to search for a beacon terminal.

Data collection and modeling of this method are shown in
Fig. 3 and Fig. 4. In this method, the system knows all bea-
con ID’s and their room placements. In the case of a small
room, beacon radio waves can be acquired anywhere in the
room. In the case of a large room, radio waves of the ar-
ranged beacon may not be acquired in some cases. If data
cannot be acquired continuously, it could be erroneously de-
tected that a defect has occurred in the beacon. Therefore, in
our assumption, several beacons are placed in a large room to
avoid this problem. The system collects Wi-Fi and BLE radio
wave information to estimate a room, and integrates the col-
lected Wi-Fi and data for each BLE. We create a Wi-Fi model
and a BLE model for each room as in Fig. 4.

During operation, we gather BLE/Wi-Fi observation data
from various people that use room estimation-based applica-
tions such as automatic attendance systems and stamp rally
games. Basically, BLE data is observed when entering a room
as in Fig. 3. The system also observes Wi-Fi data at regular
intervals and compares the observed BLE list with the BLE
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Figure 4: Model creation method

model in every room and estimates the room. Room informa-
tion is sent after room estimation is done. The system com-
pares the Wi-Fi list observed every fixed period with the Wi-
Fi model of every room and estimates the room. The system
then compares the observed Wi-Fi list with the Wi-Fi model
of the room.

Basically, room estimation for room estimation-based ap-
plications is performed using BLE data, but room estimation
is performed simultaneously with BLE using Wi-Fi data at
regular intervals for detecting beacon defects. We believe that
estimation of beacon movement, malfunction, battery exhaus-
tion, etc. will be possible. In addition, when room estimation
is performed normally, each model is updated using the ob-
served Wi-Fi and BLE data.

In this method, the system only knows the initial placement
room of the beacons. We do not consider it to be a defect situ-
ation if a beacon is slightly moved in the same room because
the beacon is still in the correct room. However, the BLE sig-
nal model for the room should be updated in such a situation.
We assume that participatory sensing is a suitable method to
update the BLE/Wi-Fi signal model for each room. In opera-
tion of room-estimation applications, a user’s smartphone up-
loads BLE/Wi-Fi observation information automatically. By
using the collected observation information, the BLE/Wi-Fi
model can be updated.

3.3 Data Collection and Assumption

In the proposed method, the fingerprint for Wi-Fi and BLE
is collected in advance to generate the BLE/Wi-Fi model for
each room. As a premise, smartphones are used to collect
data. Observation data at the time of preliminary collection
are gathered with the correct room name known. In data col-
lection, we walk around in each room, and record radio obser-
vation information of BLE and Wi-Fi at 10-second intervals.
In a general Wi-Fi fingerprint collecting method, radio waves
obtained while stationary for several seconds are regarded as
the fingerprint at that position. On the other hand, in the pro-
posed method, we model the radio-wave environment of each
room. Therefore, radio-wave information of the whole room

is necessary. BLE and Wi-Fi radio waves are affected by peo-
ple and objects, and they decay as distance increases. There-
fore, it is insufficient to observe only one point in the room,
especially in a large room. We walk around the room and
collect fingerprints in various places in the room.

At the time of data collection, we assume that beacons have
already been installed in each room. In addition, many kinds
of BLE devices have been released in recent years. To avoid
confusion, only beacons with a specific UUID (ID that can be
set in the beacon) are targets for data collection. The trans-
mission interval of the beacon device used was 300 ms, and
the transmission strength was set to -4 dBm.

Data collection is conducted by participatory sensing, and
when a user with a smartphone enters a room, observation is
assumed simultaneously with room estimation. Basically, the
smartphone collects BLE data, but also collects Wi-Fi data
at regular intervals. We integrate the collected Wi-Fi of the
room and data of each BLE, create a Wi-Fi model and BLE
model for each room, and make a room model.

3.4 BLE/Wi-Fi Modeling For Each Room

We create Wi-Fi and BLE models for each room based on
the data observed as in Fig. 4 for room estimation. In the
proposed method, for the radio waves observed in the room,
the probability of observing the radio waves is calculated, and
the Wi-Fi model and BLE model are generated. However,
for Wi-Fi, radio wave broadcast distance is greater than that
of BLE. Therefore, it is limited to those observed above a
certain received signal strength. The main reason for using
such a simple model is to ease implementation and reduce
calculation cost.

Also, for both the Wi-Fi model and BLE model, radio waves
with observation probability of less than 50% are not included
in the model. Room estimation is performed based on the
observation probability of each radio wave. However, if ex-
tremely low radio-wave information is included at that time,
the probability of room estimation is considered to be low.
This is because radio-wave information, which is not frequently
observed, is used for room estimation.

3.5 Room Estimation

Room estimation during operation is explained here. We
compare the data observed at a certain timing, the list of Wi-
Fi and BLE in each room built in advance, the BLE model
and the Wi-Fi model, and estimate the room. We focus on
room estimation by the BLE model, but that using the Wi-Fi
model is done in the same way.

We use only the BLE model for room estimation for location-
based services such as attendance management systems. We
use the BLE model and the Wi-Fi model for maintenance as
to whether the BLE beacon is installed properly.

Let Oy be the set of BLE radio waves contained in observa-
tional data O. At this time, the probability p(r) existing in a
room 7 is calculated as follows. Here, we denote the observed
probability of radio wave a in room r as p(a|r) and the set of
radio waves contained in the BLE model of room 7 as M.
First, we obtain the set of radio waves common to O, and
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My as O, N My . Also, we obtain a set of radio waves that are
included in A/; and not included in Oy as M; — (O, N My).
Next, we obtain the probability that the radio waves of the set
element can be observed in room 7 as follows.

p(r) = [T olalr) x TT(1 = p(blr))

where

a €0y N M be M —(0,nM).

Next, we will explain room estimation with the Wi-Fi model.

It is the same as room estimation using the BLE model just by
changing the sign of the calculation.

Let O,, be the set of Wi-Fi radio waves contained in ob-
servational data O. At this time, the probability p(r) existing
in a room r is calculated as follows. Here, we denote the ob-
served probability of radio wave a in room r as p(a|r) and
the set of radio waves contained in the Wi-Fi model of room
r as M. First, we obtain the set of radio waves common
to O, and M), as O, N M. Also, we obtain a set of ra-
dio waves that are included in M, and not included in O,, as
M7, — (O, N M). Next, we obtain the probability that the
radio waves of the set element can be observed in room 7 as
follows.

p(r) = [ plalr) x T = p(blr))

where
a € Oy quva € M:;J - (Ow QML)

Comparing the observation data with any room model as
described above, the probability of being a specific room is
required. Let the room with the highest probability be the
room where the smartphone is currently.

3.6 Beacon Defect Detection

Based on the results of BLE room estimation and Wi-Fi
room estimation, we compare BLE radio wave list O with
the BLE model of the estimated room and detect the defect of
a BLE beacon. The malfunction of a BLE beacon is such that
radio waves are not transmitted due to battery exhaustion or
breakdown, or it has been taken out of the room. For these de-
fects, we will discover two types of inconsistencies: “Should
not be observable ” and “Observable but are not ” . Then, we
perform defect analysis.

As a precondition, R}, is the room estimated by the BLE
model. R, is the room estimated by the Wi-Fi model. O, is
the set of BLE beacons received at a given observation. M?
is the set of BLE beacons included in the BLE model in room
R.

First, we will show the algorithm for finding the beacon
set E'mh (mh means “move here ” from somewhere), which
is supposed to be unobservable. What can be found with this
pattern is that the beacon was moved to a room observed from
some room.

Suppose the room estimate 7, based on the BLE model is
correct. The beacon set that is supposed to be impossible to
observe can be obtained as follows.
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EM =0, — (M 0 Oy)

On the other hand, suppose that the room estimate R,
based on the Wi-Fi model is correct. The beacon set that
is supposed to be impossible to observe can be obtained as
follows.

Eph =0y — (M N Oy)

Here, if R, and R,, are different, elements of Eg"h and
EZ[}h are also different. In that case, their union is regarded as
a candidate for a problem.

Em™h = gty BTN

Next, we show an algorithm to examine the beacon set
E™!(mt means “move to somewhere”), which is supposed to
be observed but is not observed. What we can discover with
this pattern is a malfunction, a battery exhaustion, or that the
beacon has been moved out of the observed room.

Suppose the room estimate R;, based on the BLE model is
correct. A beacon set that is supposed to be observed but is
not observed is obtained as follows.

EM = My, — (M n0Oy)

On the other hand, suppose that the room estimate R,
based on the Wi-Fi model is correct. A beacon set that is
supposed to be observed but is not observed is obtained as
follows.

E™ = M, — (M N Oy)

Here, if R}, and R,, are different, elements of £} and E"*

are also different. In that case, their union is regarded as a
candidate for a problem.

t t t
E™ = E™ UE™

3.7 Comparison With Other Methods

As related research, compare Asahi’s method, described in
Section 2, with our method. Table 2 compares attributes of
the two methods. In Asahi’s method, a beacon is arranged as a
checkpoint of a stamp rally. Therefore, it is necessary to trans-
mit data at every checkpoint. Since it is sufficient to transmit
only the BLE data, it is considered that the power consump-
tion does not increase very much. However, with this method,
it is necessary to transmit Wi-Fi and BLE data when entering
the room. Since entrance/exit is repeatedly performed, it is
thought that power consumption will increase.

With regard to estimation of defects, Asahi’s method does
not transmit data unless a person passes near a beacon. Fur-
thermore, we cannot observe data. Also, defect cannot be
detected if data cannot be observed. However, in our method,
data observation is done at entry. Except for rooms that are
not used much, we believe that we can respond quickly to a
problem with beacons.

Regarding the type of defect, Asahi’s method can only de-
tect defects such as a beacon’s battery outage. Also, if a bea-
con is taken out, you do not know where it has gone. In our
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Table 2: Comparison of methods
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Asahi’s method [8] | This method
Power consumption O A
Immediate nature of
defect detection A O
Types of defects A O

method, a room model is created, and observed data are com-
pared. As aresult, in addition to a defect of the beacon, move-
ment such as replacement can be detected.

4 ROOM ESTIMATION AND BEACON
DEFECT DETECTION EXPERIMENT

By examining the room-estimation method conducted in
Section 3, we can verify the accuracy of room estimation.
We also conducted experiments as to whether beacon defects
could be detected. If the accuracy of room estimation ob-
tained by experiment is low, there is a possibility that estima-
tion of beacon defects may be affected.

As the first experiment, after creating the BLE/Wi-Fi model,
we observe the Wi-Fi and BLE data in each room and obtain
the accuracy of room estimation. Since beacon radio waves
are weaker than Wi-Fi, it can be considered observable in the
room and still not be observed. Therefore, we observe data at
various places in the room. It is considered that room estima-
tion is possible with a high probability if the room is isolated.
However, it is considered difficult if it is possible to observe
radio waves of the same Wi-Fi or beacon, such as in a room
next door. In addition, it is thought that the probability of
room estimation will be low if all the beacons with low radio
field intensity are used. Then, estimation of a beacon defect
is affected. Therefore, the boundary value of the radio field
intensity is also found.

As a second experiment, we will detect malfunctions as-
suming beacon movement, defect, etc. We anticipate the fol-
lowing kinds of defect: one cannot observe the beacon in the
room; the beacon in the room has malfunctioned; a beacon
that should not be observable originally is detected; and a bea-
con installed in one room has been moved to another room.
As a result, we believe that by comparison with BLE/Wi-Fi
observation and the BLE/Wi-Fi model of each room, beacon
movement and malfunction can be detected.

The factors that affect detection accuracy are considered to
be the size of the room, location of the room, and number of
beacons.

These factors, along with multiple potential defects, may
combine variously to affect detection accuracy.

4.1 Experiment Setting

As the experimental setting, data collection is done in each
room using a smartphone as in Section 3. The room used in
the experiment is shown in Fig. 5. One Wi-Fi access point
is installed in each room. Data collection takes place every-
where in the room.

The beacon arrangements for each room are shown in Fig.
6. Everywhere in the room at least one beacon’s signal can be

Building X
Second Floor

I:H:H\Roi
IR

Second Floor

L]

Building Z
Ground Floor
S R [
| l | RoomE
‘ ‘ ‘ ‘RoomA‘
Building Y
Figure 5: Floor map
Room A —— Room B — Room C ——
Y i
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D1 «A»El, E2, E3
(P9

Figure 6: Beacon arrangement diagram

received. All UUIDs are unified. In room A, three beacons
are installed in different corners of the room, three in total,
and it is apart from the other rooms. In room B, two beacons
are installed on opposite walls; and room B is in a different
building from the other rooms and thus furthest away. In room
C, two beacons are installed, and it is next to room D. In room
D, one beacon is installed in the center. Room E is a large lec-
ture room and has beacons installed in three places: entrance
1, entrance 2, and next to the central pillar. Observe BLE and
Wi-Fi while walking through the room. Also BLE and Wi-Fi
data are acquired 10 times in each room, 50 times in total. The
quality of room model will be better when observation time
becomes long. Also, the accuracy of room estimation will be
approved. However, we decided the number of observation
per room is 10 times, because the purpose of the experiment
is to confirm the ability of defect detection in the experiment.
Actually, the setting of the number of observation per room is
rigid condition.
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Table 3: Room estimation result

Initial setting
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Defect Situation

750dBm 75dBm ~90dBm Room A Defect 1

Room L L o Al A2 A3 Al Break
estimation BLE | Wi-Fi | BLE | Wi-Fi | BLE | Wi-Fi

RoomA | 100% | 100% | 100% | 100% | 100% | 100% Room B

RoomB | 100% | 100% | 100% | 100% | 100% | 100% B1, B2 Defect 2

RoomC 100% | 70% 100% | 80% 100% | 100% Room C o

RoomD 30% | 100% | 40% | 100% | 30% | 80% o & B1, B2 ::>Room C {'Cha

Roomﬁ 100% | 100% | 100% | 100% | 100% | 100% ’ 1, c2 |::>Room B oy

T
probabilty | 86% | 94% | 88% | 9% | 6% | 96% Room D Sefect 3
4.2 Room Estimation Experiment ot -m
Room E El Room D

In the room-estimation experiment, we used the Wi-Fi and E1, E2, E3

BLE observation data and experimented on how accurately
room estimation could be estimated. We compared the ob-
served data with the model created in Section 3. If the accu-
racy of room estimation is low, it is thought that estimation of
beacon defects will be affected. Also, if all the base-station
information is used, there is a possibility that the probability
of room estimation will be low. Since there is a possibility
that the experiments to be performed next may be affected,
the boundary value is also examined. Boundary values of -50
dBm, -75 dBm, and -90 dBm were used for room estimation.
Experimental results are shown in Table 3.

For room A, the room estimate for BLE was 100% at any
boundary value of the radio field strength. Room B was 100%
different at any boundary value because it is in a different
building from the other rooms. For room C, the estimate for
BLE was 100%, but for Wi-Fi the estimate at -50 dBm was
70% and the estimate at -75 dBm was 80%. For room D, BLE
estimates were less than 40% at any boundary value; estimate
for Wi-Fi at -90 dBm was 80% and others were 100%. Room
E was 100% in BLE and Wi-Fi estimates.

From the experimental results, we could estimate a room
with high probability except for ones with a room next door.
Howeyver, in rooms next to each other, we could observe the
BLE and Wi-Fi radio waves from either room. Therefore, it is
considered difficult to estimate only by whether the base sta-
tion can be observed. Moreover, accuracy is high when room
estimation is performed at -75 dBm from the experimental re-
sult. Therefore, the boundary value considered to be suitable
for defect detection is -75 dBm.

As a result, the influence of the number of beacons and the
size of the room is small. However, when the position of the
room is close, the beacon radio waves can be acquired, so the
detection accuracy is low.

4.3 Beacon Defect Detection Experiment

In the defect-detection experiment, a beacon defect was de-
tected, assuming a malfunction such as battery exhaustion,
defect or movement of a beacon. The verified defect situation
is shown in Fig. 7. In defect 1, one of three beacons in room A
is unusable due to battery outage or malfunction. In defect 2,
the beacons of room B and room C were arranged mistakenly,
or moved. In defect 3, it is assumed that the beacon of room E
has been moved to room D. In fact, in simple situations with

Figure 7: Assumed defect situation

Table 4: Defects that expected to be detected

Should not be | Observable but
Room name observable are not
RoomA None Al
RoomB Cl1,C2 B1, B2
RoomC B1, B2 Cl1,C2
RoomD El None
RoomE None El

only one beacon defect, our method can detect the defect eas-
ily. Therefore, we set these more complex situations for the
experiment.

Figure 4 represents the details of defect situations. As De-
fect 1, Beacon A1l is broken, so that A1 cannot be observed in
Room A. Therefore, the defect situation named “Observable
but are not” should be detected in Room A. Also, there are no
beacons to be moved to Room A, so that the defect situation
named “Should not be observed” should not be detected in
Room A. We set Defect 2 in Room B and C. The defect sup-
pose misplacement by the system operator. Beacon B1 and
B2, they should be placed in Room B, are misplaced in Room
C. Also, Beacon C1 and C2, they should be placed in Room
C, are misplaced in Room B. Therefore, both of the defect
situations named “Observable but are not” and “Should not
be observed” should be detected in Room B and C. Defect 3
is mischief situation. One of the beacon named E1 in Room
E is moved to Room D by someone. Therefore, “Observable
but are not” should be detected in Room E1, also “Should not
be observed” should be detected in Room D. The result of
detection is presented in Fig.6

Table 5 shows the detailed result of room estimation and
defect detection. At first, the method estimates existing room.
If observed room and estimated room are same, room esti-
mation result is correct. Then, each defect is checked on the
condition of the user observed in estimated room.

In defect 1, existing room is estimated as room A, and the
estimation is correct. On the condition that the user observed
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Table 5: Detailed result of defect detection

Observed room | Room estimation | Estimated room | Defect detection Estimated number of defects
result result Should not be Observable but
observable are not
Defectl RoomA Correct RoomA Correct None Al:10
Wrong None None
Defect2 RoomB Correct RoomB Correct C1:10, C2:10 B1:10, B2:10
Wrong None None
RoomC Wrong RoomB Correct None None
Wrong DI1:7. E1:5 None
Correct RoomC Correct B1:4,B2:4 Cl:4,C2:4
Wrong El:1 None
Wrong RoomD Correct None None
Wrong B1:6, B2:6,El1:4 DI1:3
Defect3 RoomD Wrong RoomB Correct None None
Wrong D1:10, E1:10 None
Correct RoomD Correct E1:10 None
Wrong B1:10, B2:10 None
RoomE Correct RoomE Correct None E1:10
Wrong None None
. room B, wrong defects of “D1:7. E1:5” appears in “Defect
Table 6: Accuracy of defect detection detection resuﬁ - Wrong” and “Should nolzpbe observable”.
Should not be | Observable but When the room is wrongly estimated as room D, wrong de-
observable are not fects of “B1:6, B2:6, E1:4” appears in “Defect detection result

Total number of

defect detections 107 51

Number of correct
answers for

defect detection 38 48
Incorrect number of
defects detected 69 3
Correct answer
rate 35% 94%

BLE/Wi-Fi signals in room A, BLE Al was estimated 10
times as “Observable but are not”. The defect detection is
correct, so that “A1:10” is appeared in a cell of “Defect de-
tection result - Correct” and “Observable but are not”. Also,
the defect “Should not be observable” should not be observed
in room A, so that “None” is set in a cell of “Defect detection
result - Wrong” and “Should not be observed”. There are no
estimation error in terms of defect 1. Therefore, “None” is set
both of the cells of “Defect detection result - Wrong. ”

In defect 2, room estimation was succeeded when the user
exists in room B. On the condition that the user observed
BLE/Wi-Fi signals in room B, BLE C1, C2 were estimated 10
times as “Should not be observed”. Also, BLE B1, B2 were
estimated 10 times as “Observable but are not”. The defect
detections are all correct, so that “C1:10, C2:10” appears in
“Defect detection result - Correct” and “Should not be observ-
able” and “B1:10, B2:10” are appears in “Defect detection re-
sult - Correct” and “Should not be observable”. The number
after colon means the number of defect detection times. On
the other hand, in room C, room estimations contain errors
as room B and room D, so that they are shown as “Wrong”.
If room estimation failed, the method tends to derive wrong
defects. For example, when the room is wrongly estimated as

- Wrong” and “Should not be observable”. Also, wrong de-
fects of “D1:3” appears in “Defect detection result - Wrong”
and “Observable but are not”. Even if the room estimation is
correct, defect detection may contain errors. When the room
is correctly estimated as room C, wrong defects of “E1:1” ap-
pears in “Defect detection result - Wrong” and “Should not
be observable”.

In defect 3, as same as defect 2, there are several defect
detection failures even the room estimation is correct. The
corresponding cell is, “Defect 3 - Room D - Correct - Room
D - Wrong” and “Should not be observable”, and the concrete
defect detections are “B1:10, B2:10”.

From Table 6, the number of defect detections is larger
than the number of observations. In this research, we esti-
mate rooms using BLE and Wi-Fi and detect defects of BLE.
Therefore, the result will come up two estimating of the rooms
for BLE and Wi-Fi. If the room estimation results using BLE
and Wi-Fi are different, defects are detected for each esti-
mated room. When the estimation of BLE is room A and the
room estimation in Wi-Fi is room B, the result of defect detec-
tion in room A and defect detection in room B are obtained.
Also, even if it is in the same room, there are cases where
multiple defects such as “BLE A1l can not be observed” and
“BLE A2 can not be observed”. In the situation, the number
of defect is counted for each defect. Therefore, the total num-
ber of defect detection will be larger than 50 observations. For
example, BLE C1 and BLE C2, which do not exist in room
B, were observed. The total number of defect detections is
represented by the sum of correct and incorrect detections of
“Should not be observable” and “Observable but are not” in
Table 5, respectively. The number of correct answers for de-
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fect detection is expressed by the sum of “Correct” each de-
fect detection. The incorrect number of defects detected is
expressed by the sum of “Wrong” each defect detection. The
correct answer rate is represented by “total number of defects
estimated / correct defect detections”.

The first “Observable but are not” targets are rooms A, B,
C and E from Table 6. The number of observations and the
number of defects detected are not much different. In ad-
dition, the number of correct answers for defect detection is
large, and the correct answer rate is 94%. For defect detec-
tion, rooms A, B, D and E are accurately detected. However,
room B has detected a different BLE than expected. The next
deficiency is “Should not be observed”. Detectable estimation
results are for rooms B, C, and D. The number of estimated
defects is almost twice the number of observations. About
one third of the correct answers are correct, and the correct
answer rate is 35%.

As a consideration of defect detection, as shown in Table 5,
in rooms A and E, the BLE of the other room cannot be seen.
Therefore, “Should not be observable” and “Observable but
are not” defects are detected correctly. It is thought that this
is because the rooms are far away from each other, so their
BLEs do not interfere with each other. Room B is separate
from other rooms. Therefore, it is considered that it is not
influenced by other beacons, and defects can be accurately
detected. Rooms C and D are next to each other. Therefore,
they are considered to be more affected by BLE compared
to other rooms. As a result, as shown in Table 5, unexpected
BLE is detected, and erroneous detection becomes a problem.
From these results, it can be considered that it is possible to
detect malfunction accurately when the room is separated and
not affected by other beacons. However, if the room to be ob-
served is close to another, the estimates of the room by BLE
and Wi-Fi may be different. Therefore, it is considered that
the number of detected defects increases and the number of
correct answers for defects decreases. In this hypothesized
defect experiment, it was executed assuming that all BLEs
located in rooms B and C were replaced. Therefore, it is con-
sidered that a significant estimation error occurred between
BLE and Wi-Fi.

S CONCLUSION

In this paper, we proposed a BLE beacon defect detection
method. The method is based on WiFi and BLE fingerprints
for each room. We modeled the observed Wi-Fi and BLE
data for each room. Basically, we compared the BLE model
with the observed BLE list and estimated the room. We also
compared Wi-Fi models and Wi-Fi lists at regular intervals.

A room-estimation experiment was conducted. We cal-
culated the probability that room estimation would succeed.
Also, we obtained the boundary value of the signal strength
that does not affect beacon-defect estimation. We experi-
mented with three boundary values: -50 dBm, -75 dBm, and
-90 dBm. The best result was -75 dBm. Therefore, Wi-Fi
signal that is under -75 dBm is removed for our method.

We conducted a beacon defect detection experiment, and it
was possible to detect a beacon in which a malfunction had
occurred. However, it was difficult to estimate a defect in a
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room with a neighboring room or a room with a small space.
The reason for this is that beacons are confused because they
are more vulnerable to nearby BLE radio waves. Isolated
rooms could be detected with 100% accuracy. However, ad-
jacent rooms could only be detected with 35% accuracy.

In this experiment, we observed data only in rooms. We did
not observe BLE/Wi-Fi information in hallways. Therefore,
there is a possibility that room estimation could be done even
from a hallway. If you are in a room, you may mistake some
room estimation if tracking for several tens of seconds. How-
ever, if the number of times estimated in the same room is
large, you can presume that you are in the room.Also, in the
case of a hallway, room estimation is considered to change
one after another. Therefore, it can be presumed that you are
walking in the hallway.

As future work, we should modify the BLE/Wi-Fi room
model and improve room estimation accuracy. One idea is to
introduce a Gaussian distribution model to express possible
signal strength. By modeling with Gaussian distribution, we
can understand the range of the radio-wave intensity seen in
a specific room and consider that the room can be accurately
estimated even with an adjacent room. If the room can be
estimated accurately, it can be expected that the accuracy of
estimation of beacon defects should be improved.

At the time of operation, it is possible to automatically up-
date the room model by using the uploaded BLE/Wi-Fi obser-
vation data. If we keep the model we created first, we may not
be able to estimate rooms, such as when a beacon is changed
out or there are many people or things in the rooms. There-
fore, we should update the model in operation. We believe
that data of various situations can be observed and changed
according to the situation and changes in the environment.
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Abstract - We focus on Slotted-CSMA based architecture
of wireless mesh networks (WMN5) and propose a scheduling
algorithm to eliminate hidden terminal effects even with high-
speed IEEE802.11 links. To take high-speed links and its
physical properties into account, we introduces so called the
double-disk interference model in computing the scheduling
algorithm that eliminates hidden-terminal effects that severely
degrades the network performance. Also, toward the auto-
mated computation of schedules, we propose to measure the
interference range of the double-disk model by incorporating
beacons in IEEE 802.11. Through evaluation, we confirmed
that the proposed scheduling algorithm works well in WMNs
with high-speed links.

Keywords: Wireless Mesh Networks

1 INTRODUCTION

Wireless Mesh Networks (WMN5s) has been deeply studied
in the literature as a high-speed wireless network infrastruc-
ture to cover a large geometric area with less economical cost
[1]. Aiming at wide applications utilized by general users,
commodity IEEE 802.11 devices are often used in WMNs.
Taking advantages of CSMA MAC, we can share precious
frequency resources with many devices, which enable us to
build WMNs on the shared bands such as 2.4 and 5GHz. We
currently have a standard IEEE.802.11s that realizes to form
a mesh network over Wi-Fi APs.

However, unfortunately, WMNs have not been succeeded
so far due to heavy interference between wireless nodes. Al-
though TEEE802.11 utilizes CSMA to avoid collisions [2],
the simple carrier-sensing-based mechanism suffers from so
called the hidden-terminal effects, which heavily degrades
the communication performance. The well-known RTS/CTS
handshake is typically used to cope with this problem [3]
as is included in IEEE802.11 standard. However, the effect
of RTS/CTS is known to be limited due to several reasons
such as probabilistic collisions in RTS/CTS handshake, ex-
cessive suppression of transmissions known as the exposed
terminal problem [4], and the inconsistency effects caused
by difference between transmission range and interference
range [5]. Even recently, IEEE802.11-based wireless mesh
networks suffers from heavy interference among nodes [6].

To minimize the effect of interference, several studies pro-
pose routing metrics that reflects on the quality of wireless
links that dynamically transits with time [7]-[9]. By comput-
ing the shortest paths with respect of routing metrics, we can

choose the best paths with small interference. For example,
Couto et al., proposed ETX that represents the expected trans-
mission count of data frames under IEEE802.11 [7]. Draves
et al., proposed ETT that represents the expected transmis-
sion time to transmit frames [8]. However, the effect of those
routing-metric-based optimization is marginal since consid-
erable amount of interference remains and degrades signifi-
cantly the performance.

Many schemes using multiple frequency channels have been
proposed to improve communication speed in wireless mesh
network. References [8] [10] proposed routing metrics to
minimize interference in WMNSs in which each node has mul-
tiple network interface cards (NICs). Marina et al. proposed
a greedy algorithm that statically assigns frequency channels
to NICs [11] in order to minimize the interference in WMNSs.
Mo et al. compared and evaluated multi-channel MAC pro-
tocols where a single network interface dynamically switches
communication channels among multiple channels [12]. How-
ever, these multi-channel schemes do not substantially im-
prove the communication performance due to difficulty in tim-
ing synchronization between senders and receivers, and also
due to the small number of available orthogonal channels un-
der Wi-Fi, i.e., 3 channels.

On the other hand, several hybrid MAC protocols that take
advantages of both CSMA and TDMA have been proposed
mainly for wireless sensor networks. There are many of this
kind such as IEEE 802.15.4 [13] standard, and the typical
mechanism of them is to provide time slots in which CSMA
and TDMA are dynamically selected to reduce frame colli-
sion [15] [16]. However, since they have been proposed for
wireless sensor networks in which requirements for commu-
nication frequency are essentially different from WMN:s, they
cannot achieve the sufficient communication speeds required
for WMNSs.

To realize high-speed WMNSs, Ding et al., proposed a scheme
in [17] that combines the ADCA (Adaptive Dynamic Chan-
nel Allocation Protocol) and ICAR (Interference and Conges-
tion Aware Routing protocol), where ADCA is an extension
of MMAC [18] that distributedly negotiates channels for the
multiple interfaces equipped on each node to reduce hidden
terminal effects, and ICAR adaptively selects paths using dy-
namic metrics. However, although [17] is designed for the
network with a gateway where the effect of interference is
relatively small because all traffic goes through the gateway,
ADCA cannot eliminate hidden terminal effects and so it re-
duces the interference using dynamic metrics.
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CATBS(CSMA-Aware Time-Boundable Scheduling)[19] has

been proposed as a method for solving the above problem and
eliminate hidden-terminal effects in WMNs. CATBS is based
on slotted CSMA, i.e., CSMA works within time-divided slots,
and avoid collisions due to hidden-terminals by applying a
schedule that assigns a slot for each link. Different from
the previous studies, CATBS theoretically eliminates colli-
sions due to hidden terminals by allowing detour paths in
its joint routing and scheduling algorithm. Also, by intro-
ducing RTS/CTS in the slot boundaries, it is robust to the
time drift on synchronizing time among nodes. As a result,
CATBS achieves high-speed communications with low frame
loss over WMNSs.

However, one of the problems of CATBS comes from the
interference model used in the scheduling scheme. The orig-
inal scheduling scheme assumes a simple interference model
called the single disk model in which the communication and
the interference distances are the same. This is not a realistic
property especially if CATBS works with high-speed com-
munication links. In other words, the performance of CATBS
will be significantly degraded with high-speed PHY proto-
cols since the scheduling scheme does not match the physical
property of communications.

The SINR model is widely known as a radio interference
model close to reality [20]. The SINR (Signal to Interference
and Noise Ratio) model regards the transmission signals as
being received if the ratio of signal and noise (plus interfer-
ence) is larger than a certain threshold. Note that, although
SINR model is regarded as one of the standard models close
to reality, if we design the scheduling problem based on SINR
model, we need to consider all combinations of transmitting
nodes to compute SINR so as to judge whether the transmis-
sion is succeeded or not, resulting in exponential computa-
tional time. Therefore, in the proposed method, we use the
double disk model as a feasible interference model while be-
ing more realistic than the single disk model.

In this paper, we consider to use high-speed PHY in CATBS-
based WMN:ss to raise the communication capacity of the net-
works. For this purpose, we first propose to introduce double-
disk interference model in the scheduling scheme of CATBS.
Note that double-disk interference model consists of two dis-
tances, i.e., the communication distance and the interference
distance, and the latter is not easy to determine in the real en-
vironment. Thus, we next propose to determine the interfer-
ence distance based on observation of IEEE802.11 beacons,
which is transmitted with low-speed PHY protocol.

The reminder of this paper is organized as follows. In
Sec. 2, we present CATBS, the baseline scheme of slotted-
CSMA based WMNs. In Sec. 3, we extend CATBS by intro-
ducing double-disk interference model. In Sec. 4, we evaluate
the proposed method. In Sec. 5 we introduce related work on
joint routing and scheduling methods, and finally we conclude
the work in Sec. 6.

2 CATBS: A SLOTTED-CSMA-BASED
ARCHITECTURE OF WMNS

2.1 Overview

CATBS is a communication method for WMN that avoids
hidden terminal problem, which is achieved with a combi-
nation of slotted CSMA and a scheduling method. In addi-
tion, the slotted CSMA used in CATBS is a little modified
from the original CSMA. First, a single frequency channel
is time-divided to create several virtually independent chan-
nels. Then, CSMA runs within each virtual channel. In the
scheduling method, a virtual channel is allocated to each link
such that hidden terminal problem does not occur. Since col-
lision between adjacent nodes can be avoided by the carrier-
sensing function of CSMA, our scheduling method only take
the hidden-terminal effects into account. We define the inter-
ference model that considers radio interference due to hidden
terminal problem and formulate it as an optimization problem
that minimizes the effect of hidden terminal problem. Since
the formulated problem is proven to be NP-hard, we obtain
the solutions efficiently by reducing to PMAX-SAT.

2.2 MAC Protocol

The MAC protocol used in CATBS is a slotted CSMA with
a little modification. The slotted CSMA is a mechanism in
which we divide a frequency channel with a fixed time inter-
val and run CSMA within each slot. Different from the orig-
inal slotted CSMA, we do not use TDMA in slots at all be-
cause TDMA requires strict time synchronization. By avoid-
ing to use TDMA, CATBS works with relatively loose time
synchronization system, which significantly relaxes the re-
striction for the communication system.

In the MAC protocol used in CATBS, first, a single fre-
quency channel is divided in time and multiple virtual chan-
nels are generated. Each virtual channel is called a slot. Then,
CSMA runs inside the created slot. In order to operate CSMA,
it is necessary to take a relatively large time per slot compared
with TDMA. Each slot is given a number 1, 2, *-+, k for iden-
tifying them, and it is switched in turn as 1, 2, ..., k, 1, 2, ...
and so on. An example is shown in the Fig. 1. In Fig. 1, a sin-
gle frequency channel is time-divided into k slots. Since two
links in the relationship of hidden terminal problem transmit
frames in different slots, the hidden terminal problem does
not occur. In addition, RTS / CTS is used to avoid frame col-
lision at the boundary of slots due to time synchronization
error. Namely, when transmitting a data frame, if the trans-
mission time is judged to exceed the boundary of the current
slot, RTS is transmitted. After CTS is returned, nodes that re-
ceived RTS or CTS wait for NAV period without transmitting
data frames even if when the allocated slot comes. When the
NAV period ends, the nodes start transmitting data frames.

2.3 Definitions

In order to formulate the scheduling problem, we begin
with definitions. The network is represented by the directed
graph G = (V, E,C), where V is the node set, E is the link
set, and C' is the channel set. We define e = (u,v,c) as
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the link to communicate using channel ¢ from node v € V
to v € V. If there is a pair of links e; = (u1,v1,¢1) and
ea = (u2,v2,c2) in the hidden terminal relationship, it is
called as an interference link pair. We denote the shortest
path length from node u to v on graph G by Df}, »- Let Sg
be the set of interference link pairs in GG, which is called as
the collision degree of graph G. The scheduling problem of
CATBS aims at minimizing the number of collision link pairs
|S¢| by removing links in G and output the graph G’ that is
free from hidden terminal problem.

2.4 Single-disk Interference Model

CATBS uses a single disk model as an interference model
to simplify the situation where radio interference occurs. In
the single disk model, when a node communicates with some
other nodes, the distance with which the communication suc-
ceeds is called the communicable distance r, and the area in-
side the circle of radius r is called the communicable area. In
the single disk interference model, we assume that there is no
radio interference outside the communicable area.

2.5 Defining Collision Link Pairs Based on
Single Disk Model

Collisions under single disk model are modeled as two types:

collisions invoked by data frames, and those invoked by Ack
frames. We show an example of those two types of collisions
in Fig. 3. In Fig. 3(a), a data frame from u; to v; collides with
a frame from wuso to vs. In Fig. 3(b), an Ack frame sent from
v1 collides with a frame from us to v5. Those two types of
collisions are formally defined as follows.

Type 1: collision with data frames occur if all the following
conditions are met.
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Type 2: collision with Ack frames occur if all the following
conditions are met.
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2.6 Formulation of Scheduling Problem

In the scheduling problem formulation of CATBS, we first
consider the graph G that consists of every possible links
e = (u,v,c) where u,v € V and ¢ € C, i.e., we include
links with every combinations of u, v, c. Then, we choose a
subset of links in G and output the schedule G' = (V, E', C)
where £/ C E. Note that, from the restriction of the default
router architecture that each node has only one transmission
queue, the number of slots assigned to a node is limited to
one. Namely, the incoming and the outgoing links of the same
node must belong to the same slot. Also note that the pair of
links in the relationship of collision has already defined. Our
goal is to minimize the inferference level, which is defined as
the number of collision link pairs in G'.

If the number of slots in the schedule increase, CATBS
would face in severe end-to-end delay due to the time to wait
active slot at each node. To prevent the delay in scheduling,
CATBS allow to use paths that are not the shortest-paths be-
tween the source and destination node pairs. Specifically, in
the scheduling, CATBS chooses a set of links for G’ such
that, for each pair of source and destination (s, d), the length
of the shortest path in G’ is equal to or less than that in G
+ k, where k is the predefined stretch factor. More formally,
if we let 05, be the shortest-path length from s to d in G,

55 < 68 4+ k. Namely, by allowing k-hop longer paths than
the shortest path, CATBS reduces the number of slots required
to achieve zero-collision. As above, the formal description of
the scheduling problem in CATBS is given as follows.

The Scheduling Problem in CATBS

(V,E,C), A set of collision link pairs

Input: A graph G =
Se.
Output: A schedule G’ = (V,E’',C) where E' C E

Subject to: 5G < 5 4 1+ k, and every node does not have
more than 2 ass1gned slots.

Minimize: Interference level |S¢|
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2.7 Algorithm to Solve the Problem

In the literature the scheduling problem was proven to be
NP hard. Therefore, it takes a huge amount of time to find
the optimal solution. In CATBS, in order to find an approxi-
mate solution efficiently, we reduce the scheduling problem
to PMAX-SAT. PMAX-SAT is a traditional NP-hard opti-
mization problem, and recently, there held a contest of good
solvers for large-scale PMAX-SAT problems, for which sev-
eral excellent solvers have been developed so far. CATBS
intends to use one of those excellent solvers of PMAX-SAT.

In PMAX-SAT, we let x1,xs,...,z, be logical variables
that take values true (1) or false (0). Let 77 be the inverted
value of logical variable ;. A logical expression such as
(x1 V x2) obtained by connecting several logical variables
with OR operators (V) is called a clause. We call logical
expressions in which we connect clauses with AND oper-
ator (A) as a canonical normal form (CNF) formulas, e.g.,
(x1 V x2) A (T1 V 23). For each of the logical variables
1, T3, ..., Xy, in the given CNF formula we assign a logical
value true(1) or false(0). The SAT(SATisfiability Problem)
problem is defined as a task to output whether there is a set
of true/false assignment that satisfy the given CNF formula.
The problem to maximize the number of satisfied clauses is
called MAX-SAT (MAXimum SATisfiability problem). As a
further extension of MAX-SAT, we define Partial MAX-SAT
(PMAX-SAT). For a given CNF formula f(x1, 22, ..., Zn) =
gh(xla L2s weey xn) v gs(zla L2y weey xn) where gh(’) and gs(')
are also CNF formula called hard and soft clauses, respec-
tively, PMAX-SAT maximize the number of satisfied clauses
in soft clauses g, under the constraint that all the hard clauses
gy, are satisfied. The formal description of PMAX-SAT is as
follows.

PMAX-SAT

Input: CNF formula f = g5, V gs.
Output: 0/1-Assignment of logical variables.
Maximize: The number of satisfied soft clauses.

Subject to: All hard clauses are satisfied.

We make a reduction from the scheduling problem of CATBS

to PMAX-SAT. The constraints of CATBS such as the in-
crease of path length are expressed by the hard clauses, and
optimization criterion, i.e., the interference level, is expressed
by the soft clauses. Specifically, for the input of the schedul-
ing problem G = (V, E, C'), we define logical variables [, , .
for all links included in E, where [, , . takes true if the cor-
responding link exists in G’ and false otherwise. Although
we omit the detail due to paper limitation, the hard clauses gy,
are created such that they all are satisfied only if all the con-
straints in the scheduling problem are satisfied. See reference
[11] for detail. The soft clauses g5 consists of a set of clauses
(11 VI3), each of which corresponds to each collision link pair
(l1,12) in G. This clause does not satisfy only if both links
are included in G’ and invoke collision. As a result, once the
PMAX-SAT is solved, the set of binary variables [, , . de-
termines the schedule G’, with which the interference level
|Se| is minimized. When this formula is a hard clause and

the hard clause is true, the graph G’ satisfies the constraints
of the optimization problem. Next, in the soft clause, the log-
ical expression (I; V Iy) for all the link pairs included in the
set of link pairs S7, in the hidden terminal problem relation-
ship Take it with an AND operator. (I, VV ;) takes false if
both link pairs in hidden terminal problem relationships are
not restricted on graph G’. That is, the number of logical ex-
pressions that take false matches the collision degree on graph
G'. Then, by allocating logical variables that takes as many
true as possible in soft clauses, graph G’ eith lowest collision
degree is output.

2.8 The Problem with CATBS-based WMNs

CATBS uses the single disk model to simplify the situation
of hidden terminal problem. However, wireless communica-
tion gets more vulnerable against noise when the communi-
cation speed gets higher. Specifically, with high-speed links,
the communicable distance goes shorter while the interfer-
ence distance stays the same. As a result, when we assume
high-speed links, schedules based on the single-disk model
are no more possible to treat collisions appropriately. From
this reason, we in this paper introduce the double-disk inter-
ference model to compute schedules more suitable for high-
speed wireless communications.

3 THE PROPOSED METHOD

3.1 overview

We propose a new scheduling method to reduce radio inter-
ference in WMNs with high speed links. In our proposal, we
use a double disk model as a more realistic interference model
than the single disk model. In the double disk model, two dis-
tances, i.e., the communicable distance and the interference
distance are defined such that two nodes can communicate
with each other if they are located within the communicable
distance, but a radio from a node located within the interfer-
ence distance disturbs it. Our scheduling method is designed
for distributed environment. First, we describe the method
to identify the nodes within the range of the interference dis-
tance. We next give the algorithm to compute the collision
link pairs from that information. After those steps, we can
compute the schedule based on the double disk model.

3.2 Concept of proposed method

We intend to realize autonomously decentralized networks
in which each node executes schedules and forwarding paths
by means of running routing protocols. In the schedule cal-
culation, each node requires the information of the network
topology, so that a routing protocol such as OLSR is used
to perform the distributed control. In order to realize the
autonomous distributed scheduling using a routing protocol,
each node needs to grasp the node located in the interference
area under the double disk model. However, since the in-
terference distance is larger than the communication distance
especially with high-speed links, this information cannot be
grasped by control messages of routing protocols. Also from
the proactive routing protocol, each node cannot grasp the
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distance information to identify the nodes in the interference
distance because this kind of routing protocols only treats the
topology of the network.

To grasp the nodes within the interference area, we use bea-
cons that is periodically transmitted by every node with low
communication speed. By observing all beacons received at
every node, it grasps a set of nodes from which beacons can
be received with high probability. Each node regards that the
set of nodes are within the interference area. Since beacons
are specified to transmit with minimum possible speed, the
interference distance is supposed to be far larger than com-
municable distance.

In order to perform the distributed control using routing
protocols, it is necessary that the calculation time of the sched-
ule should be short and schedules should be computed even
on a terminal with low capability. Simultaneously, we must
design a joint routing and scheduling protocol in which sched-
ules and routing tables are surely computed and the routing
scheme works. In this paper, we simply introduce a feasible
design of the joint routing and scheduling protocol that works
in the distributed environment, and propose the method that
can incorporate with the protocol.

3.3 Routing and Scheduling Protocol
Framework

In order to execute the proposed scheduling method au-
tonomously and distributedly, each node must collect the in-
formation required for scheduling. To compute schedules, we
must collect two sorts of information, i.e., the network topol-
ogy, and a set of collision link pairs. The network topology
can be collected by using a proactive routing protocol such
as OLSR. Therefore, we in this paper describe only how to
collect collision link pairs.

In our joint routing and scheduling protocol, each node first
computes its schedule (as we mentioned before, a schedule G
is a subgraph of the network topology (), and computes the
shortest paths on G’ to build its routing table. To compute a
schedule, we must collect the network topology and the set of
collision link pairs. To compute the latter, each node observes
beacons and grasps a set of nodes within the interference area.
On the other hand, the nodes within the communicable dis-
tance is known from the network topology. By sharing those
two sorts of information with the surrounding nodes, each
node can compute the collision link pairs. The set of collision
link pairs computed at every node is shared over the network,
and all nodes in the network obtains the set of collision link
pairs as a result. Since every node know the topology and the
collision link pairs of the whole network, a joint routing and
scheduling protocol as described above is able to design. As
the framework we apply the proposed scheduling algorithm,
we assume this kind of network protocols.

3.4 Defining Collision Link Pairs Based on
Double Disk Model

In the proposed method, we apply double disk model as the
interference model to take the radio interference under high-
speed links into account. The double disk model is defined
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as two disks with different radius, which represents the com-
municable area and the interference area, respectively. In this
interference model, the communicable distance (i.e., radius)
means that two nodes are communicable with each other if
other radio does not exist. Similarly, the interference distance
means that the communication from a node s to d fails if d is
within the interference distance from a node ¢ on which trans-
mission is ongoing. Generally, in high-speed links, the com-
municable distance is far smaller than the interference dis-
tance.

In order to formulate the scheduling problem, we make def-
initions of collision link pairs. For the network represented
by a directed graph G = (V, E, C'), we assume two links as
e1 = (ug,v1,c1) and eo = (ug,va,c2), and define the con-
dition in which e; interferes e, due to the hidden terminal
effect. Here, we denote the set of nodes located in the inter-
ference area of u; by N, .

As in the case of CATBS, collisions are classified into two
patterns: one is the case where data frames collide to other
frames, and the case Ack frame collides. An example is shown
in Fig. 5. In Fig. 5(a), the data frame from u; to v; collides
to another frame from us to vo. In contrast, In the case of
Fig. 5(b), the Ack frame from v; to u; collides to another
frame from wuo to vo. The formal representation of those two
type of collision cases are written as follows.

Type 1: collision with data frames occur if all the following
conditions are met.

1. C1 = Cg
2. (5 ¢ ]\fu1
3. V2 S Nu,l

Type 2: collision with Ack frames occur if all the following
conditions are met.

1. C1 = C2
2. U ¢ Nu1
3. vy € ]\/vv1

4 EVALUATION

4.1 Evaluation method

We evaluate the effectiveness of the proposed method in
high speed communication environment through simulation
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Figure 5: Conditions of interference link pairs

with the proposed scheduling method using network simula-
tor Scenargie[21]. Since the proposed method uses the Dou-
ble Disk Model, it is necessary to properly determine the com-
municable distance and the interference distance. To deter-
mine those values, we conducted a preliminary experiment
by simulation.

The proposed method is designed to perform scheduling
calculation using information that can be acquired in an au-
tonomous distributed environment. As we mentioned previ-
ously, if data frames can be received from an adjacent node
with high probability, we regard that the node is within the
range of the communicable distance. On the other hand, if a
beacon frame can be received from a node, we regard that the
node is within the interference distance range. In this evalu-
ation, we evaluate the communication performance by apply-
ing a pre-calculated schedule instead of calculating schedules
in real time due to computational time for scheduling. In or-
der to determine the appropriate communicable distance and
the interference distance used in the schedule calculation in
advance of performance evaluation, we carried out a prelimi-
nary simulation to determine those two distances.

With preliminary simulations, we first retrieve for each node
a set of nodes within the communication and interference dis-
tance, respectively. Specifically, we run simulation with the
scenarios planned in traffic simulation, find the set of nodes
from which more than 80% of data frames are received, and
identify the set as within communication distances. Similarly,
we find the set of nodes from which more than 80% of bea-
con frames are received, and identify it as the nodes within
interference distances. Those two sets of nodes are used in
computing schedules, i.e, we create a PMAX-SAT formula
from those sets and the topology, and compute a schedule by
solving the PMAX-SAT problem. As PMAX-SAT solver, we
used gmax-sat developed by Koshimura[22].

As a simulation scenario that is common in both the prelim-
inary simulation and the traffic evaluation given in Sec. 4.3,
we located 100 nodes in the 2300 x 2300 meter rectangular
field, and generate 40 flows with randomly selected source
and destination nodes. In the flows, packet size is 1500 Bytes
and the transmission rate is 1 Mbps each. Each node com-
municates with others under IEEE802.11g standard with 48
Mbps speed and 20 dBm transmission power. According to

the standard, beacon frames are transmitted with 1 Mbps speed.

We generate flows from the beginning of the scenario, and
measure the performance in the interval of stable state from

60 Sec to 600 Sec.

We first evaluate the performance of schedules obtained
with our method, and next made a traffic evaluation to ex-
amine the communication performance. In the former evalu-
ation, we investigate the number of slots necessary to achieve
zero collision. In the proposed method, double-disk model is
used as the interference model. Therefore, it is conceivable
that the number of slots required for zero collision goes larger
than CATBS. In the evaluation, it is clarified how much the
number of slots is needed compared with CATBS.

In traffic simulation, we evaluate the communication per-
formance of the proposed method in comparison with CATBS.
We generate 40 flows with randomly-selected sources and
destinations in various transmission rates. Same as the pre-
liminary simulation, we measured the communication perfor-
mance in the time interval from 60 Sec to 600 Sec to avoid
capturing the unstable state of networks. We ran the simula-
tion 10 times for each parameter values and use the average
of it.

4.2 Scheduling performance

We examine the number of slots required to achieve zero-
collision for each value of stretch factor k over the random
topology. As shown in Fig. 6(a), CATBS could not compute
zero-collision schedule with k£ < 4 even under as large as 9
slots. In contrast, Fig. 6(b) shows that the proposed method
computes a zero-collision schedule even for the 5-slot case
with k£ < 4. This is mainly because the carrier-sense distance
in the proposed method, which is set to the same value as in-
terference distance, is larger than CATBS. By introducing the
double-disk model, not only the interference range but also
the carrier-sense range increases. This improves the spacial
efficiency, resulting in zero-collision schedule under smaller
number of slots.

From above, we conclude that the proposed method re-
duces the required number of slots to obtain a zero-collision
schedule. This means that the favorable effect of larger carrier
sense distance is larger than the inconvenient effect of larger
interference distance. For practical use, the proposed model is
more favourable than CATBS in that zero-collision schedule
is easier to obtain.

4.3 Communication performance

We compare the communication performance of the pro-
posed method with CATBS using network simulator Scenargie
[21]. We first compare the performance under several param-
eter values within the proposed method and CATBS, respec-
tively, and finally compare those two with the best-performance
parameters.

First, we show the results on CATBS in Fig. 7. Since
CATBS could not achieve zero-collision, we examined the re-
sults of 4-5 slots with small k&, and added the results of 3 slots
for reference. From the results, the case of 4 slots with £ = 0
leads the best performance. For each number of 4-5 slots, the
case of k£ = 0 is better than ¥ = 1, meaning that the penalty
of longer paths is larger than the loss of collision with shorter
paths in CATBS. Note that, with k& = 0, although the 5-slot



International Journal of Informatics Society, VOL.10, NO.3 (2019) 129-138

CATBS
3500
3000
2500
2000
1500 5 slots
1000
0 N e 6 slots
0 -
k=0 k=1 k=2 k=3 k=1 7 slots
5slots 2883 720 355 182 98 8 slots
------ Gslots 2777 610 249 97 32
9 slots
7slots 2777 685 264 101 46
8slots 2777 590 270 105 39
—Qslots 2777 653 237 132 64

(a) Interference levels based on Single Disk Model (CATBS)

proposed method

1800
1600

1400
1200 LS
1000
800 - 5 slots
600
400 % ==#=- 6 slots
200 T
o - = 1 7 slots
k=0 k=1 k=2 k=3 k=4
Sslols 1683 | 503 170 32 0 8 slots
=ede=Gslots 1280 189 0 0 0
7slots| 775 37 ] 0 9]
Sslots| 374 0 0 0 0

(b) Interference levels based on Double Disk Model (proposed
method)

Figure 6: Scheduling

case exhibits almost the same thoughput performance as the
4-slot case, delay paerformance is degraded. This is because,
in 5-slot cases, smaller capacity of links due to larger number
of slot causes queuing delay. Anyway, the case of 4-slot with
k = 0 was the best in CATBS.

Next, we compare the results on the proposed method in
Fig. 8. From the results on the scheduling algorithm, we iden-
tified the cases of 6-8 slots with k£ < 2 as the suitable param-
eter values in practical use. Among the cases of 6-7 slots,
the case with & = 2 has the best performance. This means
that collision reduction achieved by longer paths effectively
works in the proposed method, which is a different trend from
CATBS. With 8 slots, the case of kK = 1, the smallest & with
zero-collision schedule, has the best performance, where the
trend is the same trend as 6-7 slot cases. The best case is with
6 slots and k£ = 2, since smaller number of slots naturally
improves both delay and capacity, and also since sufficiently
large k achieved zero-collision.

We compared the performance of CATBS, CSMA and the
proposed method. We use the case of 4 slots with & = 0
for CATBS, and two cases of 6 slots with £k = 2 and 8 slots
with £ = 1 for the proposed method. See Fig. 9 for the re-
sults. The proposed methods marks higher performance than
CATBS although the number of slots is larger than CATBS.
This is mainly due to the effect of achieving zero-collision
by offering longer paths. CSMA is lower than the proposed
methods in both throughput and delivery ratio although deliv-
ery delay is always low. This is due to high frame loss ratio
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caused by hidden terminals in CSMA. It is concluded that the
proposed method improves the communication performance
under high-speed links by introducing the double disk model.

Finally, we compared the performance in TCP communi-
cations. The simulation scenario is the same except that we
generate 60 TCP flows with random source and destination
nodes. The results are shown in Fig. 10(a)(b). Although the
delivery ratio of the proposed method is higher than CATBS
and achieves almost 100%, the throughput is lower. This is
due to low link capacity of the proposed method, i.e., since
the number of slots in the proposed method is 1.5 times larger
than CATBS, link capacity per link is 1.5 times lower, and
throughput is 1.5 times lower as well. This offers a weakness
of the proposed method that requires a larger number of slots
in expense of reducing packet loss.

5 RELATED WORK

we already have several joint channel assignment and rout-
ing schemes in the literature. Since channel assignment is
essentially the same as slot allocation, they are closely related
to CATBS. Alicherry et al. proposed a joint channel assign-
ment and routing method that tries to optimize throughput in
WMNs in multiple gateway scenarios by combining Linear
Programming (LP) with their heuristic algorithms [24]. How-
ever, since they do not assume the property of CSMA, i.e.,
they assume that every adjacent link pair interferes with each
other, the required number of channels grows too large so that
they cannot achieve collision-free channel assiignment even
with as many as 12 orthogonal channels. Mohsenian-Rad et
al. proposed a joint channel assignment and routing method
that considers path-length constraint in general WMNSs by ap-
plying Mixed Integer and Linear Program (MILP) [23]. How-
ever, since they assume that RTS/CTS is always used and that
it works perfectly under the single-disk interference model,
their method has less efficiency due to exposed terminal prob-
lems, and further suffers from interference in high-speed envi-
ronments due to the gap between the single-disk interference
model and reality. By applying more precise collision model
based on CSMA on top of double-disk model, the proposed
method achieves more efficient collision-free schedule.

6 CONCLUSION

In this paper, we proposed a new scheduling method to re-
duce radio interference under high speed communication. By
using the double disk model as an interference model, more
precise treatment of radio interference is possible compared
to the conventional single disk model. The proposed schedul-
ing algorithm based on the double disk model, a large part
of collisions that are involved in the schedule in CATBS are
avoided.

As a result of the evaluation, we confirmed that, by us-
ing the proposed scheduling method, radio interference un-
der high speed communication is reduced and communication
performance is improved. From this fact, modeling using the
double disk model is more suitable than using the single disk
model under high-speed communication. In addition, the pro-
posed method uses beacon reception status to determine the
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interference distance. Our evaluation in this paper shows that
we can grasp the interference distance with this approach, and
indicates the possibility that we could design autonomous dis-
tributed joint routing and scheduling scheme in the future.

One of the future tasks is to apply more realistic interfer-
ence models in scheduling. The double disk model considers
the interference range in addition to the single disk model.
However, the most realistic interference model called SINR
model judges whether frames are successfully received or not
from SINR (Signal and Interference plus Noise Ratio). SINR-
model-based scheduling would offer more accurate schedul-
ing and would further improve the spacial efficiency of wire-
less communications.

In addition, we note that the beacon-based determination
of double-disk-model distances proposed in this paper cannot
determine the suitable distances for various communication
speed. This paper showed that the proposed method deter-
mines the two distances of the double-disk model suitable for
48Mbps speed. However, the suitable distances are in fact
different for each speed. How to determine them for each
communication speed and modulation method is also left in
the future.
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