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Aims and Scope 

The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of 

informatics and related fields to promote the exchange of research ideas, experiences and results.
  Informatics is the systematic study of Information and the application of research methods to study Information 
systems and services. It deals primarily with human aspects of information, such as its quality and value as a 
resource. Informatics also referred to as Information science, studies the structure, algorithms, behavior, and 
interactions of natural and artificial systems that store, process, access and communicate information. It also 
develops its own conceptual and theoretical foundations and utilizes foundations developed in other fields.  The 
advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational, 
cognitive and social aspects, including study of the social impact of information technologies.
  The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product, 
it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging 
new fields. 
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Makoto Imamura 

Guest Editor of Twenty-ninth Issue of International Journal of Informatics Society 

We are delighted to have the twenty-ninth issue 
of the International Journal of Informatics 
Society (IJIS) published. This issue includes 
selected papers from the Ninth International 
Workshop on Informatics (IWIN2017), which 
was held at Zagreb, Croatia, Sept. 3-6, 2017. 
The workshop was the eleventh event for the 
Informatics Society, and was intended to bring 
together researchers and practitioners to share 
and exchange their experiences, discuss 
challenges and present original ideas in all 
aspects of informatics and computer networks. 
In the workshop 33 papers were presented in 
eight technical sessions. The workshop was 
successfully finished with precious experiences 
provided to the participants. It highlighted the 
latest research results in the area of informatics 
and its applications that include networking, 
mobile ubiquitous systems, data analytics, 
business systems, education systems, design 
methodology, intelligent systems, groupware 
and social systems. 

Each paper submitted IWIN2017 was 
reviewed in terms of technical content, 
scientific rigor, novelty, originality and quality 
of presentation by at least two reviewers. 
Through those reviews 16 papers were selected 
for publication candidates of IJIS Journal, and 
they were further reviewed as Journal papers. 
We have two categories of IJIS papers, Regular 
papers and Industrial papers, each of which 
were reviewed from the different points of view. 
This volume includes five papers among the 
accepted papers, which have been improved 
through the workshop discussion and the 
reviewers’ comments.  

We publish the journal in print as well as in 
an electronic form over the Internet. We hope 
that the issue would be of interest to many 
researchers as well as engineers and 
practitioners over the world. 
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Abstract - Statistics generated from collections of personal
data are used in both the public and private sectors, but there
is a risk of the personal data being inferred from the statistics.
To prevent such inference and protect the privacy of the indi-
viduals represented by the statistics, anonymization is used to
modify the statistics. Among the methods for anonymization,
those based on differential privacy are more promising be-
cause of their generality and rigid mathematical basis. Modi-
fication to achieve differential privacy, however, degrades the
accuracy of the statistics. Because the degree of modifica-
tion is proportional to the number of an individual’s attributes
in the statistics, the larger the number of attributes, the more
degraded the statistics. On the other hand, the smaller the
number, the less useful the statistics. We propose optimiz-
ing this trade-off by making use of the relationships between
personal attributes. The proposed method uses only some of
the attributes in the personal data while indirectly using the
remaining ones by estimating their values from the values of
the attributes used. The relationships between attributes are
used for this estimation. However, if the relationships them-
selves are sensitive, i.e. they reflect personal data, additional
anonymization is needed, which could degrade the effective-
ness of the method. Thus, the key to effectiveness is iden-
tifying the relationships between personal attributes that are
precise and insensitive. The effectiveness of our method was
demonstrated by implementing it with a Laplace mechanism,
a representative method for implementing differential privacy,
and by evaluating the implemented system using the Movie-
Lens 1M dataset.

Keywords: security, big data, data mining, anonymization,
differential privacy

1 INTRODUCTION

Statistics generated from collections of personal data are
used in both the public and private sectors, but there is a risk
of the personal data being inferred from the statistics. To pre-
vent such inference and protect the privacy of the individuals
represented by the statistics, anonymization is used to modify
the statistics. Among the methods for anonymization, those
based on differential privacy are more promising because of
their generality and rigid mathematical basis [1]-[4]. Modi-
fication to achieve differential privacy, however, degrades the
accuracy of the statistics. Because the degree of modifica-

tion is proportional to the number of an individual’s attributes
in the statistics, the larger the number of attributes, the more
degraded the statistics. On the other hand, the smaller the
number, the less useful the statistics.

We propose optimizing this trade-off by making use of the
relationships between personal attributes. The proposed method
uses only some of the attributes in the personal data while in-
directly using the remaining ones by estimating their values
from the values of the attributes used. The relationships be-
tween attributes are used for this estimation. For example,
given the attributes of height, weight, and gender, height and
gender are used and weight is estimated using the relation-
ships between the three attributes, thus reducing the amount
of modification by a third while maintaining the usefulness
of the statistics. However, if the relationships themselves are
sensitive, i.e. they reflect personal data, additional anonymiza-
tion is needed, which could degrade the effectiveness of the
method. Thus, the key to effectiveness is identifying the rela-
tionships between personal attributes that are precise and in-
sensitive. The effectiveness of our method was demonstrated
by implementing it with a Laplace mechanism, a represen-
tative method for implementing differential privacy, and by
evaluating the implemented system using the MovieLens 1M
dataset.

Section 2 describes related work. Section 3 describes our
strategy for reducing the number of attributes, and Section 4
describes the implementation and evaluation. Section 5 sum-
marizes the key points and mentions future work.

2 RELATED WORK

2.1 Anonymization Methods

Anonymization is applied either to records of personal in-
formation (called microdata) or to statistics calculated from
microdata. The main purpose of anonymizing microdata is to
prevent linking records to specific persons and that of anonymiz-
ing statistics is to prevent inferring the original microdata
from which the statistics were derived. Representative meth-
ods for anonymizing microdata are methods based of k-anonymity
[5], l-diversity [6], and t-closeness [7]. A set of techniques
generically called statistical disclosure control are used for
anonymizing statistics [8][9]. Methods based on differential
privacy [1] and probabilistic k-anonymity [10][11] are used
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for both. Anonymization is implemented by modifying data,
and methods for modification include perturbing, swapping,
aggregating, and omitting data [12]. Thus, it is inevitable that
anonymization degrades the original data and statistics. Two
essential issues of anonymization are therefore security and
data quality [13]. Security is related to how well the pur-
pose of anonymization (i.e. preventing linkage and inference)
can be achieved. Data quality is related to how well the in-
formation that can be extracted from the data or statistics is
preserved. Because there is a trade-off between security and
data quality, our goal is to improve security while maintaining
the quality or to improve quality (i.e. minimize information
degradation) while maintaining security.

2.2 Differential Privacy and Laplace
Mechanism

Differential privacy is a criterion for achieving anonymiza-
tion security that is particularly promising due to its generality
and rigid mathematical basis. It is expressed as an inequality:

∀D1,∀D2 ∈ D, ∀S ⊆ Range(K)

{Pr[K(D1) ∈ S] ≤ exp(ϵ)× Pr[K(D2) ∈ S]} (1)

where K is a mechanism for calculating and anonymizing
statistics from microdata Dx, D is a domain of K, i.e. the
set of microdata treated by K, and ϵ is a security parame-
ter. Thus equation (1) represents that the ratio between an
item being included in the statistics produced from D1 and
the item included in the statistics produced from D2 is lim-
ited by exponential (ϵ) if D1 and D2 differ in only one record
(i.e. differ for only one person). The smaller the ϵ, the more
strict the anonymization, i.e. the greater the modification of
the statistics K(Dx) and the more degraded the statistics.

The Laplace mechanism, a representative mechanism for
implementing differential privacy, adds Laplacian noise with
a scale parameter (λ) to the statistics. The scale parameter is
sometimes referred to as the diversity. The larger the λ, the
greater the noise and the more degraded the statistics. The
Laplace mechanism achieves differential privacy by satisfy-
ing an inequality:

λ ≥ ∆f

ϵ
(2)

where ϵ is the security parameter mentioned above, and ∆f
is the sensitivity of the statistical value against the microdata.
It is the maximum change in the statistics when one record
(i.e. one person) in the microdata is changed. The smaller the
∆f , the better the quality of the anonymized statistics. This
is reasonable considering the meaning of differential privacy
mentioned above.

2.3 Issues Concerning Quality Maintenance
The loss of quality due to using the Laplace mechanism can

be decreased by reducing ∆f , which depends on the type of
statistic. For example, ∆f is proportional to 1/n for the aver-
age value of the microdata, where n is the number of records

in the microdata. This is because the maximum change in the
average value due to the change of one record is proportional
to 1/n. The ∆f is also proportional to 1/n for the variance.
On the other hand, it is independent of n for the maximum
and minimum. Thus, average and variance suffer less degra-
dation due to using the Laplace mechanism than maximum
and minimum. One approach to maintaining quality is thus to
reduce the target statistics to a combination of statistics that
have good properties such as average and deviation [2] [14].
Though much improvement has been already done in this ap-
proach, the current differential privacy mechanisms are not
practical for many applications in the trade-off between secu-
rity and data quality.

By “sensitivity” we mean the maximum change in a statis-
tic when any possible change in one record is considered in
the context of any possible combination of other records [15]-
[17]. Thus, another approach to reducing ∆f is to ignore rare
cases [18]-[20] that make ∆f large. This approach, how-
ever, degrades anonymization security because anonymiza-
tion does not work if rare cases occur.

The fewer the attributes of a record (i.e. of a person), the
lower the sensitivity [21] [22]. For example, assume a record
has three attributes: gender, height, and weight. The statistics
to be calculated are the frequencies of tall men (men taller
than 180 cm) and heavy men (men heavier than 80 kg). The
sensitivity is 2 because a man of 190 cm and 90 kg could
change into a woman of 150 cm and 50 kg1. If we consider
only gender and height, the sensitivity is reduced to 1 because
we can count only the frequency of tall men. Thus, a third ap-
proach is to consider a subset of the record attributes. How-
ever, straightforward methods in this direction simply use less
information to calculate the statistics [23], which is less useful
for such applications as marketing of sporting goods.

As shown in Table 1, increasing the number of attributes in-
creases the richness of the information provided by the statis-
tics, but it also increases the privacy risk. It results in the
increased sensitivity (∆f ) and more modification, which re-
duces the usefulness of the statistics. Reducing the number of
attributes reduces the privacy risk and the amount of modifi-
cation needed, but the information provided by the statistics
becomes poorer, and the statistics become less useful. Thus,
we need a way to generate statistics from fewer attributes that
are information-rich.

Using primary component analysis (PCA) is one way to re-
duce the number of attributes while maintaining information
quality [24]-[26]. However, PCA may reveal private informa-

Table 1: Technical requirements

Number of attributes
Many Few

Information in statistics Rich Poor → Rich
Danger to privacy Large SmallNecessary modification

Usefulness Bad Bad → Good

1This example is a little bit more complex than that described in the ab-
stract.
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tion in itself, e.g. how the values of the attributes are related.

3 STRATEGY FOR REDUCING NUMBER
OF ATTRIBUTES

We maintain the quality of the anonymized statistics by us-
ing the third approach mentioned above; i.e. we use a sub-
set of attributes in the microdata to calculate the statistics.
We maintain the quality of information by using a subset of
the attributes and estimating the values of the other attributes
by using the relationships between the used attributes and the
other attributes. We derive the relationships between the at-
tributes from public information, thereby preventing the reve-
lation of private information. If we cannot derive the relation-
ships from public information only, we derive them by using
statistics for the microdata such as the average and deviation,
which are less sensitive than the target statistics.

Our strategy for anonymizing the statistics with less degra-
dation comprises seven steps.

1. Calculate insensitive statistics, which suffer less from
anonymization.

2. Anonymize insensitive statistics.

3. Use anonymized statistics to establish relationships be-
tween attributes.

4. Create statistics for subset of attributes without anonymiza-
tion.

5. Anonymize these statistics with small noise.

6. Use relationships to estimate values of unused attributes.

7. Calculate target statistics from used attributes and val-
ues of unused attributes.

We explain our strategy by using the example shown in Fig.
1. The microdata are shown at the top-left. The target statis-
tics are the frequencies of tall men and heavy men which are
represented by a frequency table. A conventional method to
obtain an anonymized frequency table is to generate a fre-
quency table and anonymize it. However, the sensitivity in
this case is 2 (as mentioned above), and may be too high to
maintain the quality of the anonymized statistics. We thus
use only values of gender and height in the microdata (at the
upper-right in Fig. 1) and generate a frequency table from the
reduced microdata. We anonymize this reduced frequency ta-
ble, which reduces the sensitivity to 1.

We then estimate the frequency of heavy men by using the
relationships between gender, height, and weight. Ideally,
these relationships would be precisely obtained from public
information such as statistics published by the Ministry of
Health, Labour and Welfare. Otherwise, we can obtain the
relationships as a combination of insensitive statistics such as
average and deviation.

Figure 1: Example implementation of proposed strategy

4 EXAMPLE IMPLEMENTATION AND
EVALUATION

Our use case is the construction of a recommendation sys-
tem for movies. The system finds the top m movie categories
that are best suited for the age, gender, and occupation of the
user. A post-processing system selects movies from those cat-
egories [27] [28].

4.1 Dataset

We used the MovieLens 1M dataset [29] as example mi-
crodata for this system. The dataset consists of 1,000,209
records, each of which is a user’s rating of a movie. It con-
tains data for 6,040 users and 3,952 movies. Table 2 shows a
part of this dataset. Note that there are 18 basic movie cat-
egories such as Action, Adventure and Comedy, and there
are 218 − 19 combinational categories such as “Action & Ad-
venture,” “Comedy & Romance,” and “Action & Adventure
& Sci-Fi.”2 Categories combining two basic categories, e.g.
“Action & Adventure,” are called second-order categories,
those combining three are called third-order categories, and,
in general, those combining i basic categories are called ith-

2There are 218−19 combinations of basic categories except for the basic
categories themselves; a null combination is excluded.
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Table 2: Part of MovieLens 1M dataset

User ID Profile Movie Rating(category)

1 Male, 18–24, Waterworld, 5programmer (Action & Adventure)

1 Male, 18–24, Beverly Hills Cop, 4programmer (Action & Comedy)

2 Female, 25–34, Sabrina, 3writer (Comedy & Romance)

3 Male, 18–24, Star Trek, 5programmer (Action & Adventure & Sci-Fi)

4 Female, 25–34, Sound of Music, 4artist (Musical)

order categories. Thus, we have 218 − 1 basic and combina-
tional categories. The user ratings range from 1 to 5, with 5
being the highest.

We took the rating data as sales records, i.e. we took that a
user bought a kind of categories of movie if user rated it level
4 or 5. We assume that recommender can find which cate-
gories of movie are popular for user’s profiles from the dataset
as top m rankings of categories. Since purchased movie cate-
gories are represented by combinations of 18 basic categories,
these features could change in 218−1 patterns and reveal pri-
vacy and, thus, should be modified.

4.2 System Design

The microdata of movie purchases are shown at the top-
left in Fig. 2. These microdata are linked to user profiles
and are used to generate a frequency table for each user class
(e.g. ”Female & 25-34 & writer”). They were anonymized,
as shown at the bottom-left. The top ten categories in the
anonymized table were recommended by the system with re-
spect to user class. In the anonymization, however, the sen-
sitivity was 218 − 1 because one person could purchase all
218 − 1 categories or purchase none of them.

To reduce the sensitivity, we used only 18 basic categories
to generate the frequency table shown at the middle-right of
Fig. 2 and anonymize it. The sensitivity was thereby reduced
to 18. The top ten categories were recommended from the
anonymized frequency table. However, this frequency table
is information-poor because it contains only basic categories.
We call this method the reduced-attributes method.

To make the reduced-attributes method information-rich,
we propose using the relationships between the basic cate-
gories and the higher-order categories, which are shown in
the table below the reduced and anonymized frequency table
in Fig. 2. This table represents the rates of the ith-order cat-
egories appearing in the top ten; i.e. the rates of the first,
second, and third-order categories are 3 : 5 : 2. Thus, the
three most frequent basic categories are included in the top
ten list. Similarly, the five most frequent second-order cat-
egories are included as well as the two most frequent third-
order categories. The anonymized frequency table (shown at
bottom-right in Fig. 2is generated from the frequency table
created by the reduced-attributes method and the table of re-
lationships.

Figure 2: Overview of example implementation
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To estimate the frequencies of the second- and third-order
categories, we assume that the more frequent the basic

categories, the more frequent the second-order category con-
sisting of these basic categories. We thus estimate the fre-
quency of a second-order category by using the sum of fre-
quencies of the basic element categories, e.g. frequency of
“Action & Adventure” is (frequency of Action + frequency
of Adventure) / 2. We estimate the frequency of third-order
categories similarly.

The relationships between the attributes reflects the origi-
nal microdata and thus should be anonymized. We use the se-
curity parameter (ϵ) for both anonymization of the frequency
table and anonymization of the relationships by using rϵ and
(1− r)ϵ, respectively. In our implementation, we set r = 0.1.

Since the proposed method uses only 18 basic categories to
generate the frequency table, the sensitivity of the frequency
table is 18. The sensitivity of each value in the relationship
table is also 18 because we have only 18 kinds of categories,
e.g. basic through the 18th category.

4.3 Evaluation
We first used our recommendation system without anonymiza-

tion and obtained the top ten recommendations for each user
class. We used these recommendations as correct recommen-
dations. We then used the system with anonymization. Three
anonymization methods were used. The first one was a con-
ventional method that added Laplacian noise with a sensi-
tivity of 218 − 1. The second one was a reduced-attributes
method that used up to ith movie categories and ignored other
categories. The second one was evaluated with i = 1, 2, and
3. The third one was the proposed method.

Users were classified by gender and 7 age classes (i.e. 14
classes) in the first experiment, by occupation (21 classes) in
the second experiment, and by gender, age, and occupation
(294 classes) in the third experiment. For each experiment,
two values of ϵ were used: 2.0 for weak anonymization, 1.0
for strong anonymization.

The recommendation accuracy (in percent) was measured
in terms of the number of recommendations included in both
the correct recommendations and the recommendations pro-
vided

by the system. It was represented as precision at m (P@m)
[30] and measured for each method and each parameter value
(order i and security parameter ϵ).

Table 3: Results for using gender and age (P@10)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 28% 78% 99% 48%
Weak NG 0% 28% 51% 1% 48%
Strong NG 0% 28% 34% 0% 48%

Table 4: Results for using gender and age (P@20)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 28% 78% 99% 51%
Weak NG 0% 28% 67% 4% 51%
Strong NG 0% 28% 43% 1% 51%

Table 5: Results for using occupation (P@10)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 30% 82% 100% 50%
Weak NG 0% 30% 37% 2% 49%
Strong NG 0% 30% 18% 1% 46%

Table 6: Results for using occupation (P@20)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 30% 82% 100% 50%
Weak NG 0% 30% 54% 4% 50%
Strong NG 0% 30% 37% 3% 50%

Table 7: Results for using gender, age, and occupation
(P@10)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 28% 77% 93% 36%
Weak NG 0% 26% 10% 1% 36%
Strong NG 0% 24% 8% 1% 27%

Table 8: Results for using gender, age, and occupation
(P@20)

Required Without Conven- Reduced-Attributes Pro-
Security Anonymi- tional Method (Order) posed

Level zation Method 1st 2nd 3rd Method
None 100% 100% 29% 78% 96% 40%
Weak NG 0% 28% 18% 2% 40%
Strong NG 0% 27% 15% 2% 34%
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Table 9: Detailed results for using gender and age (P@10,
ϵ = 2.0)

Reduced-Attributes Pro-
Gender Age Method (Order) posed

1st 2nd 3rd Method
–18 30% 0% 0% 50%

18–24 30% 20% 0% 50%
25–34 30% 40% 10% 50%

Female 35–44 30% 40% 0% 50%
45–49 30% 30% 0% 60%
50–55 30% 0% 0% 50%

56– 20% 0% 0% 40%
–18 30% 0% 0% 40%

18–24 30% 60% 0% 50%
25–34 30% 70% 0% 50%

Male 35–44 20% 60% 0% 40%
45–49 30% 30% 0% 50%
50–55 30% 40% 0% 50%

56– 30% 40% 0% 50%
Weighted Average 28% 51% 1% 48%

Table 10: Detailed results for using gender and age (P@10,
ϵ = 1.0)

Reduced-Attributes Pro-
Gender Age Method (Order) posed

1st 2nd 3rd Method
–18 30% 0% 0% 50%

18–24 30% 10% 0% 50%
25–34 30% 20% 0% 50%

Female 35–44 30% 10% 0% 50%
45–49 30% 10% 0% 60%
50–55 30% 0% 0% 50%

56– 20% 0% 0% 30%
–18 30% 0% 0% 20%

18–24 30% 40% 0% 50%
25–34 30% 60% 0% 50%

Male 35–44 20% 30% 0% 40%
45–49 30% 20% 0% 50%
50–55 30% 10% 0% 50%

56– 30% 30% 0% 50%
Weighted Average 28% 34% 0% 48%

Table 11: Detailed results for using occupation (P@10, ϵ =
2.0)

Reduced-Attributes Pro-
Job Method (Order) posed

1st 2nd 3rd Method
academic / educator 30% 40% 0% 50%

artist 30% 30% 0% 50%
clerical / admin 30% 10% 0% 50%

college / grad student 30% 70% 0% 50%
customer service 30% 0% 0% 50%

doctor / health care 30% 10% 0% 50%
executive / managerial 30% 70% 10% 50%

farmer 20% 10% 0% 20%
homemaker 20% 10% 0% 50%

K–12 student 30% 10% 0% 50%
lawyer 30% 10% 0% 50%

programmer 30% 40% 10% 50%
retiree 30% 30% 0% 50%

sales / marketing 30% 10% 0% 50%
scientist 30% 10% 0% 50%

self-employed 30% 30% 0% 50%
technician / engineer 30% 20% 0% 50%

tradesman / craftsman 30% 0% 0% 40%
unemployed 20% 10% 0% 20%

writer 30% 20% 0% 40%
other / not specified 0% 50% 0% 50%
Weighted Average 30% 37% 2% 49%

Table 12: Detailed results for using occupation (P@10, ϵ =
1.0)

Reduced-Attributes Pro-
Job Method (Order) posed

1st 2nd 3rd Method
academic / educator 30% 20% 0% 50%

artist 30% 20% 0% 50%
clerical / admin 30% 0% 0% 50%

college / grad student 30% 60% 0% 50%
customer service 30% 0% 0% 50%

doctor / health care 30% 10% 0% 40%
executive / managerial 30% 20% 0% 50%

farmer 20% 10% 0% 20%
homemaker 20% 0% 0% 40%

K–12 student 30% 0% 0% 50%
lawyer 30% 10% 0% 40%

programmer 30% 20% 10% 50%
retiree 30% 20% 0% 50%

sales / marketing 30% 0% 0% 50%
scientist 30% 0% 0% 40%

self-employed 30% 20% 0% 40%
technician / engineer 30% 0% 0% 50%

tradesman / craftsman 30% 0% 0% 30%
unemployed 10% 10% 0% 10%

writer 30% 0% 0% 30%
other / not specified 30% 20% 0% 50%
Weighted Average 30% 18% 1% 46%
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4.4 Results

Table 3 (P@10) shows the results of the first experiment
when m equalled ten. The reduced-attributes method used
up to the first-, second-, and third-order movie categories.
The conventional anonymization method was the best without
anonymization but could not produce any correct recommen-
dations after anonymization. The accuracy of the reduced-
attributes method was lower than that of the conventional method
without anonymization because it used only some attributes.
It had better accuracy than the conventional method after anonymiza-
tion. The reduced-attributes method was the best with weak
anonymization (ϵ = 2.0). The proposed method was better
than the reduced-attributes method for most parameter values
but worse than the second-order reduced-attributes method

with weak anonymization. The advantage of the proposed
method over the reduced-attributes method was larger when
anony-mization was strong (ϵ = 1.0).

Table 4 (P@20) shows the results of the first experiment
when m equaled twenty. The results in all cases were better
than those when m equaled ten (Table 3). The conventional
anonymization method was the best without anonymization
but the worst with anonymization. The reduced-attributes
method was the best with weak anonymization (ϵ = 2.0).
The proposed method was the best with strong anonymiza-
tion (ϵ = 1.0)

Tables 5, 6, 7, and 8 show the results of the second and
third experiments. Again, the conventional method could not
produce any correct recommendations after anonymization.
The proposed method was better than the reduced-attributes
method for the case using strong anonymization (ϵ = 1.0).
It was better than the reduced-attributes method for the case
using weak anonymization (ϵ = 2.0) except for the result for
using occupation (P@20) (Table 6).

Table 9 shows detailed results for the first experiment with
ϵ = 2.0. Accuracy is shown for each user class, anonymiza-
tion method, and parameter value. The results for the con-
ventional method are omitted because all values were 0%;
i.e. none of the recommendations produced was correct. The
proposed method was more accurate than the first- and third-
order applications of the reduced-attributes method and partly
less accurate than the second-order application. Its accuracy
was stable across user classes while that of the reduced-attributes
method greatly depended on the user class.

Table 10 shows detailed results for the first experiment with
ϵ = 1.0. The advantage of the proposed method over the
reduced-attributes method was larger than that with ϵ = 2.0
(Table 9).

Tables 11 and 12 show detailed results for the second ex-
periment with ϵ = 2.0 and ϵ = 1.0, respectively. As in the
other experiments, the advantage of the proposed method over
the reduced-attributes method was larger when ϵ = 1.0 than
when ϵ = 2.0.

4.5 Discussion

The conventional method was the best without anonymiza-
tion but the worst with anonymization. Comparing Tables 3,

Table 13: Detailed results for using gender and age with num-
ber of records (P@10, ϵ = 2.0)

Number Reduced-Attributes Pro-
Gender Age of Method (Order) posed

Records 1st 2nd 3rd Method
–18 5,337 30% 0% 0% 50%

18–24 23,910 30% 20% 0% 50%
25–34 53,537 30% 40% 10% 50%

Female 35–44 29,785 30% 40% 0% 50%
45–49 14,677 30% 30% 0% 60%
50–55 11,835 30% 0% 0% 50%

56– 6,498 20% 0% 0% 40%
–18 10,273 30% 0% 0% 40%

18–24 76,889 30% 60% 0% 50%
25–34 169,017 30% 70% 0% 50%

Male 35–44 86,908 20% 60% 0% 40%
45–49 34,799 30% 30% 0% 50%
50–55 33,249 30% 40% 0% 50%

56– 18,567 30% 40% 0% 50%
Weighted Average 28% 51% 1% 48%

Figure 3: Features of proposed and reduced-attributes meth-
ods

4, 5, 6, 7, and 8, we see that the proposed method outper-
formed the reduced-attributes method when strong security

was required. This is because the proposed method is de-
graded less than the reduced-attributes method when strong
security is required.

Table 13 extends Table 9 by showing the number of records
and focusing on the case in which the proposed method per-
formed worse than the reduced-attributes method. From this
table, we can see that the proposed method works well when
there is a small number of records.

The features of the proposed and the reduced-attributes meth-
ods are summarized in Fig. 3.

5 CONCLUSION

The more personal features used in statistics, the strong
anonymization needed, making statistics useless, while less
personal features makes statistics information-poor. We have
proposed a strategy for implementing differential privacy to
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reduce Laplacian noise and maintain the quality of anonymized
statistics. A subset of attributes in the microdata is used to
generate statistics, reducing noise to add on the statistics with
reduced attributes, and restoring information in the statistics
by using relationships between the selected attributes and the
other attributes. Our method uses less features to make information-
poor statistics and uses knowledge to make it information-
rich. Our method has been implemented for differential pri-
vacy and evaluated with MovieLens 1M dataset, demonstrat-
ing its advantage when security requirement is strong and the
number of records is small.

The dataset used in this paper has data categories contain-
ing a small number of basic categories, which does not hold
generally. Future work thus includes extending the proposed
method to cope with different kinds of datasets that have dif-
ferent kinds of categories or no categories.
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Abstract -
Nowadays, since various sensors such as surveillance cam-

eras, wearable devices are used, various large amount of data
became to be stored in the databases. To manipulate such a
data, NoSQL databases have been put to practical use. Espe-
cially, MongoDB provides GridFS interface, and it was shown
that the performance of such a data manipulation exceeded
MySQL which is the conventional relational database. Here,
to apply MongoDB to the enterprise systems, it is noted that
there is the problem that the join operation is not provided.
However, as for the business systems dealing with a large
amount of data that takes time, it is expected that the effect
of using MongoDB exceeds this problem. In this study, we
conduct the comparative evaluation between MongoDB and
MySQL for the actual production management system, which
is a type of enterprise system. As a result, we show Mon-
goDB is superior to MySQL in the case to manipulate a large
amount of data even if the join operations are performed. Fur-
thermore, we show it is possible to construct the configuration
that takes each advantage of both by using program language
such as Java. In this configuration, MongoDB manipulates
a large amount of data; MySQL manipulates the other data
including the join operation.

Keywords: MongoDB, database, GridFS, join operation,
production management system

1 INTRODUCTION

Nowadays, various devices are spreading rapidly, such as
smartphones, surveillance cameras, and various wearable de-
vices. As a result, it is becoming possible to enter various
data efficiently into the systems using such an inexpensive
entry device [5], [7]. Therefore, even as for the enterprise
systems, it is expected that the system can be operated more
efficiently by utilizing not only conventional character and
numeric data but also various kinds of sensing data such as
images and videos.

In order to store and manipulate such a data, various kinds
of NoSQL databases have been proposed and put to practi-
cal use [15]. Among them, there is MongoDB [3] which is a
kind of the document-oriented NoSQL database: it stores the
data as documents of semi-structured data model expressed
by JSON; particularly, it equips GridFS interface to treat the
enormous data efficiently [14]. Here, these documents corre-
spond to the records of the relational database (RDB). And,
as for a large amount of data, we had also confirmed that its
performance of MongoDB had been superior to MySQL, es-
pecially in the insertion [11]. However, to apply MongoDB

to the enterprise systems, it is noted that there is the problem
that the join operation is not provided.

So, in order to expand its application area in the enterprise
systems, it is necessary to solve the problem about the above-
mentioned join operation. Here, since the large amount of
data manipulation performance of MongoDB is superior to
MySQL as above-mentioned, it is expected that the through-
put in the entire system can be enhanced by using it, even if
the performance deteriorates in the join operation. However,
we could not find the study that has evaluated such a perfor-
mance on the premise of the actual enterprise systems.

In this study, we explore the join operation from the view
of MongoDB application. Its aims are as followings. First,
we show the application field where MongoDB is superior to
RDB, though the join operation is used. Second, we show
the program structure, by which the join operation and a large
amount of data manipulation can be performed efficiently.

So, our goal in this study is to evaluate such a performance
and to show the requirements to apply MongoDB to the en-
terprise systems. As a target system of this evaluation, we
used an actual production management system, which is a
type of enterprise system. It was mainly configured to ex-
ecute SQL statements directly by using batch files, though
the complex processing was implemented by using the stored
procedure [12]. And, we attempt comparative evaluations be-
tween MySQL and MongoDB in two cases.

In the first case, we migrate the above-mentioned SQL state-
ments directly to MongoDB’s statements and show the com-
parative evaluation results on this migration productivity and
performance. In addition, we show that the manipulation in-
cluding the numerous large amount of data deteriorates the
performance of MongoDB in this case. In the second case, we
use the programing language Java and its database drivers and
show the comparative evaluation results of the performance.
And, we show that the above-mentioned deterioration can be
solved and MongoDB’s performance to manipulate a large
amount of data is superior to MySQL in this case. Further-
more, we show it is possible to construct the configuration that
takes each advantage of both databases: MongoDB manipu-
lates a large amount of data; MySQL manipulates the other
data including the join operation.

The remainder of this paper is organized as follows. Sec-
tion 2 shows the related work, and Section 3 shows the ab-
stract of the target system to clarify the precondition. Section
4 shows the correspondence of data manipulation between
MySQL statements used in the system and Mongo shells,
which is the data manipulation statements of MongoDB, and
we show the implementation of the system by using Mongo
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Figure 1: Evaluation result of performance comparison

shells. In Section 5, we show the results of comparative eval-
uations between MongoDB and MySQL in the case of direct
migration from SQL statements to Mongo shells. Similarly,
Section 6 shows the comparative performance evaluations in
the case of utilizing programing language Java. And, we dis-
cuss these results in Section 7. Lastly, Section 8 concludes
this paper.

2 RELATED WORK

The comparative evaluations between RDB and NoSQL
databases have been performed on such as the data modeling,
data manipulation, and performance.

Firstly, for a large amount of data manipulation, MySQL
and Oracle, which are the relational database management
system (RDBMS), provide BLOB data type [13]; MongoDB,
which is a kind of document-oriented NoSQL database, pro-
vides GridFS interface [10]. And, it was shown that Mon-
goDB excelled about the performance to manipulate such a
data. Moreover, we have already conducted the compara-
tive evaluations on the performance between MongoDB and
MySQL for the video data, and we found MongoDB was
much more efficient as shown in Fig. 1. Especially, as for
the insertion, in this case, MongoDB was 25 times faster than
MySQL [11].

Incidentally, there is a method of saving a large amount
of data by using the file system without using the databases.
However, as for this method, it is pointed out that there are
some problems: the authority to access the data cannot be
managed; it is difficult to perform the automatic backup such
as the replication [18].

Similarly, the comparative performance evaluations of the
CRUD operations (insertion, query, update, and deletion) were
performed for the data that had been handled by RDB tradi-
tionally, such as text and numerical data. As a result, it was
shown that the performance of MongoDB is superior to RDB
[4], [6].

On the other hand, it has been pointed out that there were
two problems to apply it to the enterprise systems: first, it
does not maintain the ACID properties of the transaction; sec-
ond, it does not equip the join operation for the plural collec-
tions which correspond to the tables of RDB [16].

As for the first problem, namely the transaction, we had
shown a solution in our previous study. Here, the transaction
of MongoDB can maintain the ACID properties only on the
manipulation of an individual document, which corresponds

Figure 2: MongoDB structure with embedded document

to the table in RDB. So, firstly, we developed the transaction
processing method, by which the ACID properties could be
maintained even on the manipulation of plural documents [8].
Next, to evaluate this method, we applied it to the prototype
of the actual production management system. As a result, we
showed that this method could maintain the ACID properties
even on the plural documents manipulation of a large amount
of data in addition to the conventional character and numeric
data [9].

Furthermore, we showed the application field where Mon-
goDB’s large amount of data manipulation is effective through
these studies. Concretely, we had been advancing its appli-
cation study for the production management system utilizing
images and videos in order to improve the efficiency of the
inventory management work. Here, conventionally, the in-
ventory quantity of various kinds of parts must be counted,
and it makes the workload higher. So, we had conceived
the method, in which the inventory manager judges visually
whether there had been the necessary inventory quantity by
using the images and videos [9]. As a result, the manager
could perform this business at the office based on the inven-
tory plan calculated beforehand, instead of counting the in-
ventory at the field.

Here, the join operation is not provided by MongoDB. In-
stead, it is recommended to use the data model of the non-first
normal form, called As for the second problem, namely the
join operation, it is recommended to use the data model of the
non-first normal form, called “embedded documents”. Since
MongoDB is based on the semi-structured data model shown
in Fig. 2, each document of the collection is able to have the
individual data structure. So, for example, the attribute “affil-
iation” in Fig. 2, which is usually saved in the different table
by the normalization in the case of RDB, can be saved in the
document “member” as the embedded document. So, they
can be queried without using the join operation. The com-
parative performance evaluation between MongoDB with this
method and RDB with the join operation was performed, and
it has been shown that MongoDB was superior to RDB [6].

However, with this method, it needs to have the same data
in the plural documents as the embedded document, and it
arises the problem like the update anomaly of RDB. For ex-
ample, in the case where the name of affiliation in Fig. 2 is
changed, many records must be updated. For this problem,
by using a programming language, the join operation can be
composed even of MongoDB [1]. That is, if the query re-
sult of one collection includes the data of foreign key to refer
another collection, then it can be utilized to query another col-
lection. Then, the joined data can be composed of both query
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Figure 3: Structure of BOM of target system.

results. Here, in the case of using such a data manipulation, it
is expected that its performance will be deteriorated.

On the other hand, as above-mentioned, the performance
of the large amount data manipulation of MongoDB is so su-
perior to RDB. So, it is expected that high performance can
be obtained by applying MongoDB to the enterprise systems
that manipulate a large amount of image data, even in the case
where the join operations are implemented by this method.

However, we could not find the study, which evaluated the
performance of the image data manipulation being accompa-
nied by the join operation, on the premise of the actual enter-
prise systems.

3 TARGET SYSTEM

3.1 Target Function of Production
Management System

The target enterprise system of this study is an actual pro-
duction management system of some company which our lab-
oratory is supporting. And, some of their functions have been
already in operation; the others are currently under devel-
opment. We use MySQL for RDBMS, and the calculation
processing of each function is executed collectively by batch
processing, then the results are stored into the database. We
use Excel to entry the source data or to output the processing
results as forms. We show the outline of the target system
below.

The first is the material requirement calculation function,
which has been already in operation and manages the bill of
material (BOM) [17] as shown in Fig. 3. In this figure, Prod-
uct A consists of 6 of part X, 4 of Y, and 5 of Z. And, parts X
and Y are manufactured from 5m2 board material P and 2m
stick material S respectively. As for the part Z, the commer-
cial goods are purchased. In this way, by managing the BOM,
it is possible to calculate the material cost of A based on the
unit price of P, S and the price of Z.

The configuration of this processing is as follows. The data
for the calculation consists of the BOM, products, parts, ma-
terials as shown in Fig. 3. And, they are stored in the tables
of MySQL, and it is changed if necessary by using MySQL
for Excel which is a linkage tool between MySQL and Excel.
Then, the calculation processing is executed for all the data in
a lump sum, and it is not necessary to specify the parameters.
So, its process is described only by SQL statements, and they
are executed as a batch file for Windows. Lastly, by using the
view tables, the calculation results are converted to the vari-
ous forms to be handled easily. Then, they are output by using
the above-mentioned MySQL for Excel.

Figure 4: Monthly total of each spec

Remarks) : Manufactured; : Start to prepare shipment; : Delivery; : Used

Figure 5: Manufacturing schedule

The second is the production planning function, and the
plan is made based on received or expected receipt orders.
The contents of the order are designated by the specification
(spec) sheet composed of each product type and its quantity,
which has spec identifier (ID). And, this system targets the
common products specified by the spec ID. That is, though
the order includes the custom ordered products which are in-
dividually specified in each order, they are not administered
by this system. We show the sample of the output documents
in Fig. 4 and 5. Figure 4 shows the monthly total number
of each spec, and it is used to grasp the long-term order sta-
tus. Figure 5 shows the monthly work plan which is made
per order, and it is used to grasp the daily milestone. We are
currently conducting the operational test of this function and
preparing the necessary data.

In this function, since the parameter must be specified such
as the target month, we composed this in Excel and Excel
VBA (Visual Basic for Excel applications). Concretely, pa-
rameters are entered from Excel sheet, then by Excel VBA,
SQL statements are created and the corresponding batch file
is started to execute these statements. Lastly, its results are
processed to output forms by Excel VBA similar to the first.
Moreover, we composed some MySQL data manipulations by
the stored procedure or stored function [12]. For example, to
make the production planning, we must estimate the number
of business days excluding holidays. So, it is necessary to
ensure that the calendar to show the number of each business
day from the beginning of the year. And, since such process-
ing includes the iterative processing, it cannot be done by only
the simple SQL statements.

The third is the inventory management function that saves
the status of each product shelf as the images and videos. Fig-
ure 6 shows the inventory images, and these are stored in the
database. The aim of this function is to provide the inventory
image with its necessary quantity information to the manager
at the office to confirm the satisfaction of its inventory. So,
it is necessary that the manager can set the inventory status
based on the confirmation results, and the images of the spec-
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Figure 6: Inventory management utilizing images

ified products must be queried based on the manufacturing
schedule shown in Fig. 5. To introduce this function, we are
currently conducting the evaluation of its prototype.

Incidentally, the actual system is composed of various func-
tions besides the above: it calculates the MRP (Material Re-
quirement Planning) [17], which is the necessary quantity of
the parts and materials, by the linkage of the production plan
and BOM; the various management documents are output,
and so on. However, since the data manipulation patterns are
covered by the above-mentioned cases, we conduct the com-
parative study on only those in this study.

3.2 Database Structure and Data
Manipulations

Figure 7 shows the ER diagram of the target system; be-
low, we indicate the table name and attribute name in the ER
diagram in italic. In addition, we show only the main ta-
bles and attributes for the sake of simplicity. (1) of Fig. 7
corresponds to the material requirement calculation function,
and parts (parts) and products (product) are associated with
BOM (BOM ). And, the following price is set to the unit price
(price unit) of parts: price unit of part price is set in the
case where the part is purchased; price per 1kg (price kg) of
material is set in the case where the parts are manufactured
from the material associated with material ID (mat id).

(2) of Fig. 7 corresponds to the production planning func-
tion, and the data of calendar such as the number of busi-
ness days is calculated by the holiday information (holiday);
the order and product are associated with specification com-
posed of specification and spec. The schedule data shown
in Fig. 5 is calculated and saved into manufacture plan, in
which each milestone date is included: manufacturing com-
pletion date (m date num), start date to prepare shipment
(c date num), delivery date (d date num) and used date at
the ordering company (u date num).

(3) of Fig. 7 corresponds to the inventory management
function, and saves the inventory status of products as images
and videos. stock shelf indicates product shelf, in which
the products are stored. And, stock shows the status of the
inventory: the image or video name (doc name) saved in
image; the correspondence data between them and product
shelf is saved in stock(p id, doc name); the inventory quan-
tity (quantity) of stock is set if necessary. Here, since the
images and videos are captured at any time, their capture time

(chk time) is included in the primary key of stock, and the
relationship between stock and stock shelf becomes many-
to-one. Firstly, the image and video data is saved from the
camera into the folder of the PC, then saved into image; And,
the necessary data for this processing is downloaded from the
database to the work folder of the PC when necessary.

We extracted the data manipulation patterns of these tables
from the functions mentioned in Section 3.1, and got patterns
shown below. Incidentally, the basic CRUD data manipula-
tions of the single table are excluded.

(a) Join operation: in (1), each part is joined with the prod-
ucts which use the part respectively, and the results are
saved into parts cost. So, the join operation between
BOM and parts is performed.

(b) Iterative operation: in (2), to set the number of business
day (date num) of calendar, the division of the busi-
ness day and holiday are set to the column holiday of
calendar firstly. Then, the numbers of business date
are set sequentially from January 1st, that is, it consti-
tutes the iterative operation. Incidentally, it is imple-
mented by the stored procedure in MySQL.

(c) Grouped aggregation operation: in (1), the product of
material cost and quantity, which are expressed by cost
and p quantity of parts cost and calculated in (a), are
aggregated for each product, and stored into producrt
price.

(d) Selection of record with the self-join operation: in (1),
since part price has a history on the estimated date
(est ymd), the record having the max estimate date
must be queried for each part id. In the SQL state-
ment, this is expressed by the subquery with the self-
join operation as shown in Fig. 8.

(e) Images and videos operation: in (3), the images and
videos of the inventory shelves are stored into image,
so these data must be inserted and queried. In MySQL,
this is executed by “load file” function to insert, and
“select into dumpfile” statement to query.

4 IMPLEMENTATION OF DATA
MANIPULATION USING MONGODB

4.1 Implementation Policy
In MongoDB, the Mongo shell is provided for methods for

the CRUD operations and the interactive data manipulations
which have JavaScript interface. And, similar to the SQL
statements, JavaScript files can be executed as the batch file,
or as a function like the stored procedure in SQL. In this study,
we implemented the Mongo shell as a batch file on Windows
as shown in Fig. 9. In Fig. 9, “JSfile.js” is the JavaScript file
including the Mongo shell methods; and, it is executed by in-
putting to “mongo” command; then the execution results are
output to “out.csv” file by a print statement of JavaScript.

Below, we show the implementation of each operation men-
tioned in Section 3.2. Incidentally, we describe only the main
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(1)

(2)

(3)

Figure 7: ER diagram of database

Figure 8: Max value query by self-join

Figure 9: Batch file of Mongo shell

attributes and operations for the sake of simplicity. In the ac-
tual system, related attributes and operations are added to the
following logic.

4.2 Implementation of Join and Iterative
Operation

In the Mongo shell, the join operation is not provided. So,
the collections were joined as follows: firstly, we copied the
collection corresponding to “many” of many-to-one into the
temporary new collection; then, we added the fields of the
collection corresponding to “one” to the above collection. In
this way, we could create the result collection of the join op-
eration.

In Fig. 10, we show the case of (a) in Section 3.2, in which
parts and BOM are joined to create parts cost. In (1) of
Fig. 10, parts cost is created by copying BOM , then cost

Figure 10: Join operation procedure of MongoDB

field of parts cost is set to price unit field of parts in (2)
as follows. Firstly, by using find method in (3), which corre-
sponds to select statement of SQL, all the documents of parts
are queried. Here, documents are sequentially set to partRec
as same as the cursor operation of SQL. Next, update method
at (4), which corresponds to update statement of SQL, updates
the value of cost attribute of all the documents that match the
query condition shown by the first parenthesis “{ }” which
expresses the pair as of “{field name:field value}”. Here, the
query condition is such that all these attribute values equal to
the specified attribute values. In addition, if parts cost col-
lection does not have cost field, then it is inserted.
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Figure 11: Aggregation method of MongoDB

Incidentally, in the case where the join operation is per-
formed for only some of documents matching the specified
query condition, only the target documents are inserted at (1)
in Fig. 10. For this operation, insert method corresponding to
insert statement of SQL is used.

Next, the iterative statement, which is while statement and
so on, can be used in the Mongo shell. So, we implemented
the iterative operation to create calendar shown in (b) of Sec-
tion 3.2 by using these statements, like the stored procedure
in SQL.

4.3 Implementation of Aggregation and
Self-Join Operation

Mongo shell provides the aggregate method, which corre-
sponds to the aggregation operator and group by clause of
SQL. So, as for the aggregation operation of material cost
for each part in (c) of Section 3.2, it can be executed by this
method. In this method, as shown in (1) of Fig. 11, $group
expression shows the fields to be aggregated, and $sum ex-
pression shows the aggregation method of summation like the
SQL statement. Incidentally, the aggregation results can be
got by the cursor operation like Fig. 10.

Similarly, as shown in (2) of Fig. 11, the selection opera-
tion of record having the max value shown in (d) of Section
3.2 can be performed by the aggregate method, and the lat-
est estimated date was queried from part price in this case.
Here, since MongoDB does not provide the join operation, we
configured the operation to query the target document again
from part price using the queried estimated date and part id
value. In Fig. 11, $match expression in aggregate method
specifies the query condition. Also, findOne method queries
only the single document, and in this figure, it queries as of
the query condition that parts id is “P0001” and est ymd is
the queried estimated date.

4.4 Image and Video Data Manipulation
The upper limit of the document size of MongoDB is 16

MB, and the GridFS interface is provided for data exceed-
ing this limit. Using this interface, the image and video data
is saved into GridFS collection divided from other attributes.

Figure 12: Image insertion and query command

Table 1: Comparison of CRUD operation

MySQL MongoDB Class
SELECT find(), findOne() CRUD
INSERT insert()
UPDATE update()
DELETE remove()
(Join operation) (a)

[many].copyTo()
JOIN syntax [one].find() (use cursor)

[many].update()
Stored procedure JavaScript (b)
Stored function JavaScript
Group BY clause aggregate() (c)
(Query record with max value) (d)
self-JOIN operation aggregate()

+ subquery findOne()
(Image and video operation) (e)
INSERT MONGOFILES

+ LOAD FILE() command (put)
SELECT INTO MONGOFILES

DUMPFILE command (get)

And, since the data insertion and query are performed by uti-
lizing mongofiles command, not the Mongo shell, we config-
ured to perform this command in batch files which are sepa-
rated from the JavaScript files.

We show the examples of these commands in Fig. 12.
Here, “-d” indicates the database, and “-l” indicates the file
name on the disk. That is, we can save the image data into
the database with the different name from the name as of disk
file. Incidentally, since this command is a utility executed in
Windows command line, connection and disconnection with
the database is performed at each its execution.

Finally, in Table 1, we show the summary of the implemen-
tation method comparison between MySQL and MongoDB.
Here, the column “Class” indicates the classification of these
data manipulations. “CRUD” shows the basic data manipula-
tion, and others indicate the number in Section 3.2.

5 IMPLEMENTATION OF SYSTEM AND
COMPARATIVE EVALUATIONS

In order to demonstrate the target production management
system can be constructed by using MongoDB, we imple-
mented the principal part of this system by using MongoDB
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according to the correspondence of CRUD operation shown
in Table 1. Then, we conducted the comparative evaluations
of the program volume and execution performance between
MongoDB and MySQL.

5.1 Implementation Using MongoDB

First, as for the material requirement calculation function
shown in (1) of Fig. 7, we implemented the process to create
product price. Here, cost data of parts price and material
is reflected into parts, then product price is created from
parts via parts price. We implemented this processing us-
ing the Mongo shell as the batch file shown in Fig. 9.

Second, as for the production planning function shown in
(2) of Fig. 7, we implemented the following processing: one
creates calendar from holiday; the other makes the csv files
for the aggregation and schedule document shown in Fig. 4
and Fig. 5 respectively. We implemented this processing us-
ing the above-mentioned batch file, and we embedded the pa-
rameters in the JavaScript program directly without linking
with Excel for the sake of simplicity.

Third, as for the inventory management functions shown in
(3) of Fig. 7, we implemented the following two processing
shown in Fig. 12. Incidentally, these implementation methods
are same as MySQL except the execution command as shown
below.

One is the processing to save the pictures and videos of the
product shelves into image, and to insert the correspondence
data between stock shelf and image into stock, that is, this
creates the correspondence between the shelves and the im-
ages or videos. To save the images and videos data, their
file name in the camera must be grasped in the insertion pro-
gram. So, we implemented this processing using Excel VBA
to make the insertion batch file, in which insertion is executed
by mongofiles command. And, we implemented the corre-
spondence data insertion program by using the Mongo shell,
which is executed by the batch file.

The other is processing to query the image and video data.
Similar to above, we implemented this processing to be ex-
ecuted by mongofiles command, which was made by using
Excel VBA based on the given query condition: specified
shelves, or the product shipment date and so on.

5.2 Comparative Evaluations of Program
Volume

In order to perform comparative evaluations of productivity
between MongoDB and MySQL, we counted the number of
source lines of the programs respectively. Table 2 shows these
results, and (1) shows the material calculation; (2) shows the
production planning function. Incidentally, since the user in-
terface programs of the inventory management system op-
erations were made by using Excel VBA as mentioned in
Section 5.1, and they were common to both databases. So,
we omitted their evaluation. Here, (2) was divided into the
three processings: Plan(C) shows the creation processing of
manufacture plan in (2) of Fig. 7; Plan(O) shows the pro-
cessing to output the query results into csv files for the forms

Table 2: Comparison of program volume (line)

MySQL MongoDB
SQL Else Total Shell Else Total

(1) Material 15 0 15 24 29 53
(2) Plan(C) 8 64 72 12 91 103
(2) Plan(O) 11 7 18 8 24 32
Total 34 71 105 44 144 188
(2) Plan(P) 0 180 180 0 180 180
(1): Material requirement calculation function
(2): Production planning function
C: create data; O:output to csv file; P: print document

shown in Fig. 4 and Fig. 5; Plan(P) shows the output pro-
cessing of these forms from the csv files. Moreover, since the
statement other than the SQL statement and Mongo shell is
necessary, we show their individual volume in this table.

The function indicated by (1) in Table 2 could be config-
ured only by the SQL statements in MySQL. However, in
MongoDB, it was necessary to use JavaScript in addition to
the Mongo shell. In this case, the number of source lines of
the latter was about 3.5 times that of the former. On the con-
trary, the processing indicated by Plan(C) and Plan(O) in (2)
could not be described only by SQL statements in MySQL, so
it had to be described with the stored procedures and stored
functions; MongoDB was the same as MySQL. In this case,
the former number of source lines was about 2 times that of
the latter.

The processing indicated by Plan(P) in (2) is the printing
of a form, and there was no database access. So, this pro-
cessing was common to MySQL and MongoDB. That is, the
processing to output the form consists of data extraction from
the database indicated by Plan(O) and printing as of Plan(P).
In this case, the ratio of Plan(P) was 91% in MySQL and 85%
in MongoDB.

5.3 Comparative Evaluations of Elapsed Time

We executed each processing mentioned in Section 3.1 on
the standalone PC environment to evaluate the elapsed time
comparatively. Here, we modified each processing to exe-
cute only the database access including the data format op-
erations as the batch file, that is, the following processings
were excluded: defining the parameters, printing of forms and
so on. The execution environment is as follows. CPU is i7-
6700 (3.41GHz); memory is 16GB; the disk is SSD memory
of 512GB; OS is Windows 10. We adopted MySQL (Ver.
5.7.12), MongoDB (Ver. 3.4.3) for the database.

We show the evaluation results in Table 3. “Material” shows
the elapsed time of the material calculation shown by (1) of
Table 2, and it includes the manipulation (a), (c) and (d) men-
tioned in Section 3.2. The elapsed time of MongoDB was ap-
proximately 11 times that of MySQL. “Calendar” and “Plan”
are parts of the production planning function: the former cre-
ates calendar, and as for MySQL, it was executed by stored
procedure with the iterative manipulation shown in (b) of Sec-
tion 3.2; similarly, the latter created manufacture plan by
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Table 3: Comparison of elapsed time (second)

Processing MySQL MongDB Ratio Manipulate
Material 1.07 11.90 11.1 (a), (c), (d)
Calendar 9.58 5.10 0.5 (b)
Plan 0.32 26.84 83.0 (a) (3-join)
Image(in) 23.48 260.78 11.1 (e)
Image(out) 0.24 77.76 324.0 (e)
Remarks: Ratio=MongoDB/MySQL

SQL statement to join the 3 tables, calendar, order and spec.
The elapsed time of MongoDB was about 0.5 and 83 times
that of MySQL respectively. “Image(in)” shows the case to
insert the image data of actual product shelves into database
from the disk: the number of images is 340, and the size of
each image is from 0.9 MB to 2.9 MB; “Image(out)” shows
the opposite case to the previous case, that is, the same data
is queried from the database to store into the disk as files.

As a result, in this case, the elapsed time of MongoDB was
about 11 and 324 times that of MySQL respectively. That
is, MongoDB was degraded despite being more efficient than
MySQL in manipulating a large amount of data. The reason
for this was as follows. Firstly, since the mongofiles com-
mand must be executed for each file as the Windows com-
mand individually, the connect operation occurs for each file
insertion and database query. So, the delay occurred in this
process. On the contrary, MySQL could execute all the data
manipulations by connecting once similar to the other opera-
tions.

By the way, we separated the fields of the images and videos
from the inventory table (inventory) and composed the indi-
vidual table (image) as shown in Fig. 7 even in MySQL. This
was due to the results of the preliminary study: in the case of
gathering all these fields to one table, the extreme delay oc-
curred. That is, to confirm the inventory, firstly we saved the
inventory image shot in the order of the shelf ID to this ta-
ble; then, updated shelf ID (shelf id) according to the image
order. However, this update operation took more than 20 sec-
onds for the above-mentioned 340 data, and it was too long
for the operations. Here, it was pointed out that the instances
of LONGBLOB should not in the query results if it was not
really necessary [13]. However, as a result of this preliminary
study, we found that the extreme latency occurred not only
in this case but also in the case where the images and video
column was not included in the data manipulation.

6 PERFORMANCE EVALUATION USING
JAVA

6.1 Implementation Using Program Language

As shown in “Image(in)” and “Image(out)” of Table 3, the
performance to manipulate the image data of MongoDB, in
this case, is inferior to RDB, though the performance to ma-
nipulate the single large amount of video data is better than
RDB as shown in Fig. 1. Here, as mentioned in Section 4.4,
the connection to, and disconnection from the database are

Figure 13: Image data manipulation statements

performed for each execution of mongofiles command, and a
large number of image data manipulations were performed by
this command in this evaluation. As a result, this performance
deterioration occurred.

On the other hand, for example, MongoDB Java driver pro-
vides GridFSBucket class for GridFS interface, and the mul-
tiple image data manipulation can be performed after con-
necting once. Therefore, in order to prevent the performance
degradation shown in Table 3, we implemented this manipu-
lation by using Java. And, we also performed the compara-
tive performance evaluation between MongoDB and MySQL.
Here, as for MySQL, this manipulation was implemented by
using Java, too.

As for the implementation environment, we used Java Plat-
form Standard edition 8, MongoDB Java driver Ver.3.5.0 and
MySQL Connector/J Ver.5.1.1.41. Other environments were
the same as in Section 5.3. And, the implementation target
was the inventory management function using images shown
in (3) of Fig. 7.

Firstly, we evaluated the basic function, that is, the indi-
vidual performance of the join processing and image manip-
ulation. Next, we evaluated the combination processing, that
is, the performance of the case where both of the join oper-
ation and image data manipulation are performed. Further-
more, we also evaluated the combination structure of MySQL
for the join operation and MongoDB for the image data ma-
nipulation. Hereinafter, we indicate this structure by “mix”
structure, and its detail is as follows.

The manipulations of a large amount of data such as im-
ages are performed by the streaming in both of MongoDB
and MySQL. Figure 13 shows the examples of the statement
of image data manipulations. Here, “fName” shows the image
file name; “doc name” shows the image name in the database.
(1) and (2) show the insert and select statements of Mon-
goDB to manipulate image respectively: In each first line, the
streaming of Java is defined; in each second line, upload and
download of the image is executed by using GridFSBucket
class respectively. Incidentally, “ObjectID” is the identifier of
the document in MongoDB, and it can be queried by using
the image name “doc name” in advance the select statement
(2). On the other hand, as for SQL statement of MySQL, the
image file name to be inserted is specified by using “load file”
function; the destination image file name of the image data to
be queried is specified by using “dumpfile” clause.
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Therefore, as for the implementation of the image data ma-
nipulation in Java, following composition is possible: firstly,
the target image name “doc name” is obtained and saved into
the variable of type String; then, the statements to manipulate
the image in Fig. 13 are executed. Moreover, in this com-
position, the image name can be queried by using MySQL
and the image data manipulation can be executed by using
MongoDB. In this way, by using this mix construction, it was
expected that the superior operations of each database could
be combined.

6.2 Evaluations of Basic Functions
To evaluate the basic functions, we implemented the fol-

lowing 4 cases by using both of MySQL and MongoDB.

(A) Join operation on three tables (3-Join): this queries the
data of three tables that matches the designated query
condition of p id of product by joining these three ta-
bles in Fig. 7: product, stock and stock shelf .

(B) Self-join operation (Shelf-Join): this queries only the
latest data of stock that matches the designated query
condition of p id. That is, only records having the lat-
est chk time are queried for the pair {p id, shelf id}.
Here, it is composed of the subquery with the self-join
operation in RDB.

(C) Image insertion: this inserts all the image data existing
in the designated folder into the database.

(D) Image download: this downloads all the image data ex-
isting in the designated table of the database into the
designated folder.

As for (A), though we implemented it by cursor operation
in both databases, their structure was different. That is since
MySQL has the SQL statement of the join operation, it is pos-
sible to query the join results as a cursor. On the other hand,
MongoDB has no statement of the join operation. So, we im-
plemented the following processing: firstly, we queried the
target data of product including p id; then, we queried the
target data of stock including shelf id by this p id; lastly,
we queried the target data of stock shelf by this shelf id,
and joined all the query results.

As for (B), we implemented the query by using the sub-
query and self-join operation shown in Fig. 8 in RDB. On the
other hand, as shown in Table 1, MongoDB had the aggre-
gate statement corresponding to the group by clause in RDB.
So, we queried the max value of chk time of stock for the
pair p id, shelf id, then queried the target data by using these
data.

As for (C) and (D), we implemented by the similar struc-
ture in both databases. For (C), we queried all the image data
of the designated folder and inserted them sequentially into
the table. On the contrary, for (D), we queried the image
data sequentially by utilizing the cursor and saved into the
designated folder. Here, in MySQL, we implemented by uti-
lizing the insert and select statements of SQL. And, in Mon-
goDB, though we implemented by utilizing GridFS interface,

Figure 14: Elapsed time of join operation

Figure 15: Elapsed time of image manipulation

the database connection could be maintained by using Java as
above-mentioned.

In Fig. 14, we show the evaluation results of (A) and (B).
The number of data of the three tables was 1063, 2000 and
845 respectively, and the numbers of result data of (A) and
(B) were 1,770 and 339. As shown in Fig. 14, the elapsed
time of MySQL was 0.276 seconds in (A), which is 5 times
faster than 1.435 seconds of MongoDB; the one of MySQL
was 0.017 seconds in (B), which is 33 times faster than 0.561
seconds of MongoDB.

And, in Fig. 15, we show the evaluation results of (C) and
(D). Contrary to the previous results, the elapsed time of Mon-
goDB was 18 times and 9 times faster than the one of MySQL
respectively in these cases. The elapsed time of both was 8.5
and 23.7 seconds in (C) respectively, and 4.0 and 5.5 seconds
in (D).

6.3 Evaluations of Combination Processing

Next, we performed the comparative performance evalu-
ations for the practical processing by combining the above-
mentioned operations. That is, we implemented and evaluated
the following processing: firstly, we queried the target image
name (doc name) by the join operation in (A) or (B); then
we inserted these image data into the database in (C); lastly,
we queried these image data from the database and saved into
another folder in (D). Here, we implemented three cases: the
first was implemented by only MySQL; in the second, (A) and
(B) were implemented by MySQL, and (C) and (D) were im-
plemented by MongoDB; the third was implemented by only
MongoDB. Here, (A), (B) and so on is shown in Section 6.2,
and hereinafter, it is same.
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Figure 16: Elapsed time of combination processing

Table 4: Breakdown time of combination processing (second)

Processing Construct Join Insertion Query
3-Join MySQL 0.285 68.967 17.658

Mix 0.280 25.819 11.506
MongoDB 1.461 25.807 11.419

Self-join MySQL 0.015 21.758 5.531
Mix 0.021 8.304 3.894
MongoDB 0.998 8.196 3.911

We show the evaluation results in Fig. 16, and the break-
down of the elapsed time of each operation in Table 4. Here,
since the query results of (A) and (B) were same as those of
Section 6.2, the number of image data that was manipulated
was also 1,770 and 339 respectively. And, each elapsed time
is indicated as follows: “Join” indicates the join operation;
“Insertion” indicates the image data insertion; “Query” shows
the image data query. As shown in Table 4, since the time to
manipulate image data was longer than the time of joining
operation, the elapsed time as of MongoDB was shorter than
MySQL. Especially, a large difference was observed in the
elapsed time of the image insertion.

In addition, as for the mix structure, which is shown by
“Mix” in Table 4, it was constructed by using MySQL’s join
operation and MongoDB’s image data manipulation. So, for
example, the elapsed time of the join operation is similar to
MySQL; the one of image manipulation is the same as Mon-
goDB. That is, we obtained the superior performance for each
operation as mentioned in Section 6.1. As a result, the best
performance was achieved by the mix structure.

7 DISCUSSIONS

We discuss the evaluation results. First, as for the target
production management system, we found that all the func-
tions implemented by using MySQL could be implemented
by using MongoDB. As the results of the productivity com-
parative evaluations, though the number of MongoDB’s data
manipulation commands increased, the ratio of the descrip-
tion of data manipulation was very small in the actual systems
as shown in the Table 2. Therefore, from the viewpoint of the
overall system development man-hour, we consider that the
importance of the selection concerning the both will be small.

Second, we found some note points to maintain the per-

formance of a large amount of data. As shown in the last
paragraph of section 5.3, it was necessary to separate such a
data column to the individual table even in MySQL as same
as MongoDB. On the other hand, in MongoDB, the connec-
tion to the database should be maintained as shown in Table
3 and Fig. 15, that is, in the case to access such a data many
times, it should be composed by using programing language
and so on.

Lastly, by using programing language, we could use both
of MySQL for the join operation and MongoDB for the im-
age data manipulation as shown in the last paragraph of Sec-
tion 6.1. In the case of manipulating a large amount of data,
by using MongoDB, we could obtain better performance than
MySQL. However, as shown in Fig. 7, there are many pro-
cesses that use no image in the enterprise system. On the
contrary, they utilize the join operation. So, we currently con-
sider that there is a solution to use both as above-mentioned.

8 CONCLUSIONS

In order to manipulate a large amount of data, the appli-
cation of NoSQL database is spreading. However, to apply
NoSQL databases to the enterprise systems, there is the chal-
lenge that the join operation must be implemented efficiently.
In this study, we conducted the comparative evaluations be-
tween MySQL and MongoDB for the actual enterprise sys-
tem in two cases: the implementation by using Mongo shells
and the one by using programming language Java.

In the first case, we found the functions of general SQL
statements could be implemented by using only Mongo shells,
though the performance degraded in the case of manipulating
many large amounts of data such as images.

In the second case, we found that the above-mentioned de-
terioration of performance could be solved, and the elapsed
time to manipulate a large amount of data was longer than the
one of the join operation. That is, better performance was ob-
tained at the whole data manipulations by using MongoDB.
Furthermore, we showed it was possible to construct the con-
figuration that took each advantage of both databases: Mon-
goDB manipulated a large amount of data; MySQL manipu-
lated the other data including the join operation.

For the future challenge, we will expand the application
area of MongoDB by using sharding and improving the data
structure.
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Abstract - Static program analysis enables us to analyze a
program without performing an actual execution run, but the
analysis of loops is, however, difficult in general. In order to
solve this problem, one of existing techniques derives a map-
ping between variables using regression analysis on data ob-
tained by multiple executions of a program (run history). The
technique is a kind of a hybrid approach and when we ana-
lyze a complicated loop using the technique, it may derive an
incorrect mapping. Our new proposed technique overcomes
this problem using recurrence relations. It first obtains a run
history and then performs regression analysis on loop itera-
tions and variables based on the run history. It finally derives
a recurrence relation on the variables occurring in the loop
body. Experiments confirm that it can derive useful mappings
that we cannot derive by the existing technique.

Keywords: loops, static analysis, recurrence relation, run
history, mapping

1 INTRODUCTION

In software engineering, especially in the maintenance phase
of software, engineers need to understand software by reading
or analyzing code. In such situations, program analysis meth-
ods can be helpful. Program analysis methods will produce
an abstract summary of the behavior of a given fragment of
code, usually a function, or a method (in object-oriented pro-
gramming language). The abstract summary is usually in the
form of a formal specification such as Java Modelling Lan-
guage [1].

Program analysis methods are divided into two categories:
(1) static program analysis types and (2) dynamic program
analysis types. Static program analysis methods do not need
to execute the target program while dynamic program analysis
methods will.

Static program analysis methods use many concrete meth-
ods such as symbolic execution [2] and model checking [3].
Recently other approaches have emerged. e.g., heuristic meth-
ods [4], and automatic predicate abstraction based methods,
such as SLAM [5], BLAST [6]. Static program analysis meth-
ods using logic sometimes utilize SAT/SMT solvers [7]. SAT/SMT
solvers are enhanced SAT solvers with background theories.
A SAT solver is a simple solver for satisfiability problems
on logical expressions over propositional variables (boolean
variables). Some examples of background theories include
decision problems on integer expressions and expressions over
arrays and tuples (record types). Thus, SAT/SMT solvers
can solve decision problems on programs. There are many

SAT/SMT solvers including popular solvers are such as Z3
[8] and Yices [9].

For dynamic program analysis, Daikon [10] is a well-known
tool. It derives program assertions from data obtained from
execution logs of the target programs. The execution is usu-
ally performed many times in order to infer accurate asser-
tions. Recently approaches based on regression analysis [11]
have been proposed [12]. Le [12] proposed a method that de-
rives a mapping from a family (or a set of sets) of variables to
a set of variables before and after a target loop structure using
regression analysis. It first executes the target loop multiple
times with varying input values. Based on the data obtained
by the execution, it then performs regression analysis. The
analysis infers a mapping between variables before and after
a target loop.

Therefore, it can easily analyze programs with loop struc-
tures. However, it can deal with only linear and quadratic
mappings. Consequently, it cannot infer an exponent map-
ping which represents Fibonacci sequences.

Our proposed approach overcomes this problem as follows.
First, we perform dynamic program analysis, and then we ob-
tain data on the number n of loop iterations and the program
variables. Next, we perform regression analysis on the data
and obtain a relation between n and the program variables.
Then we construct a recurrence formula on the program vari-
ables by static analysis on the loop body. The recurrence for-
mula represents a relation between the program variables for
the n+ 1-th and n-th loops. We can obtain their closed-form
solution of the recurrence formula, which represents the pro-
gram variables for n. By combining the closed-form solution
and the results of the regression analysis, we obtain a final
mapping representing the mapping between variables before
and after a target loop.

The remainder of this paper is organized as follows. Sec-
tion 2 presents disadvantages of the existing methods as pre-
liminaries. Section 3 gives the proposed method. Sections 4
and 5 show experimental results and discussion, respectively.
Finally, Section 6 summarizes this paper.

2 PRELIMINARIES

In general, static analysis approaches sometimes have trou-
ble handling loop structures. In model checking, we over-
come this problem by using several techniques such as loop
unwinding and Craig interpolation for the approximation of
loop invariants. In general, such techniques are not omnipo-
tent due to memory limitations and calculating complexity.
For this reason, some of the existing methods contrive sev-
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eral methods, such as bounded unwinding [13], user-specified
time-out mechanisms [14], and so on. In [15], the S2E tool
utilizes Path Selection function which enables us to control
the termination of a loop with multiple criteria. For example,
PathKiller can stop loop iteration up to a user specified num-
ber. In another approach, Xie et al. [16] proposed a method
which returns an unknown value for a variable that cannot be
analyzed. Le [12] proposed a method based on regression
analysis. It can derive a mapping between variables before
and after a given loop structure, it claims that the method can
derive more accurate mapping than others.

2.1 Regression Analysis
Regression analysis is an estimating method for the rela-

tionships among variables. It includes many techniques for
modeling and analyzing several variables, when the focus is
on the relationship between a dependent variable and one or
more independent variables.

Regression analysis is usually based on a regression model.
Regression models involve the following parameters and vari-
ables:

• The unknown parameters, denoted as β, which may
represent scalars or vectors.

• The independent variables, X.

• The dependent variables, Y.

A regression model relates Y to a function of X and β.
Y ≈ f(X, β)
In a formal manner, the approximation is typically formal-

ized as E(Y | X) = f(X,β). To carry out regression analy-
sis, the form of the function f must be specified in advance.

2.2 Segmented Symbolic Analysis (SSE)
The approach in [12] (SSE for short) uses approximation

functions (regression models) shown in Table 1.

y = β0 + β1x1 + β2x2 + β3x1x2 + β4x
2
1 + β5x

2
2

(x1 and x2are the input and the output, respectively)

There are many cases in which the functions in Table 1
are not applicable. For example, the program for generating
Fibonacci numbers in Listing 1 cannot apply the functions in
Table 1.

Table 1: Transformation Table for Loops

Model example values for β0 ∼ β5

Constant y = 0 0
Simple Linear y = x1 0 except for β1

Multiple Linear y = 2 · x1 + x2 β4 = 0, β5 = 0
Polynomial Linear y = x2

1 + x1 · x2

if x1 > 0
Piece-wise Linear then y = x1 cannot be expressed

else y = 3

Listing 1: Program for Fibonacci Numbers

p u b l i c c l a s s T e s t F i b o {
p u b l i c i n t c f ( i n t n ) {

i n t c u r r e n t = 0 ;
i n t prev = 1 ;
i n t p r e v p r e v = 0 ;
i f ( n > 0){

f o r ( i n t i = 0 ; i < n ; i ++) {
c u r r e n t = p re v + p r e v p r e v ;
System . o u t . p r i n t ( c u r r e n t + ” ” ) ;
p r e v p r e v = pr ev ;
p r ev = c u r r e n t ;

}
re turn c u r r e n t ;

} e l s e {
System . e r r . p r i n t l n (

” I n p u t i s l e s s t h a n 1 ” ) ;
re turn −1;

}
}

}

In general, it is hard to apply regression analysis on Fi-
bonacci numbers because its closed-form solution is expo-
nential to the number of loop iterations and it cannot be rep-
resented by the functions in Table 1.

SSE requires preparing many input patterns to output exe-
cution logs, which contain a large number of execution paths.
Insufficient execution paths lessen the accuracy of the approx-
imation. This is another disadvantage of the approach. In
other words, the approach is not useful for a program with
many branches in its loop structures, which makes the cover-
age of the test cases low.

3 OUR PROPOSED METHOD

In this section, we describe the differences between the ex-
isting method presented in [12] and our proposed method.

Our proposed method derives a mapping between variables
before and after the target loop. The approach can easily deal
with loop structures.

SSE uses mapping via regression analysis only. It loses
precision in the approximation. Our proposed method uses
regression analysis only to derive a mapping between argu-
ments (of the given Java method) and the number of iterations
of the target loop (of the given Java method). A relation be-
tween n, the number of iterations of the target loop, and the
variables of the loop, is obtained by static analysis used in
cooperation with an analysis tool for mathematics like Math-
ematica. This combination produces approximation with high
accuracy.

3.1 Outline of Our Proposed Method
Here, we give an outline of our proposed method.
The inputs and the outputs of our method are summarized

as follows.

• Input: a Java method with a single loop structure
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• Output: an approximation of the loop structure in the
method, if successfully generated, otherwise a failure
is returned.

Note that for a method with multiple loop structures, we
can divide the method into several methods where each method
has a single loop structure.

For example in Listing 2, a method with multiple loop struc-
ture can be translated into several methods where each has
only a single loop structure as shown in Listing 3.

In order to convert a nested loop structure into a simple
loop structure, we use a new counter vpc which indicates
which loop is selected.

Listing 2: Multiple Loops Structure

p u b l i c c l a s s M u l t i p l e L o o p s {
p u b l i c i n t ex ( i n t n ) {

i n t l o c a l = 0 ;
f o r ( i n t i =0 ; i< n ; i ++)

l o c a l += i ;
i n t x = l o c a l ;
i n t y = l o c a l ∗2 ;
f o r ( i n t j =0 ; j < n ; j ++)

f o r ( i n t k =0; k < n ; k ++) {
x ∗= 3 + k ;
y += x + j ;

}
re turn x + y ;

}
}

Listing 3: Method with a Single Loop Structure

p u b l i c c l a s s M u l t i p l e L o o p s {

p u b l i c i n t ex1 ( i n t n ) {
i n t l o c a l = 0 ;
f o r ( i n t i =0 ; i< n ; i ++)

l o c a l += i ;
re turn l o c a l ;

}

p u b l i c i n t ex2 ( i n t loc , i n t n ) {
i n t x = l o c ;
i n t y = l o c ∗2 ;
i n t i = 0 ;
byte vpc = 1 ;
whi le ( vpc < 2){

sw i t c h ( vpc ) {
case 1 ;

i f ( j < n ) {
vpc = 2 ;
j ++;
k = 0 ;

} e l s e {
vpc = 3 ;

}
break ;

case 2 ;

i f ( k < n ) {
x ∗= 3 + k ;
y += x + j ;
k ++;

} e l s e {
vpc = 1 ;

}
break ;

}
}

}
re turn x + y ;

}

p u b l i c i n t ex ( i n t n ) {
i n t tmp = ex1 ( n ) ;
re turn ex2 ( tmp , n ) ;

}
}

Thus, for a method with a multiple loops structure, our pro-
posed method is also applicable. For nested loops, it is known
that such loops can be translated into a single loop. Therefore,
in principle, this method is also applicable.

We limit the class of the input Java method as follows be-
cause we will use SAT/SMT solvers in later analysis stages.
The allowed types are bool, byte, short, int, float, double,
and arrays of them. The proposed method cannot deal with
String. For control structures, it allows for the use of if,
for, while statements.

Through of the section, we use the following variables:
x: arguments of the given (target) method
y: variables which a user want to analyze
n: the number of iterations of the loop

Figure 1 shows the architecture of a tool proto-type of our
proposed method.

The procedure is summarized as follows.

Step 1: Add proper print statements to the target source code
in order to store execution logs on y and others.

Step 2: Execute the program with varying x and obtain a suf-
ficient number of execution logs.

Step 3: Analyze the logs and obtain the execution paths, re-
lations between x and the execution paths, and a record
on n.

Step 4: Using regression analysis, infer the relation between
x and n.

Step 5: As a recurrence relation, obtain a relation between
ys at the entry point and ye at the exit point of the loop
body.

Step 6: Solve the closed-form of the recurrence relation ob-
tained in Step 5.

Step 7: Finally, calculate an expression representing a rela-
tion between y, x, and n by integrating Step 3, Step 4,
and Step 6.
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Figure 1: Tool overview

void sample(int a, int b){

a = a + 1;

if(a > 0){

b = b * 2;

}

while(b < 0){

b = b + 5;

}

}

void sample(int a, int b){

a = a + 1;

pw.println(“a = a + 1;”);

if(a > 0){

pw.println(“a > 0”);

b = b * 2;

pw.println(“b = b * 2;”);

}else{

pw.println(“!(a > 0)”);

}

pw.println(“//loop1”);

while(b < 0){

pw.println(“b<0”);

b = b + 5;

pw.println(“b < 0”);

pw.println(“b = b + 5;”);

}

pw.println(“//loop1 end”);

pw.println(“!(b < 0)”);

}

Target method:sample

The modified method:sample’

Figure 2: Print statement instrument for obtaining execution
logs

In the following subsections, we will explain Steps 1, 3, 4,
5, 6, and 7 which are important steps of our proposed method.

3.2 Step 1

In order to store execution logs, we add print statements to
the target source code (Figure 2).

This step is similar to the Instrument step of Daikon [10], a
famous tool for detecting invariants of programs.

In Fig. 2, pw is an instance of PrintWriter class. pw
uses its println method to output log to a text file. The
statement is inserted after assignment statement of the origi-
nal code. For a control statement, such as an if-statement, it is
also inserted to output the information on the condition of the
path. For example it will output “a > 0” for the path in which
the condition holds. For a loop structure, it outputs start and
end markers as shown in Fig. 2, as well as the information on
the condition.

JDT [17] is used to implement such an instrument.

3.3 Execution paths
Many paths are considered with regard to the conditions in

the loop structure. Thus, we have to enumerate every pattern
of the paths.

In general, a path in a loop structure is defined as a se-
quence of sentences executed for a given a concrete set of
values of variables in the loop structure.

We call any path enumerated “an execution path (in the
loop).” In general, the number of “if-statements” is i, and
then there are 2i execution paths at most.

3.4 Step 3-1
Here, we obtain a relation between x of the given method

and the statements in the loop body.
The execution logs contain records on x and the number of

occurrences of the execution path.
We explain this more precisely using the example in Fig. 3.
Let us assume that the upper left code is the target method.

The method contains two execution paths as shown in Fig. 3.
We can see from the figure, that if the argument i is 25,

then Execution Path2 (EXP2) occurs twice and EXP1 occurs
three times.

Figure 3 shows only three tuples, but, we actually obtain
these tuples with more than 100 executions varying the values
of i. The same value 100 is used in the existing method. Many
studies including [18] have proposed how to generate efficient
values of the inputs (arguments).

3.5 Step 3-2
Next we confirm the order of the executing paths. Figure 3

shows the situation in which EXP2 is first executed twice and
then EXP1 is executed three times.

Let us assume that in general executions of a loop body,
each execution path occurs repeatedly and successively.
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Figure 3: Analysis of Run history

Execution path assumption: For any values of
the variables, if an instance of an execution path
occurs more than twice, then the execution paths
occur successively.

Under this assumption, we can abstract this sequence as the
following regular expression.

(EXP2)∗(EXP1)∗ (1)

At Step 3-2, we obtain such regular expressions on the ex-
ecution patterns.

When we recall Fig. 3 we observe that in the sequence,
EXP2 is first executed twice and followed by three executions
of EXP1. We call such a pattern an execution pattern.

We enumerate every execution pattern from the execution
logs. For each execution pattern, we abstract the constants
representing the number of occurrences with the Kleene clo-
sure symbol ∗. For example, three occurrences of the execu-
tion path EXP1 is abstracted as (EXP1)∗.

For a loop, we can obtain a set of execution patterns.
For simplicity, hereafter we consider execution patterns in

a form of (EXP1)∗(EXP2)∗ · · · (EXPn)∗(n > 0). For
other cases, we return failure of analysis.

Figure 4: Relation between loop iterations and control vari-
ables

3.6 Step 4
Here, we describe how to derive a relation between x and

the number of occurrences of an execution path (which is ob-
tained at Step 3-2).

We use R [19], a regression analyzer.
Figure 4 shows relations between arguments (integers i and

j) and an execution path named “loop.” Loop0.0 stands for
“loop.”

A plot located in the first row, second column in Fig. 4
shows a relation between i and j.

In a similar way, plots in the first row, third column, and
in the second row, third column show relations between i and
the number of executions of the “loop,” and between j and
the number of executions of the “loop,” respectively.

The plot in the first row, second column in Fig. 4 indicates
that there is no correlation between i and j due to their ran-
domness.

Additionally, we find that there is no correlation between
j and the number of loop executions. However, there is a
strong correlation between i and the number of loop execu-
tions. For the case where i is negative, the number of execu-
tions of “loop” becomes 0. For the case on i > 0, the number
of executions of “loop” becomes i.

Such a relation can be obtained using the regression analy-
sis for each execution path.

For example, let i and j be arguments.
Let a0, a1, a2 · · · be coefficients.
The following model (expression) can be used in regression

analysis.

n = a0 + a1i+ a2j + a3ij + a4i
2 + a5j

2 (2)

For Fig. 4, we obtain a result in which a1 equals 1 and the
other coefficients are 0. Thus, we obtain a relation n = i.

Note that n is the number of iterations. Thus, it does not
have a negative value. We assume that n = 0 when n < 0 for
later analysis steps.
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Figure 5: Conversion of Execution int SSA form

For the case of failure of regression analysis, we return
analysis failure.

3.7 Step 5

Here, for each execution path i, we derive a relation be-
tween variables yi

0 and yi
k, where y is a vector of variables

appearing in the execution path i. The suffixes are the same
as the SSA form explained bellow.

First, a series of assignment statements of the execution
path into SSA (static Single Assignment) form [20]. In SSA
form every variable can appear in at most one assignment.
In order to satisfy this condition, an original variable is, in
general, divided into several variables when it is involved in
several assignment statements. For such a case, the divided
variables are distinguished by their own suffixes.

For example, an execution path can be translated into the
SSA form shown in Fig. 5. The execution path uses variable z
and y. Their corresponding variables for the first assignment,
are represented as z0 and y0. At line 1, z+y is assigned for z.
In such a case, variables z0 and z1 are used. In a similar way,
at line 3, z2 is used. The suffixes play a role to distinguish
variable z at different positions.

Next, using the SSA forms, we derive a recurrence relations
on the variables.

In Fig. 5, the first values of the variable z and y are rep-
resented as z0 and y0. The final values are represented as
variables z2 and y2. Using the SSA form, we can infer that z2
equals z1 + 1 and z1 equals z0 + y0. Thus, z2 and y2 equal
z0+y0+1 and z2+y1, respectively. Because y1 equals y0+1,
we infer that y2 equals z0 + y0 + 2.

The obtained equations can be represented as the following
recurrence relations:

z[n+1] = z[n] + y[n] + 1, y[n+1] = z[n] + y[n] + 2 (3)

Here, z[0] and y[0] stand for the seed values, i.e., z0 and y0
for the variables z and y. Symbols z[n] and y[n] stand for the
general term of z and y obtained by repeating n-times of the
SSA form.

3.8 Step 6

Here, we solve the recurrence relation.

For example, we can obtain the following recurrence rela-
tion from an SSA form in Fig. 5.

z[n+1] = z[n] + y[n] + 1, y[n+1] = z[n] + y[n] + 2 (4)

Let us assume that the seed values of z and y are z0 and
y0, respectively. We can obtain a closed-form solution for the
recurrence relation using Mathematica[21], as follows.

z[n] =
1

2
(−4 + 3 · 2n + 2ny0) (5)

y[n] =
1

2
(−2 + 3 · 2n + 2nz0) (6)

It is difficult to obtain such a complex expression using the
existing method [12].

3.9 Step 7

Here we integrate the obtained analysis results in the pre-
vious steps and generate the final mapping.

Let us assume that the execution pattern is (EXP1)∗(EXP2)∗

· · · (EXPk)∗, and that the number of execution times of EXPi
is mi.
yi
0 stands for the initial values at the entry of EXPi

Let y = Fi(y
i
0, n) be the mapping obtained at Step 6.

Let Gi(x) be the mapping obtained at Step 4, where mi =
Gi(x).

Let us consider the following cases.

1. k = 1 holds

2. k > 1 and ∀i∃c : 0 < i ≤ k, (Gi = cx or Gi = c)
holds

3. ∀i, j : 0 < i, j ≤ k,Gi = Gj holds

4. otherwise

For the first three cases, we can obtain the result as follows.
For case (1), the final mapping is y = F1(y

1
0, G1(x)).

For cases (2) and (3), the final mapping is y
= Fk(· · ·F2(F1(y

1
0, G1(x)), G2(x)), . . . , Gk(x)).

For case (4), we conclude that the mapping cannot be gen-
erated and failure is returned.

We shows an example for the case (2):
Let (EXP1)∗(EXP2)∗ be the execution pattern.
Let us consider a situation where when EXP1 is executed n

times, then the value of variable y increases by n, and if EXP2
is executed n times. Then, the value of variable y increases
by 10n.

In such a case, equations F1(y
1
0 , n) = y10+n and F2(y

2
0 , n) =

y20 + 10n holds. Additionally let us assume that when i > 0
EXP1 and EXP2 are executed i and 1 times, respectively; and
that when i ≤ 0 EXP1 and EXP2 are not executed.

By integrating all of the above, we can obtain the final map-
ping y = y10 for i ≤ 0, and y = y10 + x+ 10 for i > 0.
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4 EXPERIMENTS

The setup of the experiments is summarized as follows.

• OS: Windows 7 Enterprise 64bit

• CPU: Intel Xeon E5-2609 2.40GHz × 2

• Memory: 48.0GB

• Java: JRE7

• R: version 3.0.2

• Mathematica 9.0.0

• Z3: z3-4.3.0

4.1 Overview of the experiment
The research questions are summarized as follows.

RQ1 Mapping quality: Is the obtained mapping accurate?

RQ2 SAT/SMT applicability: Is the obtained mapping appli-
cable to SAT/SMT solvers?

RQ3 Range of Capability: Can more types of mapping be
obtained from as compared to the existing method?

We use Z3 for criteria for RQ2
Table 2 summarizes the target programs and each program

contains loop structures.

4.2 Results
Tables 3 and 4 show the execution times and results of our

experiments.
For RQ2, a ✓ mark means that the output values, that are

obtained from the mapping using random inputs varying from
0 to 200, have relative errors within 10% against the true val-
ues. A × mark stands for other cases.

5 DISCUSSION

5.1 RQ1
With Mathematica, we can correctly derive closed-form

solutions of the recurrence formulae obtained from the pro-
grams. For some programs not shown in Table 2, we can-
not derive their closed-form solutions. The reasons are that
1) Mathematica cannot deal with them, and 2) in general, not
every recurrence relation has a closed-form solution. For such
cases, the existing methods also cannot be applied.

5.2 RQ2
There are mappings that are not applicable to SAT/SMT

solvers. For example, for Newton, our method derives an ex-
pression

√
a cosh(2n cosh−1 √a). Z3 cannot deal with the

expression.
For such a case concolic testing [22], [23] might be a solu-

tion for further analysis.

5.3 RQ3
The existing method, in principle, cannot derive a correct

mapping for a Fibonacci generator. The existing method ap-
proximates it as quadratic equations. It, however, has large
relative errors for a large input. Thus, advantage of our pro-
posed method is confirmed.

5.4 Execution Times
A large proportion of execution times are occupied by Math-

ematica computation. Particularly, solving the closed-form
solutions is highly time consuming.

5.5 Other Discussions
The proposed method in this work uses regression analysis

for obtaining a mapping between the number of loop itera-
tions and arguments. In general, obtaining a relation between
variables before and after the target loop is a complex task.
For this reason, relative errors arising from regression analy-
sis become small. Consequently, our approach has the advan-
tage for cases in which (1) a mapping between the number of
loop iterations and arguments is linear or quadratic, and (2) a
relation between variables before and after the target loops is
complex.

5.6 Limitation of the Methods
The closed-form solution is obtained using Mathematica in

this work; thus the ability of obtaining the solution depends
on Mathematica.

We assume that the patterns of execution paths are in the
restricted form shown earlier in the execution path assump-
tion. If the code violates the assumption, then the proposed
method cannot be applied.

5.7 Treats to Validity
The programs used in the experiments are small. The num-

ber of the programs is also small. The results, however, show
that the proposed method can be applicable to programs that
cannot be handled by the existing methods.

The class of variable types for variable is restricted, mainly
due to the limitations of SAT/SMT solvers.

6 CONCLUSION

This paper proposed a new method for inferring a map-
ping between variables before and after a given loop structure.
The experimental results show that our proposed method can
derive complex mapping, which the existing methods cannot
successfully derive.

Our future work includes the application of concolic testing
on our derived mappings, in order to perform efficient and
further analysis.
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Table 2: Target Programs

Program What to process LOC Number of loop structures Number of if statements
Fibonacci Fibonacci numbers 20 1 1
Newton calculation of square root by Newton method 30 1 1

DrawPict draw pictures 39 1 1
DrawPara draw parabola 77 3 10

Summation calculation of summation 20 1 1
Power calculation of power series 20 1 1

Table 3: Execution Times (sec.)

Program Step 1 Step 2 Step 3 Step 4 Step 5 Steps 6 and 7
Fibonacci 2.6 0.62 0.1 4.4 4.4 0.72
Newton 2.3 0.36 0.0 2.4 1.3 0.64
DrawPict 2.7 0.59 0.0 3.0 2.2 0.75
DrawPara 2.5 1.1 0.0 2.9 2.9 0.65
Summation 2.4 0.57 0.05 2.4 2.4 0.66
Power 2.3 0.38 0.0 3.5 3.5 0.75
Program total
Fibonacci 8.4
Newton 5.8
DrawPict 7.0
DrawPara 7.2
Summation 6.0
Power 6.9

Table 4: Experimental Results

Program the existing method our method RQ2
Fibonacci × ✓ ×
Newton × ✓ ×
DrawPict ✓ ✓ ✓
DrawPara × ✓ ✓
Summation ✓ ✓ ✓
Power × ✓ ×

Funding from Mitsubishi Electric Corporation is gratefully
acknowledged.

REFERENCES

[1] G. T. Leavens, A. L. Baker, and C. Ruby: “JML: a
Java modeling language,” Formal Underpinnings of Java
Workshop (at OOPSLA’98) pp.404–420 (1998).

[2] P. Godefroid, N. Klarlund, and K. Sen: “DART: directed
automated random testing,” ACM SIGPLAN Notices,
Vol.40, No.6, pp.213–223 (2005).

[3] W. Visser, K. Havelund, G. Brat, S. Park, and F. Lerda:
“Model checking programs,” Automated Software En-
gineering, Vol.10, No.2, pp.203–232 (2003).

[4] P. Cousot: “Proving program invariance and termina-
tion by parametric abstraction lagrangian relaxation and
semidefinite programming,” Proceedings of the 6th In-
ternational Conference of VMCAI 2005, Vol. 3385,
pp.1–24, Lecture Notes in Computer Science (2005).

[5] T. Ball and S.K. Rajamani: “The slam project: Debug-
ging system software via static analysis,” Proceedings
of the 29th ACM SIGPLAN-SIGACT POPL’02, pp.1–3
(2002).

[6] T.A. Henzinger, R. Jhala, R. Majumdar, G.C. Necula, G.
Sutre, and W. Weimer: “Temporal-safety proofs for sys-
tems code,” Proceedings of the 14th International Con-
ference on Computer Aided Verification, CAV 2002,
pp.526–538 (2002).

[7] A. Biere, M. Heule, H. Van Maaren, and T. Walsh:
“Handbook of Satisfiability,” IOS press (2009).

[8] L. deMoura and N. Bjørner: “Z3: An efficient
smt solver,” Proceedings of Tools and Algorithms
for the Construction and Analysis of Systems 2008,
Vol.4963, pp.337–340, Lecture Notes in Computer Sci-
ence (2008).

[9] B. Dutertre: “Yices 2.2,” Computer-Aided Verification
(CAV’2014), Vol.8559, pp.737–744, Lecture Notes in
Computer Science (2014).

[10] M.D. Ernst, J. Cockrell, W.G. Griswold, and D. Notkin:
“Dynamically discovering likely program invariants to
support program evolution,” IEEE TSE, Vol.27, pp.1–
25 (2001).

[11] M. Younger: “Handbook for Linear Regression,”
Duxbury Resource Center (1979).

[12] W. Le: “Segmented Symbolic Analysis,” Proceedings
of the 2013 International Conference on Software Engi-
neering, pp.212–221 (2013).

[13] D.R. Cok and J.R. Kiniry: “Esc/java2: Uniting esc/java
and jml: Progress and issues in building and using es-
c/java2 and a report on a case study involving the use
of esc/java2 to verify portions of an internet voting tally
system,” Proceedings of Construction and Analysis of
Safe, Secure and Interoperable Smart Devices: Interna-
tional Workshop, CASSIS 2004, Vol.3362, pp.108–128,
Lecture Notes in Computer Science (2005).

[14] C. Cadar, D. Dunbar, and D. Engler: “KLEE: Unassisted
and Automatic Generation of High-coverage Tests for
Complex Systems Programs,” Proceeding of the 8th
USENIX Conference on Operating Systems Design and
Implementation, pp.209–224 (2008).

[15] V. Chipounov, V. Kuznetsov, and G. Candea: “S2E: A
Platform for In-vivo Multi-path Analysis of Software
Systems,” Proceedings of the 16th International Con-
ference on Architectural Support for Programming Lan-
guages and Operating Systems, pp.265–278 (2011).

K. Okano et al. / Effective Derivation of a Mapping of Variables in a Loop Structure82



[16] Y. Xie, A. Chou, and D. Engler: “ARCHER: Using
Symbolic, Path-sensitive Analysis to Detect Memory
Access Errors,” Proceedings of the 9th European Soft-
ware Engineering Conference Held Jointly with 11th
ACM SIGSOFT International Symposium on Founda-
tions of Software Engineering, pp.327–336 (2003).

[17] “Eclipse Java development tools (JDT),” (accessed
2015-05-05). http://www.eclipse.org/jdt/.

[18] K. Kobayashi, Y. Sasaki, K. Okano, and S. Kusumoto:
“Automated assertion generation using PDF and SMT-
Solver,” IEICE Transaction on Information and Sys-
tems, JD, Vol.96, No.11, pp.2657–2668 (2013) (In
Japanese).

[19] “the R statistical package,” (accessed 2015-05-05).
http://cran.r-project.org/.

[20] E. Clarke, D. Kroening, and F. Lerda, “A Tool for
Checking ANSI-C Programs,” Proceedings of the 10th
International conference on Tools and Algorithms for
the Construction and Analysis of Systems, pp.168–176
(2004).

[21] “Mathematica: Wolfram Research,” (accessed 2015-05-
05). https://www.wolfram.com/.

[22] K. Sen, D. Marinov, and G. Agha: “CUTE: A Concolic
Unit Testing Engine for C,” SIGSOFT Software Engi-
neering Notes, Vol.30, No.5, pp.263–272 (2005).

[23] R. Majumdar and K. Sen: “Hybrid Concolic Testing,”
Proceeding of the 29th International Conference on
Software Engineering, pp.416–426 (2007).

(Received October 20, 2017)
(Revised December 27, 2017)

Kozo Okano received his BE, ME, and PhD de-
grees in Information and Computer Sciences from
Osaka University in 1990, 1992, and 1995, respec-
tively. From 2002 to 2015, he was an Associate
Professor at the Graduate School of Information
Science and Technology of Osaka University. In
2002 and 2003, he was a visiting researcher at the
Department of Computer Science of the Univer-
sity of Kent in Canterbury, and a visiting lecturer
at the School of Computer Science of the Univer-
sity of Birmingham, respectively. Since 2015, he

has been an Associate Professor at the Department of Computer Science and
Engineering, Shinshu University. His current research interests include for-
mal methods for software and information system design. He is a member of
IEEE, IEICE, IPSJ.

Yukihiro Sasaki received his BI and MI degrees
from Osaka University in 2012 and 2014, respec-
tively. He currently works for Mitsubishi Electric
Corporation. His research interests include dy-
namic generation of assertion for programs.

Shinji Kusumoto received his BE, ME, and DE
degrees in Information and Computer Sciences from
Osaka University in 1988, 1990, and 1993, respec-
tively. He is currently a Professor at the Graduate
School of Information Science and Technology of
Osaka University. His research interests include
software metrics and software quality assurance
techniques. He is a member of the IEEE, the IEEE
Computer Society, IPSJ, IEICE, and JFPUG.

International Journal of Informatics Society, VOL.10, NO.2 (2018) 75-83 83



84



Regular Paper 

A Fast Online Algorithm for Analyzing Magnitude Fluctuation of Time Series 

Makoto Imamura*   Junji Tsuda*   Daniel Nikovski **   Masato Tsuru ***  

* School of Information and Telecommunication Engineering, Tokai University, Japan
** Mitsubishi Electric Research Laboratories, USA 

*** Department of Computer Science and Electronics, Kyushu Institute of Technology, Japan 

Imamura@tsc.u-tokai.ac.jp, 7bjnm017@mail.u-tokai.ac.jp 

 nikovski@merl.com, tsuru@cse.kyutech.ac.jp 

Abstract - Equipment condition monitoring (ECM) has at-

tracted much attention recently in industrial domains, espe-

cially as the Internet of Things (IoT) has been emerging and 

growing rapidly. Monitoring the fluctuations of sensor data 

generated by industrial equipment is an important issue when 

trying to detect equipment anomalies. This paper proposes a 

new fast online algorithm for analyzing a novel magnitude 

fluctuation feature computed from unsteady time series. The 

magnitude fluctuation is defined by a convex-shaped pattern 

which consists of an upward trend leg and a downward trend 

leg. This definition enables the extraction of anomalous 

spikes and operational regimes in sensor data of equipment 

by using the amplitude and duration of an extracted convex-

shaped pattern. We also show that the computational com-

plexity of our proposed algorithm is O(n), where n is the 

length of the input time series; this complexity enables real-

time sensor data processing with a sampling period at the mi-

crosecond level. 

Keywords: Magnitude Fluctuation Analysis, Anomaly De-

tection, Feature Extraction, Time Series Datamining, Equip-

ment Condition Monitoring, Online Algorithm 

1 INTRODUCTION 

As the Internet of Things (IoT) [1] has been emerging and 

growing, sensor big data that is streamed from various kinds 

of equipment in power plants, industrial facilities, and build-

ings can be made available for monitoring, diagnosis, energy-

saving, productivity improvement, quality management, and 

marketing. As a result, industry has paid much attention to the 

use of big sensor data generated from equipment or facilities 

in order to create a smart society.  

Equipment Condition Monitoring (ECM) is a commonly 

used service based on sensor big data, and data mining tech-

niques are key components in making ECM smarter [2]. This 

paper proposes a new magnitude fluctuation feature for un-

steady and random time-series as a tool for a data mining 

technique, and also describes an efficient online algorithm for 

computing it from sensor big data.    

After mechanical equipment has been operated for a long 

time, convex-shaped spikes are often observed in sensor data 

such as the torque current of motors or the pressure inside a 

pipe, because of frictional wear, adhesion of foreign sub-

stances, etc. Therefore, extracting convex-shaped spikes in 

sensor data is useful for detecting anomaly or degradation of 

equipment. However, convex-shaped patterns occur in sensor 

Figure 1: Transient data with spikes 

data not only as symptoms of degradation but also of con-

trolled operating patterns or random noise (Figure 1). In most 

cases, the heights of convex-shaped patterns are different de-

pending on whether it is a control operating pattern, a degra-

dation symptom, or noise. As shown in Figure 1, the height 

of an operational pattern is often larger than that of a degra-

dation symptom pattern. In its turn, the height of a degrada-

tion symptom pattern is often larger than that of noise. In this 

work, we define extended maximal convex curves to represent 

a convex-shaped pattern in a time series, along with its height, 

which we call amplitude. Furthermore, we propose a fast 

online algorithm to extract extended maximal convex curves 

from a time series, by introducing a novel operation "leg re-

duction", which will be explained later in Section 2.2. Online 

algorithms are typically a requirement for realizing real-time 

equipment condition monitoring. 

Magnitude fluctuation for unsteady data has been studied 

from the perspective of data mining by Fink et al [3]. They 

proposed the concept of a leg, and its associated search 

method to find a global trend in a time-series including small 

variations such as noise. The dotted lines in Figure 2 are ex-

amples of legs.  Both lines show the global upward trend that 

includes local up-down segments. However, their method 

treats only single legs, finding an upward or downward trend, 

(a) Transient data (normal)

(b) Transient data with spike (anomaly)

Operation pattern Noise

Spikes that show Degradation symptom

Time(t)

Time(t)

Value(X)

Value(X)
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Figure 2: Leg 

but can't determine the magnitude of fluctuations. A convex 

curve could be defined as the continuous occurrence of up-

ward and downward trends. However, in the case of a trape-

zoidal subsequence with noise, it is non-trivial to select con-

vex curves from several candidates. This is the reason for the 

need of a new notion of an "extended maximal convex curve", 

and it will be discussed later in Figure 6 in section 2.1. Fur-

thermore, a naïve application of Fink's algorithm to extract a 

convex curve needs a computation proportional to 𝑛 × 𝑙  , 

where 𝑛 is the length of a given time series and 𝑙 is the aver-

age length of legs. In contrast, the computational complexity 

of our proposed algorithm is O(𝑛), and it doesn't depend on 

the length of the convex curve.   

There are also related works on time series processing with 

legs [4] [5].  These previous works of ours proposed the com-

putation of the frequency of fluctuations in time series where 

upward trends and downward trends appear alternately and 

iteratively. A leg frequency is defined for a given window 

size and an amplitude. Regarding the difference between our 

previous works and this research, whereas the leg frequency 

has window size as a parameter that should be optimally se-

lected by users, the amplitude of a convex curve in this re-

search has no parameter. This means a higher usability of the 

amplitude of a convex curve. This paper is the extended ver-

sion of our earlier work [6]. The main difference with [6] is 

that in this paper we show the proof and the evaluation of our 

proposed algorithm, while [6] only suggested its possibility. 

Related works on extracting pattern from time series include 

motif discovery [7][8], discord discovery [9] [10] and auto-

regression [11]. The difference between these existing works 

is whether an algorithm has window size as a parameter or 

not. This means that our work does not need to decide an ap-

propriate window size. 

Related work on finding a subsequence that includes a dis-

tinctive pattern in an online setting is online segmentation 

[12]. The difference between that existing work and our work 

is that the former is exclusive segmentation, but the latter is 

overlap segmentation. Our segmentation problem is how to 

extract all of the convex curves included in a time series, 

while a convex curve may include some other convex curves. 

When a larger fluctuation includes smaller fluctuations as 

shown in the bottom graph in Figure 1, the smaller convex 

curve is included by the upward or downward trend in the 

larger convex curve.  

The rest of our paper is organized as follows. Section 2 de-

scribes the definition of maximal convex curve and its math-

ematical properties. Section 3 shows a maximal convex curve 

amplitude calculating algorithm, and analyzes its order of 

complexity. Section 4 evaluates our proposed algorithm em-

pirically. First, we show that it can extract convex-shaped 

spikes in transient data by experimental means. Second, we 

show that the execution time of our algorithm is  

 
Figure 3: Upward and downward legs 

linear in n. Section 5 provides conclusions and directions for 

future work. 

2 MAXIMAL CONVEX CURVE 

This section defines the amplitude of the maximal convex 

curve at each time of a given time series as a feature which 

shows the degree of magnitude fluctuation of the time series. 

The merit of our proposed feature is that it is parameter free. 

It means that it is not necessary to tune parameters when we 

use this feature. On the other hand, most of the features of 

time series proposed in the existing studies depend on at least 

the window size, so how to select an optimal window size is 

often a problem.  

2.1 Definition of a Maximal Convex Curve 

The maximal convex curve at each time t is defined as a pair 

of the maximal leg from t toward left and that toward right. 

However, a naive definition of a maximal leg makes its am-

plitude unstable. Therefore, we introduce an extended maxi-

mal leg from t toward left or right to obtain a robust definition. 

Definition: time series X, subsequences  X[p:q]  

A Time Series X=[x1,…,xm] is a continuous sequence of 

real values. The value of the i-th time point is denoted by 

X[i] = xi. 

  A subsequence 𝑆 = [xp, xp+1,...,xq] = X[p:q] is a continuous 

subsequence of X starting at position p and ending at position 

q.  We denote the length of a subsequence 𝑆 by len: 

𝑙𝑒𝑛(S) ≡ 𝑞 − 𝑝 + 1 

Definition: Leg  

Let X  be a time series. We define a leg by a subsequence 

𝐿 = 𝑋[𝑙: 𝑟] that satisfies the conditions below. 

∀𝑖.  𝑙 < 𝑖 < 𝑟      (𝑋[𝑟] − 𝑋[𝑖])(𝑋[𝑖] − 𝑋[𝑙]) > 0 

That is, a subsequence 𝑋[𝑙: 𝑟] has a maximum and a mini-

mum at the terminal points l, r. 

If 𝑋[𝑟] − 𝑋[𝑙] > 0, a leg 𝐿 is called an upward leg. 

If 𝑋[𝑟] − 𝑋[𝑙] < 0, a leg 𝐿 is called a downward leg. 

Figure 3 shows examples of upward and downward legs. 

(   𝑋(  ))

(   𝑋(  ))

(   𝑋(  ))X[  :  ]:  upward leg

X[  :  ]:  upward leg 

X[  :  ]:  downward leg                  

time（t）

(   𝑋(  ))

Value(X)
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Figure 4: Maximal leg from t toward left 

Definition: Sign and amplitude of a leg 

We define the sign and amplitude of a leg L= 𝑋[𝑙: 𝑟]  by the 

functions below. We denote them by 𝑎𝑚𝑝 and 𝑠𝑖𝑔𝑛 respec-

tively:  

𝑎𝑚𝑝 (𝐿) = 𝑎𝑏𝑠 (𝑋[𝑟] − 𝑋[𝑙]). 
   The absolute function 𝑎𝑏𝑠(𝑎) means the absolute value of 𝑎.  

𝑠𝑖𝑔𝑛 (𝐿) =  1        if  (𝑋[𝑟] − 𝑋[𝑙]) >   0 

               =  0        if  (𝑋[𝑟] − 𝑋[𝑙]) =   0 

               = −1     if  (𝑋[𝑟] − 𝑋[𝑙]) <   0 

By the above definition, the sign of an upward leg is plus 

and the sign of a downward leg is minus. 

Definition: A Maximal Leg from t toward left 

Let X be a time series and t be a time point in X.  

We define a Maximal Leg from t toward left by a leg 𝐿 =
𝑋[𝑙:  ] that satisfies the following condition. 

  For any 𝑙′ < l , X[𝑙′:  ] is not a leg the amplitude of which  

is larger than that of X[𝑙:  ].  

   That is,  

for any 𝑙′  such that  𝑙′ < l  and 

      𝑠𝑖𝑔𝑛(𝐿) (𝑋[ ] − 𝑋[𝑙]) ≤ 𝑠𝑖𝑔𝑛(𝐿) (𝑋[ ] − 𝑋[𝑙′ ]) 
some 𝑗 such that 𝑙′ ≤ 𝑗 <  𝑙 exists and j satisfies  

𝑠𝑖𝑔𝑛(𝐿) (𝑋[ ] − 𝑋[𝑗]) ≤ 0  

Figure 4 shows an example of a maximal leg from    to-

ward left. 𝑋[  :   ] is a maximal leg from    toward left. On 

the other hand, 𝑋[  :   ] is a leg, but not a maximal leg from 

   toward left.  

Definition: A Maximal Leg from t toward right 

We define a Maximal Leg from t toward right by a leg 𝐿 =
𝑋[ : 𝑟] that satisfies the following, with everything else is the 

same as "Maximal Leg from t toward left": 

  For any 𝑟 < 𝑟′, X[ : 𝑟′] is not a leg the amplitude of which  

is larger than that of X[ : 𝑟].  

Definition: Convex curve at t in X 

Let X be a time series and t be a time point in X.  

We define a convex curve at t in X by a subsequence 𝑆 =
𝑋[𝑙: 𝑟] that satisfies the following conditions. 

(i)  𝑙 <  <  𝑟  

(ii)  𝑋[𝑙:  ] is a leg. 

  (iii) 𝑋[ : 𝑟] is a leg. 

  (iv) sign(𝑋[𝑙:  ]) sign(𝑋[ : 𝑟]) < 0  
We denote it by 𝑋[𝑙:  : 𝑟], and call t the vertex of the convex 

curve. 𝑙 and 𝑟 are called left terminal and right terminal of   

 
Figure 5: Maximal convex curve 

the convex curve, respectively. We call an interval [𝑙: 𝑟] sup-

port of the convex curve. 

Definition: Maximal Convex Curve at t in X 

We define a maximal convex curve at t in X by a subsequence 

𝑆 = 𝑋[𝑙: 𝑟] that satisfies the following conditions.  

(i)  𝑙 <  <  𝑟  

(ii)  𝑋[𝑙:  ] is a maximal leg from   toward left. 

  (iii) 𝑋[ : 𝑟] is a maximal leg from   toward right. 

  (iv) sign(𝑋[𝑙:  ]) sign(𝑋[ : 𝑟]) < 0  

Figure 5 shows the example of a maximal convex curve. 

𝑋[  :   :   ] is a maximal convex curve at   . 

Definition: Signed Amplitude of a maximal convex curve 

Let 𝐶 = 𝑋[𝑙:  : 𝑟] be a maximal convex curve. 

We define the amplitude 𝑎𝑚𝑝𝑐(𝑋  ), sign 𝑠𝑖𝑔𝑛𝑐(𝑋  ) and 

signed amplitude 𝑠𝑖𝑔𝑛𝑒𝑑𝐴𝑚𝑝𝑐(𝑋  )  of a maximal convex 

curve at t in X, respectively, by the functions below:  

  𝑎𝑚𝑝𝑐(𝑋  )  ≡   min (𝑎𝑚𝑝(𝑋[𝑙:  ]) 𝑎𝑚𝑝(𝑋[ : 𝑟]))  
  𝑠𝑖𝑔𝑛𝑐(𝑋  )  ≡   𝑠𝑖𝑔𝑛(𝑋[𝑙:  ]) 
  𝑠𝑖𝑔𝑛𝑒𝑑𝐴𝑚𝑝𝑐(𝑋  )  ≡   𝑠𝑖𝑔𝑛𝑐(𝑋  ) × 𝑎𝑚𝑝𝑐(𝑋  ) 
If t is not a vertex of a maximal convex curve, we define the 

amplitude at t to be zero. 

The above definition of a maximal convex curve is not ro-

bust in the sense that even a small change of the value at the 

vertex of a convex curve can lead to a large change of ampli-

tude value. For example, in Figure 6, suppose that  X(  ) =
X(  ) and X(  ) = X( 5). If X(  ) = X(  ) = X(  ), a maxi-

mal convex curve at    is X(  :   :  5) and its amplitude is 

(X(  ) − X(  )).  If X(  ) is just a little less than X(  ), a 

maximal convex curve at    is X(  :   :   )  and a maximal 

convex curve at    is X(  :   :  5). And, the amplitude of each 

convex curve is (X(  ) − X(  )). That is, just a small change 

of X can make a great change of the amplitude. 

In real sensor data, even real-valued data may have discrete 

values by the limitation of a sensor or a measuring device, 

such that they often might have the same values. Therefore, 

the above is not an atypical contrived case. 

We introduce the concept of an extended leg in order to obtain 

a robust definition of a maximal convex curve. 

Definition: Extended Leg  

We define an Extended Leg by the sequence 𝐿 = 𝑋[𝑙: 𝑟] that 

satisfies the condition below. 

∀𝑖.  𝑙 < 𝑖 < 𝑟      (𝑋[𝑟] − 𝑋[𝑖])(𝑋[𝑖] − 𝑋[𝑙]) > 0 

∨   𝑋[𝑖] = 𝑋[𝑟] 

X[  :  ]:  maximal leg from   toward left 

(   𝑋(  ))

(   𝑋(  ))

Value(X)

time（t）

(   𝑋(  ))

X[  :  :  ]: maximal convex at   

(   𝑋(  ))

(   𝑋(  ))

(   𝑋(  ))
time（t）

Value(X)
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Figure 6: Extended maximal convex curve 

 
Figure 7: Examples of extended legs 

Figure 7 shows the example of an extended leg. When we 

assume that 𝑋[  ] = 𝑋[  ] and 𝑋[  ] = 𝑋[  ], 𝑋[  :   ] and 

𝑋[  :   ] are extended legs, but 𝑋[  :   ] and 𝑋[  :   ] are not 

extended legs.  

"Maximal Extended Leg from t toward left and right" can be 

defined by the same way as "a Maximal Leg from t toward 

left and right", respectively.  

Definition: Extended Maximal Convex Curve at t in X 

Let X be a time series and t be a time point in X.  

We define an extended maximal convex curve at   in X by a 

subsequence 𝐶 = 𝑋[𝑙: 𝑟] that satisfies the following condi-

tions. We denote it by 𝑋[𝑙:  : 𝑟] 
(i)  𝑙 <  <  𝑟  

(ii)  𝑋[𝑙:  ] is a maximal extended leg from   toward left. 

  (iii) 𝑋[ : 𝑟] is a maximal leg from   toward right. 

The amplitude, sign and signed amplitude of an extended 

maximal convex curve at t are defined similarly to those of a 

maximal convex curve.  

Please note that the left side is extended but the right side is 

not extended in the above definition, so that we do not count 

the larger amplitude twice. For example, in Figure 

6,𝑋[  :   :   ] and 𝑋[  :   :  5]  are extended maximal convex 

curves, but  𝑋[  :   :  5]  is not an extended maximal convex 

curve.  

Definition: Amplitude function, Positive amplitude function 

Let 𝑋  be a time series. Amplitude function 𝑎𝑚𝑝𝑋( )  is a 

function from each   in 𝑋 to the signed amplitude of the ex-

tended maximal convex curve at  . If   is not vertex, its am-

plitude is defined to be 0. Positive amplitude function is de-

fined to be 𝑚𝑎𝑥(𝑎𝑚𝑝𝑋( ) 0). Negative amplitude function is 

defined to be 𝑚𝑖𝑛(𝑎𝑚𝑝𝑋( ) 0). 

2.2 Properties of Maximal Convex Curves 

This section discusses the amplitude property of a maximal 

convex curve for deriving a fast online algorithm to calculate 

a maximal convex curve at each time t. A maximal convex 

curve can be defined at the point at which X is a locally max-

imal or minimal value. Hereafter, we assume that X is a lo-

cally maximal time series that consists of only locally maxi-

mal or minimal values. 

Overlap segmentation makes it difficult to extract a maximal 

convex curve. The reason is that an online algorithm needs to 

know the time when the maximal amplitude is decided for 

each point, while reading data in order. In worst case, the con-

vex curve that has the largest amplitude might not be decided 

until the last data is read. We introduce a novel operation "leg 

reduction" for searching the time when the maximal convex 

curve is decided. Leg reduction decides the convex curve and 

simplifies time series by removing the points which are the 

vertex of decided convex curves. Leg reduction is classified 

into three types, which are middle, left and right leg reduc-

tions, depending on the positions where maximal convex 

curves are decided. This section describes the definition and 

mathematical property of leg reductions. 

2.2.1 Local Maximal Preserving Transformation 

Before describing leg reductions, we introduce local maxi-

mal preserving transformation to reduce the problem simpler. 

Local maximal preserving transformation is an operation to 

remove the points that are not the vertex of convex curves 

from given time series. We note that the amplitude of the 

point that is not the vertex of a convex cure is defined to be 

zero. We will define locally maximal time series and posi-

tioned time series for the preparation to define local maximal 

preserving transformation. 

Definition: Locally maximal time series 

For any t, X is a locally maximal time series if it satisfies the 

following condition: 

∀ .  (X[t + 2] – X[t + 1]) (𝑋[t + 1]– X[t]) < 0 

Locally maximal time series can be obtained from a given 

time series by removing the points that are neither a local 

maximum nor a local minimum (Figure 8).   

Definition: Positioned time series 

Positioned time series is a two-dimensional array Y = [X P], 
which consists of time series  X = [𝑥  …  𝑥𝑖  …  𝑥𝑛] and po-

sition series P = [1 …  𝑖 …  𝑛].  And we call  [X P] a posi-

tioned time series generated from X. 

 Definition: Local maximum preserving transformation 

Let X be a time series, and  [X P]  be a positioned time series 

generated from X.  A local maximal preserving transfor-

mation is defined as the repeated below procedures from 

E = [X P] until the following procedure from E  to E  can 

no longer be applied. 

(   𝑋(  )) (   𝑋(  ))

(   𝑋(  ))

X[  :  :  ]:  maximal convex curve at   
X[  :  : 5]:  maximal convex  curve at   
X[  :  :  ]:  extended maximal convex curve at   
X[  :  : 5]:  extended maximal convex curve at   

time（t）

Value(X)

(   𝑋(  )) ( 5 𝑋( 5))

(   𝑋(  )) (   𝑋(  ))

(   𝑋(  )) (   𝑋(  ))

X[  :  ] is an Extended leg
X[  :  ] is not an Extended leg
X[  :  ] is not an Extended leg

time（t）

Value(X)
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Figure 8: Local maximum preserving trans 

 

 
Figure 9: Middle leg reduction 

Let E = [X  P ] be a positioned time series.   

If X [t] = X [t + 1]  or  
   ( X [t + 1]  −  X [t]) ( X [t + 2]  −   X [t + 1])  >  0,  

then we get E = [X  P ]  
by removing X [t + 1] and P [t+1] from X  and  P , respec-

tively, by the following. 

For 0 ≤ i < t,   X [i] ≔ X [i],  P [i]:= P [i]  

For t ≤ i ≤ len(X ) − 1, X [i] ≔ X [i + 1], P [i]:= P [i+1]  

Proposition 1: Conservation of convex amplitude in local 

maximum preserving transformation 

Let  X   be a time series, and  E = [X  P ] be a positioned 

locally maximal time series obtained from  X  by a local max-

imum preserving transformation. If a maximal convex curve 

C  is defined at 𝑖 in X , then there is a maximal convex curve 

C  that is defined at j in X  such that P [𝑗]  =  𝑖, with the same 

amplitude of 𝐶 , that is, 𝑎𝑚𝑝𝑐(X   𝑗) =  𝑎𝑚𝑝𝑐(X  𝑖) , and 

vice versa. 

[Proof] A maximal convex is only defined at a local maximal 

or minimal point. And the amplitude of a leg is not changed 

by a local maximum preserving transformation. Therefore, a 

maximal convex curve in X  has the corresponding convex 

curve in X , and vice versa. 

2.2.2 Middle Leg Reduction 
Definition: Middle leg reduction (Figure 9) 

Let t t + 1 t + 2 t + 3  be time points at a locally maximal 

time series X. If X[t: t + 3] satisfies the following conditions 

(we call them middle leg conditions), the procedure to remove 

X[t + 1] and X[t + 2] from X is called a middle leg reduction.  

𝑎𝑏𝑠(𝑋[ + 1] − 𝑋[ ]) > 𝑎𝑏𝑠(𝑋[ + 2] − 𝑋[ + 1])  … (1) 
𝑎𝑏𝑠(𝑋[ + 3] − 𝑋[ + 2]) ≥ 𝑎𝑏𝑠(𝑋[ + 2] − 𝑋[ + 1]) 

                                                                                ...(2)  

More concretely, a middle leg reduction from  E = [X  P ] 
to  E = [X  P ] is described by the following. 

Let E = [X  P ] be a positioned time series, and X  be a lo-

cally maximal one that satisfies middle leg conditions.  For 

1 ≤ i ≤ t,        X [i] ∶=  X  [i],        P [i] ∶=  P  [i]  
For t + 1 ≤ i ≤ len(X  ) − 2, 

                                  X [i] ∶=  X  [i + 2], P [i] ∶=  P  [i + 2] 

We note that inequality (1) does not contain an equal sign, 

whereas the inequality (2) contains an equal sign. It corre-

sponds to the definition of extended maximal convex curve.   

Proposition 2: Conservation of convex amplitude in a middle 

leg reduction 

Let E = [X  P ] be a positioned local maximal time series, 

and E = [X  P ] be a positioned time series obtained from 

E  by a middle leg reduction. 

(i)  For i ≤ t,        𝑎𝑚𝑝𝑐(X  𝑖) =  𝑎𝑚𝑝𝑐(X  𝑖)  
      For i ≥ t + 1  𝑎𝑚𝑝𝑐(X  𝑖) = 𝑎𝑚𝑝𝑐(X  𝑖 + 2)   
(ii)  𝑎𝑚𝑝𝑐(X   + 1) =  𝑎𝑚𝑝𝑐(X   + 2) 
                                   = abs(X [t + 2] − X [t + 1]) 
 [Proof] 

(i) When  X [t + 1] and  X [t + 2] are removed from  X  
a subsequence X [t: t + 3]  is a leg the sign of which is the 

same as X [t: t + 1]  and  X [t + 2: t + 3].  X [t] and X [t +
3] keep being local maxima. Therefore, E  keeps being a po-

sitioned local maximal time series. Therefore, the amplitude 

of every convex curve at a time point t in X  except for t + 1 

and t + 2 is not changed after a middle leg reduction, because 

of the definition of a maximal leg from t. 
 (ii) If X [t: t + 3]  satisfies the middle leg conditions, a leg 

X [t: t + 1] is a maximal leg from t + 1 toward left and  

X [t + 1: t + 2]   is a maximal leg from t+1 toward right. 

Therefore, 

   𝑎𝑚𝑝𝑐(X    + 1) 
   = min (𝑎𝑚𝑝(X  [ :  + 1]) 𝑎𝑚𝑝(𝑋1[ + 1:  + 2]) 
   = abs(X  [t + 2] − X  [t + 1]) 
𝑎𝑚𝑝𝑐(X   + 2)  = abs(X  [t + 2] − X  [t + 1]) is proved 

similarly. 

2.2.3 Left Leg Reduction 
Definition Left leg reduction (Figure 10) 

Let 1 2 3  be time points at a locally maximal time series X. 

If X[1: 3] satisfies the following conditions, a procedure to re-

move 𝑋[1] from X is called a left leg reduction. 

𝑎𝑏𝑠(𝑋[2] − 𝑋[3]) ≥ 𝑎𝑏𝑠(𝑋[2] − 𝑋[1])              
The above condition is called a left leg condition. 

 
Figure 10: Left leg reduction 

X1 =  [1,2,2,3,2,4,5,5,0,6]

P1 =  [1,2,3,4,5,6,7,8,9,10]

X2 =  [1,3,2,5,0,6]
P2 =  [1,4,5,7,9,10]

Value(X)

Value(X)

time（t）

time（t）

Middle leg reduction

(t,X(t))

(t+1,X(t+1))

(t+2, X(t+2))

(t+3, X(t+3))

(t,X(t))

(t+3, X(t+3))

(2, X(2))

(3, X(3))

(1, X(1))

(2, X(2))

(3, X(3))

Left leg reduction
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Figure 11: Shrinking time series 

More concretely, a left leg reduction from  E = [X  P ] to 

E = [X  P ] is described by the following: 

Let End =len(X ). 

For i ≤ End −1,  X  [i] := X  [i+1],     P  [i] := P  [i+1] 

Proposition 3: Conservation of convex amplitude in left leg 

reduction 

Let X  be a time series, E = [X  P ] be a positioned local 

maximal time series generated from X, and  E = [X  P ] be 

a positioned time series obtained from E1 by a left leg reduc-

tion. 

(i)  For i ≤ len(X )  − 1,  𝑎𝑚𝑝𝑐(X  𝑖) =  𝑎𝑚𝑝𝑐(X  𝑖 + 1)  
(ii)  𝑎𝑚𝑝𝑐(X  2) =  abs(X [2] − X [1]) 
[Proof] The proof for Proposition 3 is similar to that of Prop-

osition 2. 

We define shrinking time series for describing proposition 4. 

Definition: Shrinking time series (Figure 11) 

The locally maximal time series X is called shrinking if it   

satisfies the following condition. 

     ∀ . abs(X(t+1) – X(t)) > abs(X(t+2) – X(t+1)) ...(3) 

Proposition 4: By repeating middle and left leg reductions 

until they can no longer be applied, we get a shrinking time 

series. 

[Proof] 

Let R be the time series that is gotten by repeating middle 

and left leg reductions until they can no longer be applied.  

The first 3 points of R satisfy the below inequality, because 

left reduction cannot be applied. 

 𝑎𝑏𝑠(𝑅[2] − 𝑅[1]) >  𝑎𝑏𝑠(𝑅[3] − 𝑅[2]) 
Therefore, the first three points satisfy inequality (3) in the 

definition of shrinking time series. 

The next three points satisfy the below inequality, because 

middle leg reduction cannot be applied to the first 4 points of 

R.  
     𝑎𝑏𝑠(𝑅[3] − 𝑅[2]) >  𝑎𝑏𝑠(𝑅[4] − 𝑅[3]) 

Therefore, the first four points satisfy inequality (3) in the 

definition of shrinking time series. 

By repeating the same operation until the end of time series 

R, we get that all the points in time series R satisfy inequality 

(3) based on mathematical induction.  

 Note that if the sign is " ≥ " in inequality (1) of middle leg 

reduction as with that in inequality (2), this proposition is not 

valid. This shows that an extended maximal curve is neces-

sary not only for robust definition but also for fast algorithm. 

 
Figure 12: Right leg reduction 

2.2.4 Right Leg Reduction 

Definition: Right leg reduction (Figure 12) 

Let "End"  be 𝑙𝑒𝑛(𝑋).  If 𝑋[End − 2: End]  satisfies the fol-

lowing condition, 

𝑎𝑏𝑠(𝑋[𝐸𝑛𝑑] − 𝑋[𝐸𝑛𝑑 − 1])
≥ 𝑎𝑏𝑠(𝑋[𝐸𝑛𝑑 − 1] − 𝑋[𝐸𝑛𝑑 − 2]) 

A procedure to remove 𝑋[𝐸𝑛𝑑] from X is called a right leg 

reduction. The above condition is called right leg condition. 

More concretely, a right leg reduction from  E = [X  P ] to 

E = [X  P ] is described by the following: 

For i ≤ len(X )  − 1,  X [i] ∶=  X  [i] , P [i] ∶=  P  [i] 

Proposition5: Conservation of convex curve amplitude in 

right leg reduction 

If a positioned local maximal time series E = [X P]  is shrink-

ing,  

   (i)     𝑎𝑚𝑝𝑐(X 𝐸𝑛𝑑 − 1) = abs(X[𝐸𝑛𝑑] − X[𝐸𝑛𝑑 − 1]) 
           where 𝐸𝑛𝑑 = 𝑙𝑒𝑛(𝑋). 
[Proof] It follows directly from the definitions of a locally 

maximal time series and a shrinking time series.  

2.2.5 Main Theorem 

Theorem: Let X  be a time series. The signed amplitude and 

length of an extended maximal convex curve at t in X can be 

calculated by middle, left and right leg reductions. In other 

words, the amplitude function for X can be also calculated. 

[Proof]  

If we apply middle and left leg reductions repeatedly until 

they can no longer be applied, we get a shrinking time series 

by proposition 4. For all the local maxima and minima that 

are removed by middle or left leg reduction, their amplitudes 

are calculated by proposition 2 and 3.  For the remaining local 

maxima and minima, their amplitudes are calculated by prop-

osition 5. Therefore, all the amplitudes of maximal convex 

curves in X are calculated by middle, left and right leg reduc-

tions. 

3 MAXIMAL CONVEX CURVE AMPLI-

TUDE CALCULATING ALGORITHM 

This section shows an online algorithm to calculate the am-

plitude function for a given time series. The computational 

complexity of a naive algorithm by the definition of a maxi-

mal convex curve is 𝑂(𝑛 ), but that of our proposed one is 

𝑂(𝑛) based on the results in the preceding section 2.2.  

The values of an amplitude function do not depend on the 

order of the applications of a middle leg reduction and a left 

leg reduction, by virtue of the propositions in section 2.2. 

Therefore, we can get an online algorithm by the repetition of 

Value(X)

time（t）

Right leg reduction

(n, X(n))

n := len(X)

(n-1, X(n-1))

(n-2, X(n-2))

(n-1, X(n-1))

(n-2, X(n-2))

len(X) := n-1 

M. Imamura et al. / A Fast Online Algorithm for Analyzing Magnitude Fluctuation of Time Series90



executable reductions while scanning the values from the be-

ginning. 

Figure 13 shows an algorithm that computes an amplitude 

function.  In Figure 13, "X" is an input time series and "A" is 

the values of the amplitude function at time t for "X". Both 

are implemented as a one-dimensional array. 

Line 1-4 initializes the output "A", variable "S" and "F". "S" 

is a stack that stores the vertexes that are used for leg reduc-

tions. "F" is a flag that decides when the while-loop execution 

terminates. 
Line 6-32 is a main loop that terminates when all the lines 

are scanned. Line 7 pushes a local maximum or minimum to 

the top of stack "S". The first and the last points at "X" are 

treated as local maximum or minimum.  

  Line 8-29 is a while-loop that executes middle and left leg 

reductions until those cannot be applied any more. Line 10-

14 corresponds to a middle leg reduction. If a middle leg re-

duction is executed, then a flag "F" is set to be 1 at line 15, 

else "F" is set to be 0 at line 17. Line 20-22 corresponds to a 

left leg reduction. If a left reduction is executed, then a flag 

"F" is set to be 1 at line 23, else "F" is set to be 0 at line 25. If 

neither a middle leg reduction nor a left leg reduction is exe-

cuted, "F" is set to be 0 at line 28. If "F" equals 0, the while-

loop terminates. Then a function "getNextLocal-Maximum" 

will search the next maximum or minimum point at "X" and 

set it to "i" in line 30. If "i" is the last point at "X", main for-

loop ends. 

In line 10-14, line 10-11 checks the middle leg coditions. 

Line 12 and 13 correspond to the equations (ii) in the propo-

sition 2. Line 14 corresponds to the operation obtaining X  

from X  by a middle leg reduction. A function "pop(S, [2,3])" 

pops the second and the third values of a stack "S" and fills 

them with the values followed the fourth and fifth value in 

order. 

In line 20-22, line 20 checks a left leg condition. Line 21 

corresponds to the equation (ii) in the proposition 3. Line 22 

corresponds to the operation obtaining X  from X  by a left 

leg reduction. A function "pop(S, [3])" pops the third value of 

a stack "S" and fill them with the values followed the fourth 

value in order. 

Line 34-37 is the repeated execution of right leg reductions. 

The main theorem ensures that the remaining values in stack 

"S" can be reduced to "S" whose size is 2 by repeated appli-

cation of right leg reductions.  Line 36 corresponds to the 

equation (i) in the proposition 5. A function "pop(S, [1])" 

pops the first value of a stack "S" and fill them with the fol-

lowed values in order. 

When all the values of "X" are scanned and the size of stack 

"S" becomes 2, "maximalConvexAmplitude" ends and return 

output values "A" in line 38. 

Lastly, we will show the computational complexity of this 

algorithm. Let n be the length of time series "X". The lines 

that depend on n are for-loop (line 6-32), the first while-

loop(line 8-29), "getNextLocalMaximum" (line 30) and the 

second while-loop (line 34-37).  

The repeat count of the for-loop starting at line 6 equals to 

the number of the local maxima and minima of "X" (We call 

the number f). And the total number of reductions in the first 

while-loop starting at line 8 is also smaller than the number f.  

Algorithm: maximalConvexAmplitude (X) 

[Input]       X: time series 

[Variable]  S:Stack, F: Flag, i: Maximum or minimum point at X 

[Output]    A: the values of amplitude function for X 

01 

02 

03 

04 

05 

06 

07 

08 

09 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

// (1) Initilization 

A:= zeros(len(X));  // All the value of A is zero. 

S : = [];          // Initialize a stack 

F := 1;                  // Flag that decides while-loop execution 

// (2) Main loop  

for i:=1 to len(X)       //  len(X) is the length of X  

   S := push(S,X[i]) ; 

   while F == 1 

      if len(S) >= 4         // Prop. 2: Middle leg reduction 

         if abs(X(S[3] – X(S[4])) >abs(X(S[2]) – X(S[3]) and 

             abs(X(S[1])–X(S[2])) ≥ abs(X(S[2]) – X(S[3])) 

             A(S[3]) := X(S[3]) – X(S[2]); 

             A(S[2]) := X(S[2]) – X(S[3]); 

             S := pop(S, [2,3]); 

             F := 1; 

         else              

             F:=0; 

         end if 

      elseif len(S) >= 3  //Prop. 3: Left leg reduction 

         if abs(X(S[1]) – X(S[2])) ≥abs(X(S[2]) – X(S[3])) 

            A(S[2]) := X(S[2]) – X(S[3]) 

S := pop(S, [3]); 

F := 1; 

         else 

            F:=0; 

         end if 

      else 

         F:=0; 

    end while 

   i := getNextLocalMax (X,i) //Prop.1:Local maximal transformation 

   F: = 1; 

end for  

// (3) Post process  

while len(S) >= 3         // Prop.4 and 5: Right leg reduction 

A(S[2]) := X(S[2])  – X(S[1]); 

S := pop(S, [1]); 

end while 

return A; 

Figure 13: Maximal convex amplitude calculation 

Therefore, the computational complexity of the first while-

loop is order O(f), that is, at most order O(n). We note that f 

is smaller than n. Furthermore, the computational complexity 

of the total execution of "getNext-LocalMaximum" is order 

O(n), because it scans the values of "X" just once.  As a result, 

the computational complexity of the for-loop is O(n). 

Next, the total repeat count of the second while-loop is also 

smaller than f. In conclusion, we get the result that the com-

putational complexity of "maximalConvex-Amplitude" is or-

der O(n).   
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4 EVALUATION 

The preceding section showed that our proposed algorithm 

to calculate "amplitude function (the signed amplitude of a 

maximal convex curve at a time)" is online and its computa-

tional complexity is order O(n).  

This section shows that our proposed algorithm can extract 

convex-shaped spikes in transient data and it enables real-

time data processing with a sampling period at the microsec-

ond level by the experiment with simulated data and real data 

[13].  

4.1 Convex-Shaped Pattern Extraction 

First, we show that our algorithm can extract convex-shaped 

spikes from noisy sine data. Second, we confirm that it can 

extract spikes in transient data shown in Fig. 1. Last, we show 

that it can extract various convex patterns by giving the levels 

of amplitudes for space shuttle Marotta Valve data.  

(1) Noisy sine wave with spike 

In Figure 14, the top graph is a sine curve with noise, and 

the bottom graph shows positive amplitude function. This fig-

ure shows that the positive amplitude at a local maximal point 

represents the magnitude fluctuation of convex-shaped pat-

terns even during the transient period. Furthermore, ampli-

tude function can distinguish noisy convex patterns than from 

main convex patterns whose amplitude is approximately 2.5. 

In Figure 15, the top graph is an anomalous transient time 

series mixed with convex-shaped spikes, and the bottom 

graph is the positive amplitude function. It shows that our al-

gorithm can extract not only an operational patterns with 0.5 

scale amplitude, but also convex-shaped spikes with 0.1 scale 

amplitude. 

(3) Space telemetry: space shuttle Marotta Valve 

  Figure 16 shows an example of a Space Shuttle Marotta 

Valve time series that are annotated as normal [11]. Marotta 

Valve is a fuel supply valve for airplane or rocket. 

In Figure 17, the top graph is a Space shuttle Marotta Valve 

time series that contains 5 cycles. The bottom graph shows 

the amplitudes that are larger than 3. Red circles in the top 

graph mean the vertexes of convex-shaped patterns.  Dotted 

lines in the top graph are left or right terminals of the convex-

shaped patterns whose vertexes are red circles. This shows 

that our algorithm can extract normal operation patters by 

giving an amplitude as a value that is a little smaller than a 

maximum of one normal cycle. 

Figure 18 is an enlarged view of Figure 17 during times 

from 351 to 390. It shows that the vertexes at around 390 are 

seen as one vertex in Figure 17, but there are two convex-

shaped patterns whose amplitudes are larger than 5 in them. 

In Figure 19, the top graph shows amplitudes that are larger 

than 1.2 and smaller than 3. The red circles and red dotted 

lines have the same meaning as in Figure 17. Each up and 

down spike in energizing phases is extracted from each cycle, 

but the first and the second cycles have other convex- 

 
Figure 14: Convex amplitude of noisy sine wave 

 (2)  Transient data with spike  

 
Figure 15: Transient data with spike 

 
Figure 16: An example of a Space Shuttle Marotta Valve 

time series that are annotated as normal 

shaped patterns except for a normal energizing phase. Figure 

20 is an enlarged view of Figure 19 during times from 95 to 

180. Similarly, Figure 21 is an enlarged view of Figure 19 

during times from 3101 to 3186. The pattern shown by Fig-

ure 19 is a continuously convex-shaped so that it is different 

from normal energizing phase pattern such as Figure 21. 

In Figure 22, the top graph shows amplitudes that are 

larger than 0.46 and smaller than 0.9. The red circles and red 

dotted lines have the same meaning as in Figure 17. Each  

De-Energizing 
Phase

Energizing 
Phase
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Figure 17: Convex-shaped patterns whose amplitudes are larger than 3 

 

 
Figure 18: Enlarged view from 351 to 390 in Figure 17 

   
Figure 19: Convex-shaped patterns whose amplitudes are larger than 1.2 and smaller than 3.0 

International Journal of Informatics Society, VOL.10, NO.2 (2018) 85-96 93



 
Figure 20: Enlarged view from 95 to 180 in Figure 19 (abnormal) 

 
Figure 21: Enlarged view from 3101 to 3186 in Figure 19 (normal) 

 
Figure 22:  Convex-shaped patterns whose amplitudes are larger than 0.46 and smaller than 0.9 

 
Figure 23: Enlarged view from 1389 to 1410 in Figure 22  (abnormal) 
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Table 1: Environment for evaluation 

CPU Intel® Core™  i5-6600 CPU 

3.30GHz 

Memory(RAM) 32GB® 

OS Windows 7 Professional 

Language MATLAB 

 de-energizing phase patterns is extracted from each cycle, 

but the first and second cycles have other convex-shaped 

patterns except in de-energizing phase patterns. Fig. 23 is an 

enlarged view of Fig. 17 during times from 1389 to 1410. It 

shows that there are 3 convex-shaped patterns whose ampli-

tudes are the same as a normal de-energizing phase pattern. 

Those experimental results above showed that amplitude 

function can extract anomalous convex-shaped patterns by 

giving the amplitude value that we wanted to find. 

4.2 Performance 

This section shows the dependency of the computational 

time of our algorithm on the length of time series, for various 

sensor data sets. Table 1 shows the environment for evalua-

tion. 

Figure 24 shows the trend graphs of experimental time se-

ries. Data labels "ECG", "Power", "Respiration" and "Valve" 

are electrocardiogram qtdb/se102, Dutch power demand da-

taset, a patient’s respiration nprs44, and space shuttle Marotta 

Valve TEK16 in the UCR time series classification archive 

[13], respectively. NoisySine is the simulated time series 

shown in Figure 14.  

The lengths of experimental time series are between 0 and 

20000, at a step increase of 2000. The length of TEK16 is 

shorter than 20000, so we obtained a time series of length 

20000 by concatenating the original time series multiple 

times. 

Figure 25 shows the execution times for the 5 time series 

data sets. Each time is an average of the times of 10 trials, in 

order to reduce the effect of variance. The figure shows that 

the execution times depend on the behavior of data, but they 

are linear in n, where n is the length of the time series. The 

lengths of those time series are from 0 to 20000 at an incre-

ment of 2000 samples. The execution times for the length of 

10000 are between 0.01 and 0.04 sec. It means that our algo-

rithm can process one data point per between 10−6 and 4×
10−6.  In other words, our algorithm enables real-time pro-

cessing of time series with sampling periods between 1 and 4 

microseconds. 

5 CONCLUSIONS 

We have proposed a new parameter-free online algorithm 

that calculates the amplitude of a maximal convex curve for 

extracting convex-shaped spikes in transient sensor data. We 

also showed that the computational complexity of our algo-

rithm is O(n), where n is the length of input time series, and 

it enables real-time processing with sampling period ranging 

from 1 to 4 microseconds. 

 
Figure 24: The trend graphs of experimental time series 

 

 
Figure 25: The execution times for experimental time series 

In future work, we will apply our algorithm to the following 

problems: 

- Segmenting time series in order to identify operational re-

gimes of equipment. 

-  Anomaly detection for equipment condition monitoring. 

This work is supported by JSPS KAKENHI Grant Number 

17K00161.  
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Abstract – With the spread of SNS, many data are transmit-

ted in real time. Some data with position information are 

included in these data. A benefit of analysis using data with 

position information is that they can extract an event accu-

rately from a target area to be analyzed. However, because 

data with position information are scarce among all social 

media data, the amount to analyze is insufficient in almost 

all areas. In other words, most events cannot be fully ex-

tracted. Therefore, efficient analytical methods must be de-

vised for accurate extraction of events with position infor-

mation, even in areas with few data. For this study, we esti-

mate the time of biological season observation in particular 

areas and sightseeing spots by information interpolation 

using tweet location information. Herein, we explain the 

analysis results obtained using interpolation of information 

related to cherry blossoms and autumn leaves as an example. 

Keywords: information interpolation, phenological observa-

tion, trend estimation, Twitter 

1 INTRODUCTION 

In recent years, sightseeing has come to be regarded as an 

extremely important growth field to revive Japan’s powerful 

economy [1]. Tourism, with its strong economic ripple ef-

fect, is expected to benefit regional revitalization and em-

ployment opportunities through accommodation of world 

tourism demand, including that from rapidly growing Asia. 

In addition, people around the world can discover and dis-

seminate the charm of Japan and can promote mutual under-

standing among countries. 

In addition to the promotion of tourism to Japan, the pro-

gress of domestic travel is important. It is necessary for a 

nation with modern tourism to build a community society by 

which regional economies are well-served, attracting tourists 

widely. Moreover, it is necessary to cultivate tourist areas 

full of individuality and to promote their charm positively. 

According to a survey study of information technology 

(IT) tourism and services to attract customers [2] by the 

Ministry of Economy, Trade and Industry (METI), tourists 

want real-time information and local unique seasonal infor-

mation posted on websites. Current websites provide similar 

information in the form of guidebooks. Nevertheless, infor-

mation of that medium is not frequently updated. Because 

each local government, tourism association, and travel com-

pany independently provides information about local travel 

destinations, it is difficult for tourists to collect information 

for “now” tourist spots. Therefore, the travel industry de-

mands that current, useful, real-world information be pro-

vided for travelers by capturing the change of information in 

accordance with the season and time zone of the tourism 

region. 

We consider a method to estimate the best time for phe-

nological observations for tourism such as the best time for 

viewing cherry blossoms and autumn leaves in each region 

by particularly addressing phenology observations assumed 

for “now” in the real world. We define "now" information as 

that intended for tourism and disaster prevention required by 

travelers during travel, such as best flower-viewing times, 

festivals, and locally heavy rains. 

Tourist information for best times requires a peak period: 

the best time is not a period after or before falling flowers, 

but a period that is best to view blooming flowers. Further-

more, the best times differ among regions and locations. 

Therefore, it is necessary to estimate the best time of pheno-

logical observation for particular regions and locations. Es-

timating best-time viewing requires collection of large 

amounts of information with real-time properties. 

For this study, we use Twitter data obtained from many 

users throughout Japan. Twitter [3], a typical microblogging 

service, has some geotagged tweets that include position 

information sent in Japan. We use the data to ascertain the 

best time (peak period) in biological season observation by 

region. We proposed a low-cost estimation method [4] by 

which prefectures and municipalities showing a certain 

number of tweets with geotags can be estimated with a rele-

vance rate of about 80% compared to the flowering day / 

full bloom day of cherry blossoms observed by the Japan 

Meteorological Agency. The geotagged tweets that are used 

with this method are useful as social indicators that reflect 

the real world situation. They are a useful resource support-

ing a real-time regional tourist information system in the 

tourism field. Therefore, our proposed method might be an 

effective means of estimating the best time to view events 

other than biological seasonal observations. 

Nevertheless, geotagged tweets are extremely few among 

all tweets. Therefore, a difficulty exists that the data are in-

sufficient for analysis with finer granularity. For this reason, 

it is necessary to improve the method of interpolating the 

information of geotagged tweets to conduct further detailed 
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analyses in areas such as sightseeing spots. For this research, 

we propose a method of estimating the best time for a par-

ticular tourist spot by performing information interpolation 

based on amounts of regional information. This paper pre-

sents results of verification by experimentation using cherry 

blossoms and autumn leaves. 

The remainder of the paper is organized as follows. Chap-

ter 2 presents earlier research related to this topic. Chapter 3 

describes our proposed method for estimating the best time 

for phenological observations by information interpolation 

using regional amounts. Chapter 4 explains experimentally 

obtained results for our proposed method and a discussion of 

the results. Chapter 5 summarizes the contributions and fu-

ture work. 

2 RELATED WORK 

Along with rising SNS popularity, real-time information 

has increased. Analysis using real-time data has become 

possible. Many studies have examined efficient methods for 

analyzing large amounts of digital data. Some studies have 

been conducted to predict real world phenomena using large 

amounts of social data. 

Phithakkitnukoon et al. [5] analyzed the behavior of trav-

elers such as departure place, destination, and traveling 

means on a personal level in detail based on massive mobile 

phone GPS location records. Mislove et al. [6] developed a 

system that infers a Twitter user’s feelings from Twitter text 

and visualizes changes of emotion in space–time. After re-

search to detect events such as earthquakes and typhoons, 

Sakaki et al. [7] proposed a method to estimate real-time 

events from Twitter tweets. Cheng et al. [8] estimated Twit-

ter users’ geographical positions at the time of their contri-

butions, without the use of geotags, by devoting attention to 

the geographical locality of words from text information in 

Twitter-posted articles. Although various studies have ana-

lyzed spatiotemporal data, research to estimate the viewing 

period using information interpolation is a new field. 

3 OUR PROPOSED METHOD 

This section presents a description of an analytical meth-

od for target data collection. It presents best-time estimation 

to obtain a guide for phenological change from Twitter in 

Japan. Our proposal is portrayed in Fig. 1. 

We describe the best-time estimation method of organ-

isms by analysis using a moving average method applied to 

geotagged tweets that include organism names. Section 3.1 

describes how to collect geotagged tweets to be analyzed, 

whereas 3.2 describes preprocessing for conducting analysis, 

and 3.3 describes the best-time estimation method. In our 

proposed method up to now, the number of geotagged 

tweets has been small. It was possible to estimate the best 

time in a prefecture unit or municipality, but we were unable 

to analyze fine grain size. Therefore, using the method with 

information interpolation proposed in this paper, it is possi-

ble to estimate the best time to visit sightseeing spots with 

finer granularity. Section 3.4 presents an explanation of the 

information interpolation method, whereas 3.5 presents the 

output of the estimation result. 

 

 

3.1 Data Collection 

This section presents a description of the Method of (1) 

data collection presented in Fig. 1. Geotagged tweets sent 

from Twitter are a collection target. The range of geotagged 

tweets includes the Japanese archipelago (120.0°E ≤ longi-

tude ≤ 154.0°E and 20.0°N ≤ latitude ≤ 47.0°N) as the col-

lection target. Collection of these data was done using a 

streaming API [9] provided by Twitter Inc. 

Next, we explain the number of collected data. According 

to a report presented by Hashimoto et al. [10], among all 

tweets originating in Japan, about 0.18% are geotagged 

tweets: they are rare among all data. However, the ge-

otagged tweets we collected are an average of 500 thousand 

tweets per day. We used about 250 million geotagged tweets 

from 2015/2/17 through 2017/5/13. We calculated the best 

time for flower viewing, as estimated using the processing 

described in the following sections using these data. 

3.2 Preprocessing 

This section presents a description of the method of (2) 

preprocessing presented in Fig. 1. Preprocessing includes 

reverse geocoding and morphological analysis, as well as 

database storage for data collected through the processing 

described in Section 3.1. 

From latitude and longitude information in the individual-

ly collected tweets, reverse geocoding identified prefectures 

and municipalities by town name. We use a simple reverse 

geocoding service [11] that is available from the National 

Agriculture and Food Research Organization in this process: 

e.g., (latitude, longitude) = (35.7384446°N, 139.460910°E) 

by reverse geocoding becomes (Tokyo, Kodaira City, Oga-

wanishi-cho 2-chome). 

Morphological analysis divides the collected geo-tagged 

tweet morphemes. We use the “Mecab” morphological 

analyzer [12]. By way of example, "桜は美しいです” ( in 

English “Cherry blossoms are beautiful.”)" is divided into 

"(桜 / noun), (は / particle), (美しい / adjective), (です / 

auxiliary verb), and (。 / symbol)". 

Preprocessing accomplishes the necessary data storage for 

the best-time viewing, as estimated based on results of the 

processing of the data collection, reverse geocoding, and 

morphological analysis. Data used for this study were the 

tweet ID, tweet post time, tweet text, morphological analysis 

result, latitude, and longitude. 

Figure 1: Our proposal summary. 
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3.3 Estimating Best-Time Viewing 

This section presents a description of the method of (3) 

best-time estimation presented in Fig. 1. Our method for 

estimating  best-time viewing processes the target number of 

extracted data and calculates a simple moving average, 

yielding an inference of the best time to view the flowers. 

The method defines a word related to the best-time viewing, 

estimated as the target word. The target word is a word in-

cluding Chinese characters, hiragana, and katakana, which 

represents an organism name and seasonal change. 

Next, we describe the simple moving average calculation, 

which uses a moving average of the standard of the best-

time viewing judgment. It calculates a simple moving aver-

age on a daily basis using aggregate data by the target num-

ber of data extraction described above. Fig. 2 presents an 

overview of the simple moving average of the number of 

days. 

We calculate the simple moving average in formula (1) 

using the number of data going back to the past from the day 

before the estimated date of the best-time viewing. 

𝑋(𝑌) =
𝑃1+𝑃2+⋯+𝑃𝑌

𝑌
   (1) 

𝑋(𝑌): 𝑌 𝑑ay moving average 
𝑃𝑛: Number of data of 𝑛 days ago 

𝑌: Calculation target period 

The standard lengths of time we used for the simple mov-

ing average were a seven-day moving average and one-year 

moving average. A seven-day moving average is based on 

one week because tweets tend to be more numerous on 

weekends than on weekdays. In addition, phenological ob-

servations, which are the current experiment subjects, are 

targeting "events" that happen once a year (e.g., appreciation 

of cherry blossoms, viewing of autumn leaves, moon view-

ing). Such events are therefore based on a one-year moving 

average. 

Next, we describe a simple moving average of the number 

of days specified for each organism to compare the seven-

day moving average and a one-year moving average. In this 

study, the best time to view the period varies depending on 

the specified organism, the individual organism, and the 

number of days from the biological period. 

As an example, we describe cherry blossoms. The Japan 

Meteorological Agency [13] carries out phenological obser-

vations of "Sakura," which yields two output items of the 

flowering date and the full bloom date observation target. 

The "Sakura flowering date" [14] is the first day on which 

blooming of 5–6 or more wheels of flowers occur on a spec-

imen tree. The "Sakura in full bloom date" is the first day on 

which about 80% or more of the buds in the specimen tree 

are open. In addition, "Sakura" is the number of days from 

general flowering until full bloom: about five days. There-

fore, "Sakura" in this study uses a five-day moving average 

as the standard. 

Next, we describe an estimated judgment of the best time 

for viewing, as calculated using the simple moving average 

(seven-day moving average, one-year moving average, and 

another biological moving average). It specifies the two 

conditions as a condition of an estimated decision for the 

best time for viewing.  

Condition 1 uses the number of tweets a day prior and a 

one-year moving average. Condition 1 is assumed to be sat-

isfied when the number of tweets a day prior exceeds the 

one-year moving average, as shown in Formula 2. 

Condition 2 uses a seven-day moving average and a bio-

logical moving average. The biological moving average 

varies depending on the organism that is estimated. It is five 

days in the case of cherry blossoms. For autumn leaves, it is 

30 days. Therefore, in equation 3, we compare the seven-

day moving average with the biological moving average, 

letting A be the long number of days, and letting B be the 

short number of days. In the case of estimation of cherry 

blossoms, A is 7 days; B is 5 days. For autumn leaves, A is 

30 days; B is 7 days. Then we evaluate the moving average 

of A and B as shown in Equation 3. Furthermore, if the day 

on which Equation 3 holds lasts more than half of the num-

ber of days in A, Condition 2 is satisfied. In the case of cher-

ry blossoms, A is 5 days. Therefore, condition 2 requires 

continuation for more than 3 days. 

𝑃1 ≧ 𝑋(365)  (2) 

𝑋(𝐴) ≧ 𝑋(𝐵)  (3) 

Finally, an estimate is produced using conditions 1 and 2. 

Using the proposed method, a day satisfying both condition 

1 and condition 2 is estimated as best-time viewing. 

3.4 Information Interpolation Method 

Herein, the information interpolation method will be de-

scribed. Conventionally, we estimated the best time by ap-

plication of the estimation method shown in the following 

estimated judgment using the moving average value de-

scribed above. As a result, for analysis of a wide area such 

as a prefecture unit, the recall rate can be estimated as about 

80%. However, with an estimate of granularity such as by 

sightseeing spots, an inability to estimate the viewing period 

because of a lack of data is a problem. Therefore, in this 

paper, we propose a method of using regional quantities that 

newly use information interpolation to compensate for the 

lack of data volume. The proposed method uses the result of 

reverse geocoding performed during preprocessing in the 
Figure 2: Number of days simple moving average. 
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previous section. Tweets that were judged as the same mu-

nicipality by reverse geocoding are totaled for each day by 

city, town, or village. Then, considering the characteristic by 

which the tweets move on a weekly basis, we obtain a sev-

en-day moving average and set the seven-day moving aver-

age of the municipalities as the regional quantity of each 

region. To estimate the best time for viewing, use the value 

obtained by adding the regional quantity of the municipality 

where the sightseeing spot is located to the tweet amount of 

the sightseeing spot to be estimated. 

As an example, we describe Shinjuku Gyoen, which is a 

cherry blossom sightseeing spot, and Shinjuku Ward, within 

which the spot is located.  The dark gray area in Fig. 3 

shows cherry blossom tweets related to Shinjuku Gyoen. An 

estimate might not be possible with just the number of 

tweets related to each sightseeing spot. For this reason, in-

terpolation is performed using the seven-day moving aver-

age of tweets about cherry blossoms in Shinjuku Ward indi-

cated by light gray in the city unit within which each sight-

seeing spot is located. In the proposed method, the best es-

timate is made using the number of tweets related to cherry 

blossoms at each tourist spot and the sum of the seven-day 

moving average of city unit. 

However, if no tweet is related to sightseeing spots with 

the proposed method, estimation results of city unit are ap-

plied, so there are cases in which there is no difference de-

pending on sightseeing spots in the same area. In the prelim-

inary experiments, we succeeded in ascertaining the differ-

ence from nearby sightseeing spots if there are small tweets 

in the sightseeing spots. 

3.5 Output 

This section presents a description of the method of (4) 

output presented in Fig. 1. Output can be visualized using a 

best-time viewing result, as estimated by processing ex-

plained in the previous section. A time-series graph presents 

the inferred results for best-time viewing. The graph pre-

sents the number of data and the date, respectively, on the 

vertical axis and the horizontal axis. We are striving to de-

velop useful visualization techniques for travelers. 

4 EXPERIMENTS 

This chapter presents a description of the experiment to 

infer the best time to view cherry blossoms and autumn 

leaves for the proposed method described in Chapter 3. Sec-

tion 4.1 describes the dataset used for optimal time reason-

ing. As an estimation result by sightseeing spot, section 4.2 

presents the estimation result without using information 

interpolation, with the best estimation result obtained using 

information interpolation in section 4.3. Section 4.4 presents 

a comparison of the experimentally obtained results in Sec-

tion 4.2 and Section 4.3. 

4.1 Dataset 

Datasets used for this experiment were collected using 

streaming API, as described for data collection in Section 

3.1. Data are geotagged tweets from Japan during 2015/2/17 

– 2017/8/31. The data include about 280 million items. 

The estimation experiment to ascertain the best-time view-

ing of cherry blossoms uses the target word “cherry blos-

som,” which can be written as“桜” and“さくら”and

“サクラ” in Japanese. For the experiment of autumn 

leaves, the target words are“紅葉,”“黄葉,”“コウヨ

ウ,”“こうよう,”“モミジ,”and“もみじ”. We ana-

lyzed tweets that included a target word in the tweet text. 

The following two experiments were conducted. The first 

is an experiment using the number of tweets including the 

target word and the sightseeing spot name without infor-

mation interpolation. The second is an experiment using 

information interpolation. We use these datasets to estimate 

the optimum time for the sightseeing spots in Tokyo by ex-

periments without information interpolation, (shown in Sec-

tion 4.2) and experiments using information interpolation 

(shown in Section 4.3). 

The subjects of the experiment were set as tourist spots in 

Tokyo. This report describes“Takao Mountain,”“Showa 

Memorial Park,”“Shinjuku Gyoen,”and“Rikugien.” 

Fig. 4 portrays the target area: A, B, C, and D in the figure 

respectively denote“Takao Mountain,”“Showa Memori-

al Park,”“Rikugien,”and“Shinjuku Gyoen.” A and B 

are separated by about 16 km straight-line distance. B and C 

are about 32 km apart. C and D are about 6 km apart. 

 

 

 

Figure 3: Example of information interpolation. 

Figure 4: Position of target area. 
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4.2 Estimation Experiment for Best-Time 

Viewing without Information Interpolation 

In this section, we present experimentally obtained results 

from estimating the best time without using information 

interpolation from tweets containing a target word and 

sightseeing spot name. Figure 5 presents results for the es-

timated best-time viewing in 2016 using the target word 

‘cherry blossoms’ in the target tourist spots. The dark gray 

bar in the figure represents the number of tweets. The light 

gray part represents best-time viewing as determined using 

the proposed method. In addition, the solid line shows a 

five-day moving average. The dashed line shows a seven-

day moving average. The dotted line shows a one-year mov-

ing average. 

At tourist spots targeted for the experiment in 2016, as 

portrayed in Fig. 5, many data were obtained for C and D. 

The maximum number of tweets per day was about 30.  

These results confirmed that some estimation can be done 

using near-site estimation without interpolation. However, 

best-time viewing cannot be done in A and B because of the 

very small number of tweets. 

Figure 5: Experimental results obtained using tweets including the target word 

 and the tourist spot name without interpolation (Cherry blossom). 

○A  ○B  

○C  ○D  

Figure 6: Experimental results obtained using tweets including the target word 

 and the tourist spot name without interpolation (Autumn leaves) 

○A  ○B  

○C  ○D  
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 Next, we present experimentally obtained results of 

autumn leaves. Figure 6 portrays the estimated best time 

viewing results estimated using the word target word 

'autumn leaves' in 2016. The notation in the figure is the 

same as that in Fig. 5. However, for cherry blossoms, the 

solid line is the five-day moving average, whereas the 

autumn leaves use a 30-day moving average. As shown in 

Fig. 6, the autumn leaves experiment has been estimated for 

each sightseeing spot because the viewing period is longer 

than that of cherry blossoms shown in Fig. 5. However, 

some parts cannot be estimated as continuous periods. 

These results clarified that the method we proposed earli-

er cannot be predictive for detailed areas such as sightseeing 

spots. This result is attributable to the insufficient infor-

mation volume. 

4.3 Estimation Experiment for Best-Time 

Viewing with Information Interpolation 

This section presents experimentally obtained results of 

estimation using information interpolation with regional 

quantities, which is the method proposed in this paper. 

Figure 7 presents results obtained using information 

interpolation for cherry blossom estimation. The notation is 

the same as the notation used in the previous section. 

Apparently, A and B can produce an estimate using the 

proposed method by increasing the number of tweets using 

information interpolation with surrounding tweets. In C and 

D, there are days that can be determined more accurately by 

interpolating the number of tweets. 

○A  ○B  

○C  ○D  

Figure 7: Experimental results obtained using tweets including the target word  

and the tourist spot name by interpolation 

(Cherry blossom). 

Figure 8: Experimental results obtained using tweets including the target word  

and the tourist spot name by interpolation 

(Autumn leaves). 

○A  ○B  

○C  ○D  
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Next, Fig. 8 presents results of information interpolation 

in autumn leaves estimation. Autumn leaves can be 

estimated as a continuous period using information 

interpolation. From this result, it can be inferred that the 

period estimation can be performed more accurately than 

without information interpolation. 

These results demonstrate the possibility of resolving the 

difficulty of insufficient information when using sightseeing 

spot tweet data of the tourist spot area along with 

interpolation. One can then estimate the peak period for a 

particular tourist spot. 

4.4 Comparing Best Time for Viewing Esti-

mation and Observed Data 

 Table 1 presents a comparison of experimentally 

obtained results of estimating the best time using 

information interpolation. As the table shows, Experiment 1 

used co-occurring words in tweets, including the sightseeing 

spot name coexisting with the target word "Sakura," without 

using the interpolation shown in 4.3. For Experiment 2, we 

used interpolation based on the information amount of the 

area including the tourist spots shown in 4.4. Numerical 

values in the table are the number of tweets including 

subject words and co-occurring words in Experiment 1. In 

Experiment 2, it is the sum of the number of tweets in 

Experiment 1 and the interpolation value of the regional 

information amount. 

The light gray area in the table presents the date when the 

satiety prediction was made using the proposed method. In 

addition, confirming the flowering day and full bloom 

period of each sightseeing spot using JMA data is difficult. 

Nevertheless, this experiment to evaluate SNS data for 

flowering is valid also for weather forecasting companies 

[15] and for public service organizations [16] to evaluate 

optimum viewing times based on services and blogs that are 

used. Arrows indicating the flowering time can be checked 

manually at tourist sites. Recall and precision using the 

observed data and the best time to view estimated results are 

calculated for each target area for 2016 from 3/1 through 

4/30 using formula (4) and formula (5). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑡𝑜 𝑚𝑎𝑡𝑐ℎ 𝑡ℎ𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑑𝑎𝑡𝑎

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑖𝑛 𝑏𝑒𝑠𝑡 𝑡𝑖𝑚𝑒 𝑡𝑜 𝑠𝑒𝑒 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑
  (4) 

 

  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑡𝑜 𝑚𝑎𝑡𝑐ℎ 𝑡ℎ𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑑𝑎𝑡𝑎

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑦𝑠 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑑𝑎𝑡𝑎
   (5) 

 

We can explain the method using the example of 

Experiment 1 of Mt. Takao. The arrow portion of the 

flowering state is confirmed by hand as correct data, 1; the 

others are 0. In addition, the day estimated as the best time 

using the proposed method is set to 1; otherwise a day is 0. 

Furthermore, the percentage of days coinciding during 3/1 to 

Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2

3/18 0 2.00 0 1.00 0 1.86 2 10.57

3/19 0 2.00 0 0.57 1 3.57 2 11.86

3/20 0 1.29 1 1.57 2 5.43 5 16.00

3/21 0 1.14 0 1.14 4 8.86 9 21.43

3/22 0 1.43 1 2.43 1 7.57 0 15.43

3/23 0 1.43 0 1.43 3 10.00 3 20.43

3/24 0 1.71 0 1.57 3 10.71 3 21.86

3/25 0 1.86 0 1.43 5 12.57 6 26.57

3/26 0 2.00 0 1.71 9 17.43 14 35.86

3/27 0 1.86 2 3.57 27 37.57 9 34.71

3/28 0 3.00 0 1.14 7 22.71 2 30.57

3/29 0 2.86 1 2.14 23 39.43 7 35.57

3/30 0 2.57 0 1.43 2 24.14 2 35.29

3/31 0 2.57 2 3.43 14 39.29 10 46.57

4/1 0 3.43 7 8.29 14 43.57 9 52.14

4/2 1 5.29 3 6.14 13 45.86 26 74.71

4/3 0 5.14 3 8.71 26 64.00 30 86.00

4/4 0 5.14 0 6.43 6 44.00 5 68.00

4/5 0 6.14 0 6.86 2 40.00 8 76.00

4/6 1 7.57 1 8.00 3 36.57 13 79.00

4/7 0 8.14 0 10.43 0 33.14 5 76.86

4/8 0 7.57 0 10.86 12 41.00 6 73.14

4/9 2 10.00 6 18.14 2 29.29 16 78.43

4/10 3 11.86 3 14.57 1 22.00 13 69.29

4/11 0 9.71 0 10.86 0 16.43 3 51.57

4/12 0 8.86 0 10.29 1 15.00 3 43.71

4/13 0 8.57 0 10.00 0 12.43 1 38.29

4/14 0 6.86 0 6.43 0 8.86 0 27.00

4/15 0 6.29 0 6.00 0 8.29 1 24.86

4/16 2 7.00 1 3.57 0 5.43 3 24.43

4/17 0 3.43 0 0.71 1 4.71 2 19.14

4/18 0 1.71 0 0.57 0 1.71 2 19.14

4/19 0 1.43 0 0.57 0 1.86 0 17.86

4/20 0 1.57 0 0.43 0 1.71 1 17.57

4/21 0 1.43 0 0.57 0 1.71 3 20.00

4/22 0 1.57 0 0.57 0 1.71 1 17.71

Precision 0.51 0.77 0.57 0.74 0.95 0.84 0.80 0.82
Recall 0.06 0.58 0.22 0.44 0.39 0.58 0.56 0.83

Takao Mountain Showa memorial park Rikugien Shinjuku gyoen

Table 1: Comparison result in target areas of 

 the best time to see the estimated and the observed data 

(Cherry blossom) 

Table 2: Comparison result in target areas of 

 the best time to see the estimated and the observed data 

(Autumn leaves) 
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4/30 is shown. In Experiment 1 for Mt. Takao, except during 

the arrows, they match, but only 4/2 and 4/6 match during 

the arrow period. The Precision is 0.51 because the number 

of days matching the observed data is 31 days and the 

number of days of the best time for viewing is estimated is 

61 days. In addition, because Recall is the ratio of matched 

days during the arrow, the number of days to match the 

observed data is 2 days and the number of days of 

observation data is 31 days. Therefore, it is 0.06. 

Experimentally obtained results confirmed the tendency 

by which the relevance ratio and the recall rate became 

higher in Experiment 2 than in Experiment 1. In addition, A 

and B, which are at higher altitudes than C and D, exhibited 

regional features: the best viewing time occurs later. These 

results confirmed the usefulness of the proposed method for 

best-time estimation for sightseeing spots using information 

interpolation along with regional data. 

Table 2 presents a comparison of results of experiments 

for autumn leaves. The notation is the same as that of Table 

1. The period was October 1 through December 31, 2016. 

The accuracy and recall ratio of experiment results obtained 

using information interpolation improved without 

information interpolation in each spot. Results confirm the 

effectiveness of the method proposed in this paper. 

5 CONCLUSION 

As described herein, to improve the best-time estimation 

accuracy and thereby enhance tourist information related to 

phenological observation, we proposed an information in-

terpolation method. The proposed method showed the opti-

mal time to view flowers at sightseeing spots by interpolat-

ing information using the seven-day moving average of the 

number of tweets of municipalities, including those of sight-

seeing spots. This method can estimate the best time for 

sightseeing spots with fine granularity, giving predictions in 

units required for sightseeing. 

The results of cherry blossoms and autumn leaves exper-

iments conducted for tourist spots in Tokyo in 2016 using 

the proposed method confirmed improvement of the estima-

tion accuracy when using information interpolation. The 

proposed method using information interpolation for tweets 

related to target word might improve the real-world accura-

cy of estimating the best times. We confirmed the possibility 

of applying this proposed method to the estimation of view-

points and lines of sight in areas and sightseeing spots with 

few tweets and little location information. 

Although the proposed method showed success in interpo-

lation of information and highly accurate estimation, it is 

necessary as a future task to verify whether the same result 

is obtainable also in biological seasonal observations other 

than those for cherry blossoms or autumn leaves. Future 

studies must also examine automatic extraction of target 

words and a method to perform future predictions in real 

time. 
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