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The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of 

informatics and related fields to promote the exchange of research ideas, experiences and results.
  Informatics is the systematic study of Information and the application of research methods to study Information 
systems and services. It deals primarily with human aspects of information, such as its quality and value as a 
resource. Informatics also referred to as Information science, studies the structure, algorithms, behavior, and 
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advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational, 
cognitive and social aspects, including study of the social impact of information technologies.
  The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product, 
it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging 
new fields. 
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Abstract - Recently, the model approach-based process im-
provement method has been considered for improving the qual-
ity, cost, and delivery time (QCD) of system development
projects. However, even when the capability maturity model
integration (CMMI) maturity level 3 is attained, its actual
effect has not yet been confirmed. On the other hand, the
non-model approach identifies the process area that should be
improved to achieve the specific goal of each organization’s
goal, and an actual effect is expected. However, the process
improvement method of the non-model approach has not yet
been formally established. In this paper, we propose a non-
model approach method that has a real effect, such as QCD,
and which is aligned to an organization’s objectives. We ap-
ply this method to realize improvements in a real case process,
and the results confirm the actual effectiveness with respect to
the QCD.

Keywords: Non-Model Approach, Process Improvement,
Defect Reports Analysis

1 INTRODUCTION

Owing to the prevalence of CMMI [1], which was devel-
oped in the United States, and the international standardiza-
tion model of process assessment ISO/IEC 12207 [2] and/or
15504 [3], the process improvement for system development
projects is gaining ground. A considerable number of compa-
nies are making the effort to introduce process improvement
for their organizations. Consequently, the best approaches to
process improvement have been widely discussed in Japan.

Process improvement is defined as the realization of a re-
duction for rework in system development, and an attempt to
increase the QCD of system development projects.

There are two approaches to realizing actual process im-
provement: the model approach and non-model approach.

The model approach was introduced in CMMI, ISO/IEC
12207 and/or 15504, and aimed at achieving the conformance
for the process management. The model approach includes
process improvement approaches such as the CMMI’s IDEAL
approach and ISO/IEC 15504 ’s Geese approach.

However, the non-model approach does not adopt a process
model but, instead, focuses on improving individual issues
pertaining to each organization. In this approach, multiple
processes are not discussed at the same time; however, unique
processes are identified and improved to realize the business
goal and foster the achievement of the organization. In the
non-model approach, the total quality management (TQM),

goal question metric (GQM), and plan-do-check-act (PDCA)
approaches are known.

Model approach-based process improvement focuses on en-
hancing conformance to best practices such as CMMI. There
are some cases that the activities do not substantially con-
tribute to the improvement effect on business performance.
On the contrary, non-model approach-based process improve-
ments directly address points to be improved, and thus sub-
stantial improvement in performance can be expected.

However, no specific improvement approach has been es-
tablished for non-model approaches. The outstanding issue
rests on the nature of the non-model approach and how to pro-
ceed with procedures to establish an improvement approach.

According to the statistical information issued from CMMI
Institute, 95% of companies adopting the model approach
have completed improvements up to CMMI Level 3. In gen-
eral, the CMMI appraisal is performed only once every three
years. When an organization continues to conduct process
improvements after achieving CMMI Level 3, the CMMI ’s
appraisal report will not be referenced any more.

In the usual process improvement, we have conducted a
very basic way of process improvement; namely, refer to the
defect management reports of the development project, iden-
tify the area where the problem is concentrated, and then solve
the cause of the upstream process that caused the problem
in the downstream. We have confirmed some improvement
through these basic activities. The motivation for this research
is whether we could establish a process improvement method
using a non-model approach by describing that method in a
versatile manner.

Recently, there has been much focus on the model approach-
based process improvement. However, approximately 30 years
has passed since the software CMM Ver 1.0 was proposed,
and yet there is often no real QCD improvement expected in
the model approach. This is because in the model approach,
the priority is sometimes on the activity to enhance confor-
mance in order to achieve the maturity level. In this research,
we aimed to improve the effect of QCD by focusing on im-
proving performance using the non- model approach. When
we applied the approach to the actual process improvement,
the improvement effect was verified.

The procedure, we propose, first visualizes the magnitude
of rework in each process by using the defect reports devel-
oped during the project life cycle. Next, we quantitatively
identify the work products of the upstream process that have
result in the largest rework. Next, we improve the process by
adding the necessary practices to the process of development
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standard in the organization. When we apply the proposed
method to an actual project and examine the effect for 3 years,
the rework ratio, which was originally 51%, had improved to
42%. The organizational objective test defect ratio improved
from 42% to 37%. We have got a prospect that this method is
effective.

In a prior study in the field of software process improve-
ment, Fukuyama et al. [4] reported that ”what” is to improved
is described in CMM, but the perspective of ”how” it should
be improved was missing. Then, they proposed a tool named
SPIS (A Software Process Improvement Support System) that
supports process improvement. However, this study focuses
on the use of tools in the category of assessment.

Sakamoto et al. [5] analyzed the development process for-
mally, and they quantified the effort of the amount of reduc-
tion achieved quantitatively, then showed the concrete benefit.
Thereby, the method motivated the stakeholders of process
improvement. In this study, they emphasized the improve-
ment effects such as the reduction in the number of defects
that are realized by improving the method of code review, unit
tests, and joint tests on the development life cycle. However,
it is not a proposal for process improvement in the sense of
what improvement process can be obtained to improve the
process in the non-model approach.

The authors of of this paper [6] proposed a method that
identifies the process that needs to be improved by following
the upstream process in accordance with the ISO/IEC 15504.
The knowledge-management tools that formalize the knowl-
edge, which was formalize-able but not formalized, originally
pinpointed the process. We believe that this research is effec-
tive in that it identifies a process that includes the defects in
individual organizations. However, in reality, few organiza-
tions utilize ISO/IEC 15504. Therefore, this is not a proposal
for a process improvement method that can be used in general
development projects.

Other studies that are related to process improvement have
been reported. However, no prior studies have been reported
that focus on the non-model approach, which identifies and
improves processes that cause reworks by analyzing upstream
defect reports ( [7]- [11]).The methodologies for the non-
model approaches have also been discussed as of the present;
however, they are less practical compared to TQM, GQM and
PDCA, which can be used in any field and not just process im-
provement. These methodologies do not focus on improving
the QCD of the system development project. In non-model
approaches, established methodologies similar to the IDEAL
approach in CMMI have not yet been proposed. In this re-
search, we propose a non-model approach-based methodol-
ogy, which proves correct when applied to the actual process
improvement site.

The remainder of this paper is organized as follows. In
Section 2, we explain the concept and rework of the current
process improvement method, after which we describe the is-
sues to be solved. In Section 3, to solve the issues, we propose
a method that visualizes the rework process by analyzing and
improving the upstream defect reports. In Section 4, we ex-
plain a case study where this proposed method is applied to
real-world organizations that have already achieved CMMI

maturity level 3. In Section 5, we discuss the result of the
case study, and we then conclude the paper in Section 6.

2 HYPOTHESES AND ISSUES OF THE
REWORKED PROCESS

In this section, we present an overview of the current proce-
ss-improvement activities and failure factors in the system de-
velopment project. Then, we describe the hypothesis and is-
sues to be solved using the non-model process-improvement
approach.

2.1 Concept of Process Improvement
Approach

Recently, model approaches such as CMMI have been used
as approaches to realizing process improvements. The model
approach is defined as an approach that improves the ability to
manage processes by introducing the best practice model and
improving the conformance to the process. As a proof of the
effectiveness of the model approach, graphs are presented that
show how the QCD has improved since the introduction of
CMMI by organizations in accordance with level up maturity
level 1-2-3 [12].

CMMI is an evaluation model of a system development
project. It is the summary of the best practices used by the
most excellent companies. Processes are evaluated in 5 stages.
CMMI Maturity Level 3 is the level at which systematic pro-
cess control is conducted. For organizations that have been
improved up to Level 3, project groups under the control will
manage projects using a common process consistently. Thus,
the variation in quality and/or process will be less compared
to Levels 1 and 2. CMMI was developed as a procurement
model of the US Department of Defense. If any procure-
ment projects occurred, the procurement section of an or-
ganization could expect that if they choose the organization
that achieved CMMI Level 3 as the development partner, any
project under that organization will demonstrate consistent
performance. For this purpose, Level 3 is adopted as a pro-
curement standard.

However, the model approach does not guarantee improve-
ments in the QCD for organizations where CMMI and/or other
approaches have been introduced. The graph presented as ev-
idence that a process has improved is just one incident. More
importantly, there are cases that report no specific improve-
ment in the QCD effects for organizations in which CMMI
was introduced and achieved maturity level 3 [13].

On the other hand, a non-model approach is defined as an
approach that improves the ability to manage processes by
improving the performance of individual processes required
for each organization without using a given process as best
practice. In the non-model approach, rather than improving
the process from the beginning to the point at which the best
practice is determined, it identifies the processes that are re-
quired to solve individual issues in each organization, and im-
proves the processes to their ideal states.

Figure 1 shows the causes of failure and their ratio in sys-
tem development projects [14]. According to this survey, 45%
of the causes of failure in system development are related to
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Figure 1: Causes of failure and their frequency of occurrence
in system development projects

two factors: the inadequacy of the project plan and insuffi-
cient goal setting. Even if we consider other causes of failure,
many of them are process problems that are caused by man-
agement. Given such a premise, in order to maximize effect
of process improvement, we will make improvements with re-
spect to the process area of ”project planning,” which is where
most of the problems are concentrated.

However, even if the ”project planning” process is improved
until it has an ideal state, the QCD of the system development
project will not necessarily improve. The reason for this is
that the process improvement does not directly improve the
QCD, but reduces the ”rework” that was originally unneces-
sary. Then, this resulted in the improvement of the QCD.

Therefore, for process improvement that is realized using
the non-model approach, we need to define the rework, and
identify and improve the process that can reduce the need for
the rework.

2.2 What Is a Rework?

In order to explain what is a rework,let us quote the project
cost classification in system development proposed by Bill
Curtis in Fig. 2 [14].

In system development, the project cost can be classified
as an implementation cost and quality cost. The implemen-
tation cost is the total cost to manage a project, and includes
the preparation of a project plan, progress management, re-
porting, and the engineering cost for manufacturing. Next,
the quality cost is the cost to improve the quality of the prod-
uct to be provided. Furthermore, quality costs are classified
as compliance costs and noncompliance costs. The compli-

Figure 2: Classification of project costs

ance cost is the sum of the costs related to evaluations, such
as reviews, tests, and audits for quality-control purposes, and
preventive cost such as training, procedures, tools, and data
classification.

Meanwhile, noncompliance is the cost of debugging, cor-
rection, retesting, etc., which occur because of the cost of ac-
tivities to ensure compliance. Because noncompliance costs
correct defects that are noted in conmliance activities, there is
no noncompliance cost if there is no noncompliance. Accord-
ing to Bill Curtis’ research, as a result of investigating leading
global companies such as IBM/TRW/NASA-SEL/HP/Raythe-
on, 30-40% of a project’s cost is the noncompliance cost.

Even if the productivity itself is not expected to improve,
the removal of this noncompliance cost by process improve-
ment is expected to significantly improve the QCD. In this
research, we define the work generated due to noncompliance
in Fig. 2 as ”rework.”

2.3 Hypothesis of Process Improvement to
Reduce Rework

A rework can be classified into two types: Noncompliance
due to defects before the upstream process and noncompli-
ance due to defects in the process. For example, when a de-
fect is detected by a source-code review, if it was wrongly
coded owing to the use of an incorrect design document, it
becomes noncompliance due to a defect before the upstream
process. When the correct design document is used, if it is an
error in the code, it is a noncompliance that is due to a defect
in the process. In order to reduce the reworks, it would be
prudent to improve the upstream process that resulted in the
noncompliance defect in downstream processes.

In this research, we focus on defect reports in order to re-
duce reworks due to defects in the upper stream process. The
defect report describes defects that are detected during the
process. The contents of the defect reports are mainly based
on basic information such as the date, the person in charge,
the defect registration number, and the target system. In addi-
tion, the defect detection process, the defect outline, the gen-
eration location, the treatment outline, and the defect incor-
poration process are included.

Here, if the defect-detection process and the mixing pro-
cess coincide with each other, it is a noncompliance due to a
defect in the current process. On the other hand, if the detec-
tion process and the mixing process do not match, it can be
regarded as a defect caused by the upper stream process. The
basis of process improvement is root-cause management, and
improving the upstream process can result in greater benefit
by improvements in the reduction of rework.

From this perspective, we hypothesized that it is possible to
reduce the rework by tracing back to the upstream process that
caused the defects using the defect reports; we can identify
and improve the processes that are more beneficial to process
improvement in the downstream process.

2.4 Issues to Be Solved
In order to establish a process-improvement method that

is based on a non-model approach, the following two issues
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should be solved.

1. Establish procedures to identify processes that caused
rework.

The process-generating rework is different for each or-
ganization. We have not established the method to iden-
tify and improve the process of the upstream process
that caused the rework in individual organizations.

2. Establish procedures that contribute to the realization
of organizational objectives.

An organization’s expectation for process improvement
should be to meet some organizational goals. In many
cases, there may be an individual goal other than im-
proving QCD which accompanies the reduction of re-
work. For this reason also, we chose the non-model
approach. Procedures for process improvement to con-
tribute to achieving such individual organizational ob-
jectives are not yet established

3 IMPLEMENTATION METHOD OF
PROCESS IMPROVEMENT ACTIVITIES
USING NON-MODEL APPROACH

In Section 3, to solve the issue described in Section 2.4,
we propose the process improvement implementation proce-
dure using the rework information of defect reports. The pro-
posed method consists of five phases, the setting of organi-
zational goals for process improvement, the visualization of
the rework effort, the identification of work products in the
upstream process to be improved, the root-cause analysis for
embedding noncompliance, as well as additional practices to
eliminate root causes.

Improvement approaches such as TQM, GQM and PDCA
have been discussed even in non-model approaches. How-
ever, they are less practical to implement. The person in
charge of process improvement do not know which process
to choose and how to improve them; therefore, the method to
be established ought not to be an abstract one but a“ proce-
dural”method. By improving the process according to the

Figure 3: Implementation method for process improvement
in non-model approach

procedure, substantial performance improvement can be ex-
pected. For that purpose, it is desirable to adopt a method of
naturally deriving the result by following the procedure.

In the model approach, as a result of improving the con-
formance to the model, the performance is expected to im-
prove as well. However, by improving the conformance to
the model, it is inevitable that unnecessary practices of that
organization will be improved in the process. In this research,
the proposal first identifies the process that caused the rework,
and revises the work products in the upstream process that
caused the defect to the process. Thus, it is possible to im-
prove the necessary processes directly. This, however, does
not mean that performance improves as a result of improved
conformance as in the model approaches. It is only a very
simple process improvement aimed at performance improve-
ment.

3.1 Setting of Organizational Goals for
Process Improvement

First, we set up organizational goals for process improve-
ment. Organizational goals are to be achieved using process
improvement. At the same time, an index to measure the or-
ganizational goal quantitatively should be determined.

Examples of organizational objectives include achieving a
given maturity level, improving the quality and process per-
formance objectives (QPPO), improving productivity, reduc-
ing market outflow defects, and so on.

The indexes used to measure the organizational objectives
quantitatively are achievement requirements that assess wheth-
er organizational objectives have been achieved. If in the case
where an organizational goal is to reduce the market outflow
defects, the quantitative index should be ”the ratio of the num-
ber of market outflow defects will be 10% lower than the pre-
vious year.” The index should be a concrete expression such
that the cycle of data collection and/or verification analysis
could be carried out as instantaneously as possible.

3.2 Visualization of Rework Effort
Generally, if requirements that are related to QCD, such as

the order value, quality requirement, and development time
are advanced, they may influence the total project effort. There-
fore, we calculate the effort ratio for each process in the whole
project, and then we visualize the effort expended for each
process. In this case, the effort is defined as the modified ef-
fort described in the defect reports.

3.3 Identification of Work Products in the
Upstream Process to Be Improved

In the waterfall-development life cycle, work products that
are created in a certain process become the input to the next
process. Defects that occur in the downstream process are
caused by defects in work products from the upstream pro-
cess. For example, a requirement definition is considered a
work product in the requirement-management process, and
the requirement definition form becomes an input to the de-
sign process. The reason for the occurrence of some prob-
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lems in the design process may be because of some element
of trouble in the requirement-definition document.

We first pinpoint the upper stream process the defect con-
tamination based on the amount of rework effort, which is
described in Section 3.2. The work products made in each
process are documented as a work product list at the time
that the configuration-management plan is developed. These
documents should include work products that caused defects
in the downstream process. Considering the unique circum-
stances of each organization, work products that contain de-
fects are identified logically.

3.4 Root Cause Analysis of Embedded
Noncomliance

The reasons for which work products are incomplete are
related to cases where the work products themselves were de-
fective, where it is difficult to highlight the defects by peer
review, and where the defects are not detected only by peer
review. This may be the case where an intention in the up-
stream process is not transmitted correctly or when similar
defects that had to be corrected at the same time are missed.
This would be difficult to determine in the review. In such
a case, we will follow the work products and processes that
caused the upstream process.

3.5 Addition Practices to Eliminate Root
Causes

In organizations in which process improvements are intro-
duced, their activities are carried out according to the ”orga-
nization’s set of standard processes (OSSP)”. The OSSP is
classified in the process area, and is described as the process
that produces a specific kind of work product. Therefore, we
can identify a process that is performed according to the result
of the work product.

By identifying work products that resulted in a defect in the
downstream process, we can identify the process that is per-
formed by examining the OSSP. Therefore, we can improve
the process by adding practices to eliminate the cause of the
defect embedded in the work product.

The above is the proposed method employed in this re-
search. However, even if one practice is added to a process
that has already been established and operated, it is difficult
to have a notable effect. More importantly, to contribute to
the achievement of organizational objectives, multiple pro-
cess improvement methods should be simultaneously utilized.

In this research, if defects due to the influence from up-
stream process account for more than 10% of the defects, the
cycle of 3.2 to 3.5 for this proposed method shall be contin-
ued.

4 APPLICATION EVALUATION

In Section 4, by performing a case study where the method
proposed in Section 3 is applied to a real case of process-
improve- ment activities, we can evaluate the effectiveness of
the proposed method.

Figure 4: Development Lifecycle and Effort Ratio

4.1 The Target Case
Company A has been developing an embedded system mai-

nly for the purpose of measurement equipment. They have
been working on CMMI activities for 10 years, and achieved
CMMI maturity level 3 four years ago. Although the process
areas required for system development activities have been
introduced in the organization, there is so far no concrete im-
provement in the QCD.

Company A adopts the waterfall model’s development life-
cycle, which consists of a requirements definition, external
design, internal design, manufacturing, integration test A, in-
tegration test B, and system test. Integration testing is the
testing of interfaces between components. It distinguishes in-
tegration test A, which performs to satisfy external specifi-
cations and internal specifications. Integration test B targets
external specifications at interfaces between subsystems.

Company A has chosen this proposal method rather than
CMMI high maturity in order to achieve effective process im-
provement after achieving CMMI maturity level 3 and devel-
oping the underlying process.

4.2 1st Round
The organization goal was set as ”Left Shift by Reduction

of Test Defect Ratio”. The test defect ratio defines the ratio
of the number of detected defects in the test process vs. the
entire life cycle upon completion of the manufacturing pro-
cess. Left shift is defined as an activity to prevent them from
rework in the downstream process by detecting larger defects
in the upstream process.

When Company A introduced this proposed method, the
test defect ratio was 42%. The index used to measure the or-
ganizational objective quantitatively is defined such that ”the
Test Defect Ratio was Declined for Three Consecutive Years
from the Start Point”. Figure 4 shows the development life
cycle used by Company A to describe the effort on the hori-
zontal axis and each process on the vertical axis. The effort
on the horizontal axis is defined as the ratio of the effort for
each process in the total effort for the project.

Company A carries out a peer review in the upstream pro-
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cess against the requirement definition document, external de-
sign document, internal design document, and source code
document. In the downstream process, the tests are conducted
in integration test A and integration test B, and the system
test and logs are respectively documented. The peer-review
record and the test log are included in defect reports.

We calculate the rework effort from these defect reports,
and in Fig. 4, we draw noncompliance costs for defects in
the upstream process as dark, incompatible costs for defects
in the current process as light, and the ideal development cost
as white. The sum of the noncompliance costs for defects
before the upstream process and the nonconformance cost for
the current process was 51%.

When summing the defect reports, 23% of the dark color
area was embedded in the external design process. Company
A deals with custom-made measuring equipment, products
which once paid for, are used for more than 10 years, and
derivative development that is related to function expansion
is repeated. In the external design process, a system archi-
tecture design document, a screen design document for soft-
ware, and external and internal interface design documents
are made. Among them, the architectural design documents
are reused, and the screen design document is already agreed
with the customer, so we suspect that the defect is embedded
in the interface design document.

Next, in order to analyze the root cause of the incompatibil-
ity embedded in the interface design document, we conducted
investigations from three points of view: 1) Input to the inter-
face design document, 2) completeness of the interface de-
sign document itself, and 3) the absence of a peer review of
the interface design document. The incompatibility between
the interface document and other classified work products is
significant.

In the development by Company A, there is a sub project
manager (PM) who is in charge of electricity, machinery, and
software. It is necessary to simultaneously modify the inter-
face design document under the management of the sub PM
when we receive a change request from customer. However,
if the analysis of the scope of the impact due to the change is
insufficient in some cases, some interface design documents
will be missed. This causes defects in the downstream pro-
cess. In other words, it was determined that the root cause of
the trouble was the change-management process.

Company A also introduced a change-management pro-
cess, but often changed the source code suddenly in response
to change requests, and sometimes did not revise the interface
design document. There was no hand to the so-called ”skewer
management,” which simultaneously and consistently modi-
fies the interface design document and source code.

In the OSSP of Company A, there is a practice of impact
analysis, which is done by opening a configuration control
board (CCB) at the time of change management. However,
since CCB is not an essential practice in CMMI, Company
A arbitrarily performs CCB. Therefore, Company A incorpo-
rated practices to perform CCBs based on the judgment of the
PM and sub PM when a customer’s requirements changed.

In addition, as there is a possibility that the impact anal-
ysis itself is inadequate even after performing the CCB, we

Figure 5: Development lifecycle and effort ratio (2nd)

also added practices to number the traceability matrix from
the requirement definition document to the interface design
document. If the traceability matrix is assigned a number, it
can also be useful for analyzing the influence range, and it is
possible to prevent omissions to corrections of similar parts
in the downstream process.

4.3 2nd Round

Figure 5 is a graph that was created for the visualization
of rework after the completion of the 1st round of process
improvement proposed in this paper. Because the height of
the bar graph signifies the effort ratio of each process, it is
the same as in the 1st round. ”Resolved” is the area that is ex-
pected to be resolved in the 1st round of the proposed method.

After we excluded the portion referred to as ”resolved,”
when we compiled the defect reports for each process, 12% of
the dark area was in the internal design process. This means
that even in the second round, more than 10% of the defects
were concentrated within a process. Therefore, we proceeded
to the next step.

Software design documents and state-transition diagrams
are primarily created in the internal design process. In the
embedded development, the software design document is pat-
terned beforehand, and defects other than careless mistakes
are not often embedded. Therefore, it was inferred that there
is a defect in the state-transition diagram. Based on an actual
examination, defects were included in the interface between
the newly developed part and the diverted part in the deriva-
tive development. When a state-transition diagram contains
a defect, there should be a notification of a mistake when the
state-transition diagram is developed. However, because it is
difficult to complete a complicated state-transition diagram,
we determined that the main reason of the defect was the ab-
sence of peer-review.

In OSSP of Company A, the implementation rate of the
peer review was classified according to the criteria of the scale
of work products. In this case, the peer-review implementa-
tion rate for documents such as design documents was 100%,
and for transition diagrams and source codes, it was around
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30%, centering on ”dangerous places” based on the PM judg-
ment.

Therefore, in the peer review of the state-transition dia-
gram, when the reviewer reached 30% the exit criteria, they
should then terminate the peer review. For this reason, the part
including the defect may have deviated from the peer-review
target range.

In other words, 30% of the peer-review implementation-
rate was not included in the range that the PM judged as ”a
potentially dangerous place”, and that was the root cause.
Therefore, a new practice was added such that the PM and
sub PM must negotiate the validity of the peer-review scope
and prepare the minutes of the meeting.

There are three peer review methods at company A: the
buddy method, team method, and reading-out method. The
buddy method is performed by two persons, a creator and re-
viewer. The team method is a method in which multiple re-
viewers conduct an individual preliminary review. The reading-
out method is a walk-through method in conference format.
It does not include a preliminary review, and the producer
of the work reads the review subject at the review meeting,
and explains the work product in order from the beginning
to the end. The peer review becomes strict in this order, and
instead of requiring many attempts, the defect detection rate
increases.

Company A adopts the buddy method when anything is
specified, but in the case of ”newly developed parts” that are
in the ”dangerous place”, we added the practice to the review
with the reading-out method.

4.4 3rd Round
Similarly, in the 3rd round, we created a graph correspond-

ing to Fig. 5, and we visualized the classification of incom-
patibility using color coding. However, because the defects
before the pre-process did not exceed 10%, we decided to end
the cycle of this proposal.

4.5 Application Result
At Company A, a project will be launched each time a re-

quest occurs. There are relatively short-term projects with
duration of about six months. After achieving CMMI matu-
rity level 3, we applied the proposed method every year to
improve the process. In this section, we evaluate the effec-
tiveness of the proposed method by using the result of appli-
cations over the three-year period.

1. Have procedures been established to identify and im-
prove the process that caused the rework?

After confirming the organizational goal of process im-
provement, we established the process improvement pro-
cedure that first visualized the rework effort and iden-
tified the work product of the upstream process to be
improved. Then, we identified the root cause of the de-
fect by further analyzing to determine the cause of the
process incompatibility, and we added the practice for
process improvement. Although the proposed method
focused on reworks that are due to upstream defects,

Figure 6: Rework effort ratio

for comparison with the case where CMMI was intro-
duced, it is necessary to include reworks due to de-
fects of upstream processes and due to in-process de-
fects, as in Fig. 6. The rework effort ratio, which
was originally 51%, improved to 42%. Even though
they achieved CMMI maturity level 3, for an organi-
zation that could not confirm the specific effect of the
improvement, an improvement effect of approximately
9% was confirmed three years after introducing this
proposed method.

2. Has an improvement procedure that contributed to re-
alizing organizational objectives been established?

In the proposed method, we set up organizational ob-
jectives at the initial stage, and at the same time, we
set indices to quantitatively measure organizational ob-
jectives in order to see that process improvement con-
tributes to the realization of organizational objectives.
Figure 7 shows the trend of the test defect ratio over
three years after introducing this proposed method. The
test defect ratio improved from 42% to 37%. The num-
ber of projects in the first year after the introduction
of this proposed method was 102, and the number of
dprojects after three years was 96. Here, as the null hy-
pothesis, we wet the ”Mother proportions of two groups
are equal” and tested the difference between the ratios
of the two groups. If the number of projects is a trial
number, the improvement from 42% to 37%, the test
statistic exceeds the p value. It can be said that the con-
firmed improvement is a significant effect.

5 DISCUSSION

In this section, we evaluate the validity of this proposal by
analyzing the result of applying the proposed method of this
research to the case study of chapter 4.

5.1 Effectiveness as a Non-model Approach
Procedure

In the proposed method, as shown in Fig. 3, if the improve-
ment policy is agreed first, the rest of procedure can follow the

International Journal of Informatics Society, VOL.10, NO.1 (2018) 3-11 9



Figure 7: Test defect Ratio

improvement process according to the procedure and confirm
the reproducibility.

Taking company A as an example, projects under the orga-
nization resulted in a unified form of the defect management
reports in each process. By using the defect management re-
ports, the rework efforts are then visualized as shown in Fig.
4, from which one can identify the areas with the most rework.
Thereafter, by referring to the configuration management pro-
cess, it is possible to uniquely identify the upstream process
that caused the rework. We will carry out the peer review
again and confirm the intent of the upstream process, from
which one can identify the root cause the process in down-
stream. Finally, process improvement is achieved by adding
practices to solve the root cause.

This methodology is not based on empirical results or im-
plicit knowledge of process improvement. The same conclu-
sion can be reproduced by tracing the upstream process ac-
cording to the procedure. It is considered that the proposed
method can be utilized as a non-model approach procedure.

5.2 Effectiveness as Proposed Method of
Process Improvement

According to the case of company A, the rework rate was
improved from 51% to 42% and the test defect ratio was im-
proved from 42% to 37%

The rework rate improved by 9% over three years, which is
only 2% lower than 40% of the leading company. Originally,
CMMI was intended to be suitable for large-scale enterprises
like the leading company. There has been some discussions
that it may not be suitable for a small-scale enterprises such as
company A. Improvement to the remaining 2% of the lower
limit is thus considered acceptable.

The test defect ratio was improved by 5% over three years.
This value was not expected from the beginning; it was ob-
tained as a side effect owing to the reduction in the rework ra-
tio. In the announcement for the SEPG conference to be held
every year in North America, because there are many compa-
nies aiming for a test defect ratio of approximately 35%, the
target value is again improved to 2% for average companies.

Because introducing one improvement method is a not a
panacea for all problems,, both the rework ratio and the test
defect ratio have to be improved to 2% up to the general target
value. This may be acceptable as an improvement for the first
three years.

5.3 Requirement for Introducing This
Proposal Method

In order to implement the procedure of this proposed method,
it is necessary that a certain degree of process has been estab-
lished prior to that time. The proposed method worked ef-
fectively because it can be implemented practically, such as
creating a unified defect management sheet, identifying work
products created in each process, and managing work prod-
uct output from each process. It is not possible to introduce
anything without the foundation of a process management.

For company A, the improvement up to CMMI Level 3 was
achieved, thus it can be said that the proposed method func-
tioned effectively. However, one cannot expect that the pro-
posed scheme will work similarly where the process is not
introduced like the organization at CMMI Level 1.

If a company that achieved CMMI Level 3 desires to con-
tinue with further process improvement, it is natural for the
company to aim for Level 4 or 5, which is a high-maturity
level. However, if organizations are wary of improvements
based on the model approach, then there is the option to in-
troduce improvements using this proposed method, which is
based on the non-model approach.

6 CONCLUSION

While many process-improvement activities are based on
model approaches, in this paper, we proposed a process im-
provement method based on a non-model approach that ap-
pears to contribute to the achievement of each organization’s
business goals.

The company A that was referred to in this paper did not
confirm the concrete effect while attaining the CMMI matu-
rity level, but in the three-year period after adopting this pro-
posed method, we confirmed the effect of realizing the goal
and reduction in the number of reworks. We therefore believe
that this proposed method is effective.

To further improve the proposed method, it is necessary to
change some subjective judgments in the procedure to make
them more objective. The defect reports are sometimes cre-
ated during the project activity, the embedded upstream pro-
cess defects are ”surmised”. Even when multiple factors caus-
ing defects are considered, it is sometimes difficult to express
them accurately in defect reports.
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Abstract -The body movement of an actor is one of the im-
portant factors in theatrical performance. In theatrical prac-
tice, a director instructs actors about such important element. 
In addition to practice with the whole members, actors prac-
tice individually to check and review the director's instruc-
tions. Therefore, to keep a record of practice is important to 
improve the quality of performances. Currently, the record-
ing of practice is done mainly in the form of writing to the 
script by text, but it is sometimes hard to record the body 
movements accurately. Therefore, we constructed a system 
aimed at automatic motion capture of actors’ body move-
ments in theatrical practice with action cueing. By notifying 
the timing of performance for an actor using smart watch, 
our system can record the physical expression while sup-
porting the actors' practice. We conducted an experiment to 
evaluate the efficiency of this system. From the results, we 
confirmed that this system can record the body movements 
with a small workload and short time. 

Keywords: motion capture, theatrical performance, body 
movement, smart watch, action cueing 

1 INTRODUCTION 

Theatrical performances are created by directors, actors 
and other many staffs. In theatrical performance practice, 
the director instructs actors about performances. Theater 
organizations practice many times to make the performances 
better. However, many theatrical organizations have prob-
lems of lack of practice places and opportunities [1]. There-
fore they encourage actors' self-practicing to improve the 
quality of performances. In self-practice, actors mainly re-
view the director's instructions and prepare for the roles by 
reading the script for the next practice. Therefore, keeping a 
record of practice is very important to improve the quality of 
the performance. Currently, the recording of practice is done 
mainly in the form of writing to the script by text, but it is 
difficult to record the body movements of actors by text. We 
focus motion capture technology as a method to record body 
movement to deal with this difficulty. However, using mo-
tion capture in a limited practice time may be a heavy bur-
den for the director and decrease practice time. 

In this paper, we construct a system aimed at automatic re-
cording of actors’ body movements in theatrical practice 
while supporting actors’ learning. In recording practice, it is 
difficult to grasp the timings of actors’ performances. To 
deal with this problem, we utilize action cues for supporting 
theatrical practice. We assume that action cues are not only 

useful for supporting theatrical practice but also for grasp 
timings of actors’ performances. By automating recording 
body movements of actors’, it is unnecessary to devote time 
for motion capture separately from the practice time, and it 
is possible to reduce the workload of recording body move-
ments. 

In order to evaluate user’s workload of this system, we 
conduct experiments in two situations: recording by this 
system and by a human-shaped input device. In both situa-
tions, the subjects participate as the director and record the 
physical expression of actors. Two experimenters participate 
as actors. In the experiments, we compared workload and 
time required to record actors’ body movements. From the 
results of the experiments, we confirmed that this system 
can record body movements by lower workload and shorter 
time. The rest of this paper is organized follows: Section 2 
describes overview of theater activities. Section 3 introduces 
Digital-Script, and Section 4 describes related works. Then, 
the detail of our system is described in Section 5, Section 6 
shows evaluation of this system. Finally, we conclude in 
Section 7. 

2 THEATER ACTIVITIES 

This section describes the outline of theatrical practice 
and the methods of recording practice. 

2.1 Outline of Theatrical Practice 

 In Japan, theater activities are performed by many organi-
zations continually since early time, and it is recognized as 
an important artistic activity. When performing theaters in 
public, a theater organization completes the work while 
practicing repeatedly many times. A director’s role by the 
process of the practice is to coach actors to bring their per-
formance close to ideal. On the other hand, actors try to un-
derstand the director's intention and express it in the perfor-
mance. Steps of a practice are roughly divided in three, 
“Reading Scripts”, “Standing Practice”, and “Stage Re-
hearsal” [2]. According to Goan et al., in these practice steps, 
“Timing of each action”, “Body movements”, and “Feel-
ings” are important [3]. A director mainly instructs actors 
about these important elements during practice. 

 Timing of each actions
Timing of the start of a line creates a span between lines.

Different from a picture work such as movies, spans are 
transmitted to the audience in real time. Spans are the time 
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the audience uses imagination about the kind of relationship 
between characters. Therefore, spans are very important 
element being concerned with success or failure of perfor-
mances [4]. In actual practice, instructions from a director to 
an actor about spans are the most frequent. A director 
coaches actors about it very finely. As an example, "a little 
early", "immediately begin to say when the line of that per-
son is finished", "open for two seconds." are given. By tak-
ing the appropriate spans, performances become better, and 
it is possible to avoid lines become monotonous. 

 Body movements
The actors express the feelings of the roles playing with

their own bodies. Frequently, the director instructs the actor 
how to move in order to express the feelings of the role. 
Also, it is a very important factor how the actors look like 
from the audience. Therefore, actors often check their 
movements with a mirror. 

 Feelings
Feelings in performances are expressions and perceptions

that actors feel. An actor must speak lines with getting into 
the character. When the remark of actors is not enough of 
feelings, it is given a worthless performance. Therefore, 
directors coach for actors about feelings frequently. The 
grounds of remark of actors are feelings that the character 
has. 

2.2 Methods of Recording Practice 

Many theatrical organizations lack of places to practice 
and opportunities, therefore they encourage actors' self-
practicing to improve the quality of performance. In self-
practice, actors mainly review the previous lesson and pre-
pare for the role by reading the script for the next lesson. 
Therefore, it is important to keep a record of these elements 
to improve the quality of the performance. The following 
methods can be considered for recording performance. 

 Writing to the script by text
Recording is done by handwriting. Currently, this is the
most common recording method. This method is difficult to
record nonverbal elements such as body movement. In addi-
tion, there is a disadvantage that an actor must temporarily
stop the performance to record.

 Movie
In this method, it is possible to record a lot of information
and record nonverbal elements. Indeed, there are many ac-
tors to use for review by taking movies of their own acting.
However, the recorded movie has no use other than watch-
ing it. In addition, there is a disadvantage that confirmation
becomes complicated in proportion to the recording time.
For example, if you record a two hour lesson by a video, it is
hard work to find a few seconds of acting that you would
like to check.

 Motion capture
This method is suitable for recording non-verbal elements
such as body movements. Also, recorded data can be applied

to various things. For example, it is possible to visualize a 
recorded motion data and confirm the performance from an 
arbitrary viewpoint. In addition, if you record the perfor-
mance separately for each actor, it is possible to easily 
search for performance that the actor wants to confirm. On 
the other hand, there is a disadvantage that cost of motion 
capture equipment is high, and in some cases, additional 
time is required for motion capture. 

Considering the use of the record of physical expression 
for practice, we think that high versatility of recorded data is 
important. According to research [5] by Ando et al., to im-
prove actors’ quality of performance, it is important for ac-
tors to review performance from an objective point of view. 
Take motion capture as an example, you can check the 
movement of your body from any viewpoint based on the 
data obtained by motion capture. Furthermore, it is possible 
to apply motion to avatar using that data, and various appli-
cation methods using motion capture are conceivable. On 
the other hand, in the case of a movie, since the direction is 
fixed, it is impossible to confirm the viewpoint from the 
audience seats and opponent actors. Therefore, we focused 
on motion capture in this paper. In the next chapter, we in-
troduce Digital-Script that handles elements necessary for 
theater as digital data. 

3 DIGITAL-SCRIPT 

3.1 Overview of Digital-Script 

We propose Digital-Script which is added with the data 
necessary to performances. Digital-Script is handled as a 
database, and is different from the conventional scripts. 

Theatrical production has technical elements and actor’s 
performance elements. Technical factors are such as sound 
effect, lighting effect, stage carpenter and stage design. In 
actor’s performance, “Timing of each actions”, “Body 
Movements”, and “Feelings” are very important elements. 
However, it is difficult to read these factors from a script 
written only in text. Therefore, in order to visualize these 
important elements, we try to handle them as digital data. 
Especially, in this paper, we focus on adding motion capture 
data of actor’s body movements to Digital-Script. Upon 
making database of scripts, we compose Digital-Script by 
text and numerical value in order to make the system which 
has a variety methods of the visualization to each needs, 
such as voluntary exercise of actors, directions input of a 
director, and stage confirmation. In addition, in order to help 
actors grasp the timing of each action that changes on the 
stage, we add time information to each data. These data are 
added in the input applications of the digital script of the 
previous research. In this paper, we add motion data to Digi-
tal-Script. 

3.2 Digital-Script Database 

Digital-Script is handled as database which is implemented 
by MySQL. Figure 1 shows the configuration of the Digital-
Script database. Digital-Script is distributed by scene unit. 
Scene data manages a certain scene and includes “SceneID”, 
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“Title”, “SceneName”, and Actor data. In the following, we 
explain Actor data in detail. In Actor data, the peculiar ID 
and name are assigned to every character. In addition, 
“SAY”, ”FEELING”, ”MOVE”, ”SEE”, and “ACTION” are 
included in it. 
 SAY
SAY data are about actors’ speech. This means that an actor
speaks A when the elapsed time gets t sec. Strength means
that an actor should strongly/weakly read an appointed part
of lines A. Long means that an actor say lines A in l second.

 FEELING
FEELING data are about the feelings of an actor. This
means that an actor has feelings E at the time of t second.

 MOVE
MOVE data are about actor’s standing position. This means
actor’s movement to (x, y, z) coordinates during elapsed
time between t1 sec to t2 second.

 SEE
SEE data are about actor’s head direction where the actor
should look at. This means that the actor looks at the desig- 
nated direction when the elapsed time get t sec. The direc- 
tion where the actor should look at is designated by (x, y, z)
coordinates.

 ACTION
ACTION data are about actors’ body movements. This
means that the actor performances as M when the elapsed
time get t second.

The above data can be used in various applications. Section 
4.3 describes examples in which these Digital-Script data 
are read into the system and visualized. In this paper, AC-
TION is newly defined in Digital-Script and motion capture 
data is added to it. 

4 RELATED WORK 

In this section, we introduce several studies to support theat-
rical activities. 

4.1 Recording of Body Movements 

Hachimura et al. tried to motion capture the behavior of 
Japanese dance, which is a traditional Japanese art, to make  

it useful for inheritance and preservation [6]. In addition, 
Hachimura and colleagues analyze the characteristics of  
"Okuri" which is the basic behavior of dancing by using 
motion-captured data. There are also many studies using 
motion capture in the field of ballet and dance. Saga and 
colleagues have studied using motion capture for simulation 
of ballet choreography [7]. Their study's goal is to develop 
an automatic composing system for ballet by using motion 
Data archives. However, these studies use large-scale 
equipment for motion capture, and Hachimura also states 
that the operation of these equipments requires experts with 
special skills. 

Figure1: Components of Digital-Script Database 

4.2 Action Cueing 

Takatsu et al. applied smart watch to support the practice 
of dramas [8]. In order to practice smoothly, it is important 
for the actors to learn the correct order of performance. 
However, in the early steps of practice, it is difficult for ac-
tors because a play script has a lot of information to learn. In 
this research, Smart watch has the role of telling the infor-
mation to the actors and informing them in the correct order. 
Smart watch is a way to convey information without putting 
a physical burden on the actor. This research makes it easier 
for actors to perform in the proper order, and actors can 
concentrate more on acting. 

4.3 Digital-Script 

We introduce two studies to support practice of theater by 
using Digital-Script. 
Shimada et al. proposes the self-practice system [9] which 
reflected a direction of a director. This focuses on timing of 
an action such as beginning of lines and movements. This 
system visualizes Digital-Script in two ways like Fig. 2. In 
this display, timing of each action is showed by a time-line 
and spatial information is showed by 3DCG. By using this
system, it is possible for an actor to practice while grasping 
progress of a performance intuitively. 

Theater organizations may not practice anytime with all 
members because they don’t have their own practice space 
and most actors have another job. By using Digital-Script, 
theatrical practice support system [10] enables actors to 
practice performance in the situation that a director or a part 
of actors cannot participate. This system needs monocular 
Head Mounted Display (HMD). In this HMD, virtual actor 
that plays absent actor’s role is displayed, and a user is 
coached automatically by detecting and comparing actor’s 
movement with information in Digital-Script like Fig. 3. 

International Journal of Informatics Society, VOL.10, NO.1 (2018) 13-20 15



Figure 2: Voluntary practice system [9] 

Figure 3: Theatrical practice support system [10] 

5 AUTOMATIC MOTION CAPTURE SYS-
TEM OF ACTORS’ BODY MOVEMENTS 

Recording performance is important in the practice of thea-
ters. However, with the current method, in practice of acting, 
recording body movements is sometimes hard. Therefore, 
we propose the system that can automatically record actors’ 
body movements while supporting for actors’ learning. This 
system can notify action cueing to actors during recording 
body movements. This automatically generates motion data 
without long time and heavy workload. By notifying action 
cue to actors, it can make practice smooth and reduce mis-
takes of acting. The contributions of this system are as fol-
lowings. 

 Simplification of recording body movement
By automation of the recording of the actors’ physical ex-
pressions, there is no need to perform additional work for
recording. This system does not require special skills or
more time than practice time. This contribution can solve
the problem that the recording operation shortens the prac-
tice time.

 Data acquisition of body movement as Digital-Script
Scripts are what represent story of the theater. However,
since scripts are written in text, actors cannot intuitively
grasp the non-verbal elements such as the movement of the
body and the standing positions of the actors. Therefore, we
propose the motion capture system for the physical expres-
sions of actors. We treat this recorded motion data as a part
of Digital-Script and save it in a format that can be used for
various purposes.

 Notifying of the order of performance of actors
In this system, smart watch notifies the order of perfor-
mance of each actor individually. Smart watch shows what

the actor will do next and the next line. Smart watch’s vibra-
tion informs the order of acting, so the actor does not need 
to see the screen. By using this system in the early stage of 
practice, the actor can learn the flow of acting by notifying 
action order. This system can automatically record the body 
movement while actors concentrate on performance. 

5.1 System Overview 

This system automatically records the performance with-
out a heavy burden for an actor or a director. Also, this sys-
tem notifies actors of the order of acting and supports the 
practice of actors. Figure 4 shows the usage of this system. 
This system requires PC, Kinect, tablets, and smart watches. 
The director uses the web application on the PC. The Fig. 5 
shows the screen of the web application. On the right side of 
this screen, the result of reference to Digital-Script database 
is displayed. Lines, timings, actor’s names, actions are 
shown. The director checks the performance of the actors 
while confirming the flow of the script on this screen. By 
pressing the start button, practice begins along the data of 
Digital-Script. On the left side of this screen, the director 
can select the line and resume practice from there.  Also, the 
director can delete or add lines on this application. All the 
results of editing are automatically saved in Digital-Script. 

When the performance starts, this system tracks progress 
of performance automatically according to Digital-Script, 
and notification is sent to the actor's smart watch. At that 
time, all movements of actors are motion captured by Kinect 
and saved as Digital-Script. On the other hand, the actor 
wears a smart watch and practices. The smart watch notifies 
by vibrating according to the behavior of each actor and the 
timing of speech. This timing of notification is based on the 
Digital-Script database.  

Figure 6 shows the notification display of smart watch. 
On the display of smart watch, the line that the actor speaks 
at that timing is displayed. Therefore, actors can reduce mis-
takes in acting and can practice smoothly. This function 
plays the role of "prompter" in an actual theater that gives a 
reminder to actors who forgot the line etc. 

We use Samsung Gear Live for smart watch. Samsung 
Gear Live is designed to be used in paired with an Android 
tablet, and an Android tablet is required for communication 
with the server of this system.  Figure 7 shows the display of 
Nexsus 7, and this is the interface that cooperates with PC 
and smart watches. You can grasp the status of the connec-
tion with PC and smart watches, and the status of this sys-
tem on this screen. 

Figure 4: Usage image of this system 
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Figure 5: Web application 

Figure 6: Notification window of smart watch 

Figure 7: Tablet display 

5.2 Use Case 

We assume that this system is used in the following cases. 

 Early stages of practice
This system is supposed to be used at the stage of practice.
In early stage of practice, actors do not remember the order
of acting perfectly. Normally, at this stage, the actors prac-
tice while having a script, and receive instruction from the
director.

 4 meters square space
This is the extent of space where actors can practice while
moving. This range of space depends on specifications of
Kinect.

 Participating of the director in practice
We assume that the director participates in the practice and
instructs the actors' acting. The director has the right to de-
cide all performance. Therefore, we assume that theatrical
organizations use this system with the aim of recording of
performance.

5.3 Implementation 

Figure 8 shows the hardware architecture of this system. 
This system requires PC, Kinect, tablets, smart watches. We 
used Samsung Gear Live for smart watches and Nexsus 7 
for Tablets. Samsung Gear Live is connected to the PC serv-
er by WebSocket. In order to connect quickly and support 
multiple devices, we use WebSocket. WebSocket can keep 
socket open with bidirectional connection and support stable 
connection in multi device environment. This was imple-
mented by node.js and was connected to the device using 
Cloud9 and heroku. In this system, each actor wears this 
smart watch and receives action cueing by vibration. Sam-
sung Gear Live is paired with a Nexus 7 tablet. Since only 
one smart watch can be controlled with one tablet, we used 
multiple tablets connected by Bluetooth. We use Android 
Wear 5.0.1 as the implementation platform and the Android 
Java API v21.1.2. The processor is 1.2 GHz Qualcomm 
Snapdragon 400, and the display is Super AMOLED 1.63 
type. Tablet OS is Android Wear 4.4.3, 1.3 GHz NVIDIA 
Tegra 3 mobile processor. Kinect for Windows API v2.0 
was used as a depth camera to recognize the movement of 
each actor. Kinect has a depth camera, RGB camera, multi-
ple eye ray microphone, and processor. Kinect can recog-
nize the gesture, the position, and height of the users. Figure 
9 shows summary of the network configuration of this sys-
tem.  

5.4 Motion Capture 

 In a theatrical practice, multiple actors participate it. Since 
this system can detect up to six actors, it is possible to rec-
ord movements of multiple actors at the same time. This 
system always detects actors during practice. Then, motion 
capture is started automatically when action cue is notified
to the actor. After the start of motion capture, skeleton coord 
inates of the actor are recorded for each joint for few sec-
onds. The recorded data is output as a CSV file and finally 
converted to a Digital-Script format. Figure 10 shows an 
example of visualized Digital-Script data. 

6 EVALUATION 

 This chapter describes experiment to evaluate workload of 
this system in recording actor’s body movements. 
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 Figure 8: Hardware architecture 

 Figure 9: Network configuration 

Figure 10: Visualized image 

6.1 Subjects 

10 university and graduate school students participated in 
this experiment. One subject participated in one experiment. 

6.2 Method 

As a director, the subject instructed the actors about per-
formances while watching the script. Two experimenters 
participated in the experiments as the actors. Subjects rec-
orded performances of actors. We conducted the experiment 
in two situations: Experiment A and B. In Experiment A, 

subjects recorded body movements of actors with this sys-
tem, and in Experiment B, subjects record it with human-
shaped device. Five of the ten subjects belonged to Group 1. 
Firstly, Group 1 participated in Experiment A and then did 
Experiment B. The remaining 5 subjects belonged to group 
2. Group 2 first participated in Experiment B and then did
Experiment A.

In Experiment A, the subject participated in this Experi-
ment As a director. First, the subject saw the performance of 
the actor. Subsequently, the subject instructed the acting of 
the actors. The content of the instruction was what the ex-
perimenters informed the subject in advance. After those 
instructions, the actors performed acting according to in-
structions. The subject recorded their performance using this 
system. We measured the time required to record perfor-
mance. To summarize, Experiment A proceeded in the fol-
lowing procedure. 

1. Explanation of the flow of the Experiment and the op-
eration of this system 

2. Watching practice
3. Instructing to the actors
4. Recording practice

In Experiment B, like Experiment A, the subject participat-
ed in this experiment as a director. The subsequent flow is 
the same as Experiment A, but in this experiment this sys-
tem was not used. First, the subject saw the performance of 
the actor. Subsequently, the subject instructed the acting of 
the actors. After those instructions, the actors performed 
acting according to instructions. We recorded that situation 
in video. The subject created motion data using QUMAR-
ION (see Fig. 11) while referring the video. QUMARION is 
a human type input device developed and sold by Celsys 
[11], Inc. It is a device used for creating motion and pose of 
3D animation. The size of this device is 29 × 30.8 × 10.8 
(cm) and the weight is 255g. It has 16 joints and 32 sensors
and can create motion intuitively and easily. We measured
the time required by subjects to make motion using this de-
vice. To summarize, Experiment B proceeded in the follow-
ing procedure.

1. Explanation of the flow of the experiment and the op-
eration of this system 

2. Watching practice
3. Instructing to the actors
4. Practice with recording by video

5. Creating motion data by QUMARION with reference to
movie 

 We used a script for each experiment. We used two scripts, 
X and Y, from free script download service [12]. Details of 
the two scripts are shown in the table 1. Both scripts are for 
a theater of around 150 seconds. For both scripts, we pre-
pared six experimental tasks. 

6.3 Evaluation Items 

In both experiments, we evaluated the workload and re-
quired time in the recording of the physical expression of 
the actors.  
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Figure 11: QUMARION [11] 

Table 1: Details of scripts 

To evaluate workload of with this system, we used NASA 
- Task Load Index (NASA-TLX, here in after referred to as
TLX). TLX is one of the most frequently used subjective
workload metrics. TLX has 6 scales: Mental Demand, Phys-
ical Demand, Temporal Demand, Overall Performance Frus-
tration Level. They are rated for each task within a 100-
points range with 5-point steps. Figure 12 shows part of the
answer sheet for these scales. Subjects fill in this line the
degree of involvement in the workload for each scale. We
measure the position of the mark on the line to get a rating
of 1 to 100 (= iν ). We create an individual weighting of
these scales by letting the subjects compare them pair-wise
based on their perceived importance. This needs subjects to
choose which scale is more relevant to workload. The num-
ber of times each is chosen is the weighted score (= iω ). We
calculated WWL (weighted workload) from this weighted
score by formula (1). A small WWL value means that the
participant's workload is small.
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In Experiment A, we measured the time taken for record-
ing of the physical expressions of the actors. On the other 
hand, in Experiment B, we measured the time taken to cre-
ate motion data by QUMARION. 

6.4 Results and Discussion 

Table 2 shows group 1’s result about 6 scales of NASA-
TLX, and table 3 shows group 2’s. Table 4 shows the results  

Fi
gure 12: Workload metrics 

Table 2: Result of NASA-TLX for group 1 
Scale Proposal method Compared method 

Score 
Physical demand 27.4 49.4 
Mental demand 36.6 43.6 

Temporal demand 40.2 18.2 
Performance 33.8 57.6 

Effort 16.5 62.8 
Frustration 27.2 52.2 

WWL (Weighted 
workload) 

33.8 56.5 

Table 3: Result of NASA-TLX for group2 
Scale Proposal method Compared method 

Score 
Physical demand 33.2 59.6 
Mental demand 37.8 59.8 

Temporal demand 15.8 18.2 
Performance 84.3 47.2 

Effort 36.2 38.2 
Frustration 34.0 43.8 

WWL (Weighted 
workload) 

38.3 51.1 

Table 4: Workload of group 1 
Experiment Script WWL(Weighted workload) 

A X 33.8 
B Y 56.5 

Table 5: Workload of group 2 
Experiment Script WWL(Weighted workload) 

A X 38.3 
B Y 51.1 

Table 6:  Results of time required 
Experiment Group 1 Group 2 Ave. 

A 223.4 sec 195.2 sec 209.3 sec 
B 827.2 sec 626.0 sec 726.6 sec 

for group 1’s workload, and Table 5 shows group 2’s. Table 
6 summarizes the results on the time required for each group 
of experiments.  

From table 4 and 5, it can be seen that the values of WWL 
are smaller in Experiment A in both groups. From this, we 
found that this system can record actors’ body movements 
with low workload. 

From table 6, we see that the time taken by Experiment A 
is shorter. From this result, it can be said that subjects record 
body movements with this system by the shorter time. We 
assume that one of the reasons for reducing workload is 
shorter time required. 

From table 1 and 6, we found that Experiment A takes 
about 209 seconds compared with the time of the scripts of 

Length Number of lines Number of tasks 
Script X 150 sec 30 6 
Script Y 150 sec 32 6 

(1) 
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150 seconds. The time required by this system is slightly 
longer than the script time, but we think that recording can 
be completed in a sufficiently short time. 

7 CONCLUSION 

Self-practice of actors is encouraged by many theater or-
ganizations. In a self-practice, an actor reviews important 
elements in performance such as body movements. There-
fore, during practice, to record instructions about it from the 
director is very important to blush up actor’s performance. 
Currently, the recording is done mainly by writing text in a 
script. However, this method is not suitable for recording 
actors' body movements and it is hard for an actor to review 
during self-practice. Therefore, we tried using motion cap-
ture to deal with this problem. Generally, motion capture 
requires long time and workload. In this paper, we propose 
the system that simplifying records body movements during 
practice by motion capture. In addition, by notifying the 
actor of the action cue using the smart watch, this system 
reduces mistakes in performance of actors and makes prac-
tice smoother. We conducted experiments to evaluate the 
workload of this system and time required. To evaluate 
workload of with this system, we used NASA-TLX. TLX is 
one of the most frequently used subjective workload metrics. 
As a result, we confirmed that the system can record in short 
time with small workload. 
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Abstract -Recently, live Internet broadcasting services 
such as USTREAM and TwitCasting have become popular. 
In such broadcasting, broadcasters record videos using the 
cameras on their laptops or smart phones (clients). The cli-
ents send the video data to the broadcast servers of live In-
ternet broadcasting services, and the servers distribute the 
videos to the viewers. We can use high processing power 
computers provided by cloud computing services to improve 
the qualities of the videos or to show additional information. 
The processing power of the computers provided by cloud 
computing services often changes. Thus, by flexibly select-
ing the most useful computers, and flexibly determining the 
processing from the desired effects, clients can reduce the 
limitations on the types of effects. In this paper, we propose 
a ‘different-world broadcasting system’, a live Internet 
broadcasting system, enhanced by cloud computing services. 
In the proposed system, the policy for using cloud compu-
ting services, (i.e., the selection of the desired machine and 
effect specifications,) is described by ECA (Event, Condi-
tion, Action) rules, to enable flexible policy change. In this 
research, we implemented and evaluated the different-world 
broadcasting system enhanced by cloud computing services. 

Keywords: Streaming Delivery, Multimedia, Internet Live 
Broadcasting, Video on Demand, Different Worlds Broad-
casting 

1 INTRODUCTION 

In recent years, real-time video distribution (live Internet 
broadcasting) via the Internet, such as USTREAM and 
TwitCasting, has become popular. In live Internet broadcast-
ing, broadcasters or viewers often add video effects to en-
hance visual experiences. By using high processing power 
clients, the broadcasters can add various types of effects to 
further enhance the visual experiences and/or show addi-
tional information. Meanwhile, high processing power com-
puters, provided by cloud computing services such as Mi-
crosoft Azure, Amazon Web Services, and Google Cloud 
Platforms, have recently become available. For using these 
high power computers to add such effects, clients select the 
desired computer, send their recorded video data to the se-
lected computer, and specify the desired effects (types, pa-
rameters, etc.)  

 Though some distributed processing systems for live In-
ternet broadcasting have been developed [1],[ 2], they do not 
focus on cloud computing services. Our research group has 
developed a distributed live Internet broadcasting system, 
called the different-world broadcasting system [1], an image 
of the system is shown in Fig. 1. In different-world broad-
casting, effects such as blurring are added by a camera to 
videos recording the real-world, and videos are distributed 
to viewers. In the different-world broadcasting system, the 
different-world broadcasting server adds the video effect. 
Therefore, the processing load caused by the addition of the 
video effect, which has conventionally been done by the 
clients, is here distributed (Fig. 2). This system assumes that 
a different-world broadcasting server is a computer owned 
by a distributor, or a virtual computer provided by a cloud. 

In our previous research [1], we developed a different-
world broadcasting system using a computer owned by a 
distributor as the different-world broadcasting server. In this 
case, when many viewers request adding effects in a short 

Figure 1: Different worlds broadcasting 

Figure 2: Overview of load distribution 
of effect addition processing 
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period of time, and when effects with a large load are re-
quested, it takes long time to add the effects since the com-
puter processes all of these requests. This causes delay and 
destabilization of the delivery frame rate. For this reason, 
the available effects in this system are limited, to light-load 
effects, in order to keep the delivery frame rate. This limita-
tion decreases the quality of the user’s different-world expe-
rience. 

 In this research, we assume the systems that use a cloud 
service virtual computer as the different-world broadcasting 
server that adds video effects. In general, a number of virtu-
al machines are easily available in cloud services. Therefore, 
the use of multiple virtual machines as different-world 
broadcasting servers improve the speed to add effects, while 
distributing the load among different-world broadcasting 
servers and maintaining a stable delivery frame rate. In our 
previous research, we assumed the systems that use only a 
single computer. In this research, we implement a distribut-
ed live Internet broadcasting system using cloud service, and 
evaluate its performance. In the implemented system, effect 
addition is processed using the virtual computer provided by 
cloud services. When delegating processing to virtual com-
puters, the performance of the processing computer is flexi-
bly controlled by ECA rules. The evaluation results con-
firmed that the turnaround time of the effect addition can be 
reduced by using these rules. 

 The rest of the paper is organized as follows. We discuss 
related research in Section 2. In Section 3, we explain the 
design and the implementation of the proposed different-
world broadcasting system using cloud service, and in Sec-
tion 4, we evaluate its performance. We discuss the evalua-
tion in Section 5, and conclude the research in Section 6. 

2 RELATED RESEARCH 

Various methods have been proposed for distributing the 
processing load. However, most of them require the con-
struction of load distribution systems beforehand. In live 
Internet broadcasting, however, it is easy to commence live 
broadcasting, and the number of video distribution terminals 
is typically unspecified. Therefore, it is difficult to construct 
a load distribution system for a large number of video distri-
bution terminals in advance. Several studies have been done 
on distributed video processing systems that use computers 
other than video recording terminals.  

In MediaPaaS, designed as a cloud computing service in 
the PaaS (Platform as a Service) type for live broadcasting, 
it is possible to encode, re-encode, and distribute the video 
using the computer on the service provider side [2]. Differ-
ent from MediaPaas, our proposed system implements, a 
load balancing system by using PIAX [9], a P2P agent plat-
form. 

In our proposed system, when the video recording terminal 
connects to a different-world broadcasting server, it inter-
rupts the connection and distributes the load by randomly 
selecting the connection destination from some of different-
world broadcasting servers. It has been experimentally con-
firmed that distributing the processing load over a number of 
different-world broadcasting servers and video recording 
terminals reduces video processing time. In this research, in 

order to be able to use more different-world broadcasting 
servers, we implement the proposed system, and evaluate 
the video processing time, using the virtual computers pro-
vided by a commercial cloud service.  

The system implemented in [3] enables the viewing of re-
cently recorded video (chasing playback) for live broadcast-
ing performed by a P2P network. In this video distribution 
system proposed in this paper, broadcasters select adding 
video effects, one of the features of the system proposed in 
this research. 

Several methods have been proposed for reducing the de-
lay time of video distribution for live Internet broadcasting. 
In live broadcasting with SmoothCache 2.0 [4], it is possible 
to reduce the communication load and delay time of the vid-
eo recording terminal, by caching video data from other 
peers and distributing it from the cached peers using the P2P 
network. Dai et al. Proposes a P2P network distribution 
route determination method which minimizes the delay time 
in [5]. In the HD method proposed, communication is re-
duced by simultaneously transmitting video data to multiple 
viewing terminals using one-to-many broadcast distribution 
combined with one-to-one communication in [6]. In the pro-
posed system, these delay reduction methods can be applied 
when distributing videos, but our research differs in its de-
sign of the video processing system. 

studies on systems that perform video processing on stored 
video data have been discussed. Gibbon et al. proposed a 
system that performs video processing by transferring video 
data shot by a camera to a computer with high processing 
power. Ting et al. proposed a system that stores images cap-
tured by low processing power computers (e.g., 
smartphones) directly in an external storage device such as 
cloud storage, without storing them in them [8]. These sys-
tems, however, target stored video data, and cannot be ap-
plied for live Internet broadcasting.  

3 SYSTEM DESIGN AND IMPLEMEN-
TATION 

We applied a load distribution mechanism to the different-
world broadcasting servers and video recording terminals of 
the different-world broadcasting system. 

In this section, we explain the system design, the load dis-
tribution mechanism, the design of the description method 
used for dynamically allocating and executing the effect 
addition processing, and the implementation of these com-
ponents.  

3.1 Design Overview 

In the different-world broadcasting system enhanced by 
cloud services in order to distribute the load of virtual ma-
chines, it is necessary to describe the processing to be as-
signed to each virtual machine. The types of processing can 
be explicitly described and allocated when the types do not 
change frequently. When they frequently change, the system 
dynamically allocates them according to the specific type of 
processing. In this research, processing is allocated using 
ECA rules, so that the allocations can be flexibly inscribed. 
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In our previous system [1], in order to reduce the opera-
tion load on broadcasters, event driven processing based on 
ECA rules is automatically executed. At the time of record-
ing, each rule is automatically invoked by its specified event, 
and enlists different-world broadcasting servers to add visu-
al and auditory effects. For example, to protect portrait 
rights, face authentication automatically detects specific 
persons in a database and adds mosaics effects on these fac-
es when the individuals enter a given area. Also, the system 
can automatically adjust the brightness of the video or adjust 
the contrast according to the brightness of the image (Fig. 3). 
In our previous research, ECA rules were applied on the 
different-world broadcasting server side, mainly for the pur-
pose of reducing the operation load on the broadcaster, as 
described above. In this research, we design a load balanc-

ing rule based on ECA rules, so as to avoid new video pro-
cessing requests to different-world broadcasting servers in a 
heavy load state. The ECA rules are distributed from the 
ECA rule distribution server to each server (Fig. 4). 

3.2 Overview of Load Balancing Mechanism 

Figure 5 shows the environment assumed in this research. 
In our assumed environments, there are three types of termi-
nals or servers: video recording terminals, different-world 
broadcasting servers, and video receiving terminals. The 
video recording terminal selects a different-world broadcast-
ing server that can execute desired video effects, and trans-
mits video effect libraries and the recorded videos. The dif-
ferent-world broadcasting server operated on the cloud ser-
vice virtual machine executes the video processing to the 
video sent from the video recording terminal, according to 
the requests from the terminal. The video processed by the 
different-world broadcasting server is delivered to the video 
receiving terminals via the video distribution service. The 
video receiving terminal receives the processed video after 
selecting the server or the channel of the video distribution 
service. 

 In this research, focusing on how the video recording ter-
minal selects a different-world broadcasting server, we con-
sider load distribution for different-world broadcasting serv-
ers. In our previously proposed system, load distribution is 
achieved by connecting the video recording terminal via the 
load distribution mechanism, when connecting to the differ-
ent-world broadcasting server. In this method, the load dis-
tribution mechanism selects a different-world broadcasting 
server that less video recording terminals use when it is nec-
essary to switch to another different-world broadcasting 
server while the video is being transmitted. For example 
when switching to a different-world broadcasting server 
more suitable for a given scene or effect, the video recording 
terminal terminates the existing connection, which cannot be 
resumed without formal reconnection. For this reason, it is 
difficult to smoothly switch between different-world broad-
casting servers while continuing the video distribution. 

 In addition, even when the load distribution mechanism 
changes the different-world broadcasting server according to 
the requests from video recording terminals, the mechanism 
relays the communication data as a simple byte stream. This 
means that the data structure (e.g., the boundary of the video 
frame) is ignored, and the video data may be damaged when 
the mechanism switches the servers. Therefore, in this re-
search, the load distribution mechanism serves only to select 
the different-world broadcasting server, based on the re-
quests of video recording terminals, and the video recording 
terminals connects directly to one of the different-world 
broadcasting servers as a result of these requests. In this way, 

Figure 3: An image of video processes 
on different-world broadcasting systems 

Figure 4: Overview of ECA rules application 

Figure 5: An image of video distribution

Figure 6: Internal systems of video recording terminals 
and different-world broadcasting servers 
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video recording terminals can switch different-world broad-
casting servers at any time, even when the boundaries of the 
scene or video frames come. 

3.3 System Architecture 

Figure 6 shows the internal configurations of the video re-
cording terminal and different-world broadcasting server. 
Video recording terminal software and a client-side PIAX 
system are installed to the video recording terminal. Differ-
ent-world broadcasting server software and a server-side 
PIAX system are installed to the different-world broadcast-
ing server. PIAX [9] is a Java-based platform middleware 
that enables serverless and efficient resource searches by 
utilizing the search function of the overlay network. PIAX is 
provided as open source software. The PIAX system in the 
video recording terminal and the different-world broadcast-
ing server can be connected via their overlay network. 

 The client-side PIAX system on the video recording ter-
minal searches the overlay network in accordance with the 
request of the video recording terminal software. The system 
selects a different-world broadcasting server from a host of 
different-world broadcasting servers, and returns the IP ad-
dress of the selected server and the listen port number of the 
server software. Based on the response, the video recording 
terminal software establishes a connection with the differ-
ent-world broadcasting server software and starts sending 
the video. JSON-RPC is used directly over TCP for com-
munication between the video recording terminal software 
and client-side PIAX system. 
 The server-side PIAX system on the different-world broad-
casting server determines its search state based on the in-
structions from the different-world broadcasting server 
software. If the different-world broadcasting server is re-
garded as in a high-load state itself, it connects with the con-
trol port of the server-side PIAX system on localhost, and 
sends a ‘leave’ request command for the search, which pre-
vents the different-world broadcasting server from receiving 
further connection from the video recording terminal. If the 
load on the different-world broadcasting server lessens, and 
the server gets a margin to accept a new connection, the 
broadcasting server reconnects with the control port of the 
server-side PIAX system on localhost, and sends a ‘release 
leave’ request command. This command, the server-side 
PIAX system again enters a state of search acceptance from 
the video recording terminal. 

With the above operation, overload of the different-world 
broadcasting server software can be avoided since the new 
connection from the video recording terminal is controlled 
based on the load state of the different-world broadcasting 
server. Figure 7 shows the data flow and timing chart of the 
communication procedure. 

3.4 Designing ECA Rules 

The lists of events, conditions, and actions are explained in 
our previous paper [1]. In addition to the list, we add one 
event and one action to enhance the system for using cloud 
computing services. “Set_effect” events occur when new 
video effects are used in the system. “Req_IP” actions 
initially set the IP address of the different-world broadcast-
ing server that adds the video effect designated in the condi-
tion part. In case when the designated server is on heavy 
loads, the address is automatically changed by PIAX. Figure 
8 shows a concrete ECA rules set. In the example, the video 
recording terminal initially requires the video processing 
named "Num_Find_Object" or "Bluer" to the server of that 
IP address is 192.168.0.5 or 6. 

Figure 7: Data flow and timing chart 
of communication procedure 

Figure 8: An example ECA rules 

Figure 9: A screen shot of different-world broadcasting 
server software 
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3.5 Implementation 

We used Microsoft Azure as a cloud service, to deploy the 
different-world broadcasting system. The different-world 
broadcasting server works on virtual machines provided by 
the Azure service. Each virtual machine is logically con-
nected by a Virtual Network (VNet), one of the services 
provided by Microsoft Azure. Figure 9 shows the user inter-
face of the different-world broadcasting server software 
when initiating the video effect addition process. Figure 10 
shows the user interface of the video recording terminal 
software that distributes the video on the video recording 
terminal. It can visually recognize the result of applying the 
selected effects.  

If the ‘ECA Rules On’ check box in the different-world 
broadcasting server dialog box is checked, the image effect 
is automatically added, based on the different-world broad-
casting server ECA rule without the operations of the user.  

 The IP address of the different-world broadcasting server 
for requesting the video processing is held in the video re-
cording terminal software. The terminal software uses the IP 

address to request the video processing designated in the 
pull-down menu to the different-world broadcasting server if 
the ‘Apply Distributed Processing’ check box in the video 
recording terminal software dialog box is checked, the initial 
video processing request is sent to the different-world 
broadcasting server via the load distribution mechanism, 
based on the ECA rules held by the client software. The 
processing request is sent to a different-world broadcasting 
server with a low processing load. In this case, the ECA rule 
inscribes the initial IP address to request its execution to the 
load distribution mechanism. Figure 11 shows the pro-
cessing flows of our implemented system in this research. 

4 EVALUATION 

We evaluate the effectiveness of the proposed method us-
ing an implementation system built on the virtual machines 
provided by the Microsoft Azure service. The evaluation 
method, environment, and results are described below. 

4.1 Evaluation Method 

To evaluate the efficiency of the proposed system, we fo-
cused on the video processing time and turnaround time, 
including the processing time of the ECA rule, as evaluation 
indices. We made a comparative evaluation of the turna-
round time when (a) the video effect processing requests 
were concentrated on the video effect processing server 
without employing the ECA rule; and (b) the video effect 
processing requests were not concentrated, and the ECA rule 
was employed. For the evaluation, we assigned multiple 
computers with the same performance parameters on the 
cloud service. For the selection of available different-
broadcasting servers, we used the PIAX overlay network 
explained in the previous section. When a different-world 
broadcasting server is overloaded, the server sent a notifica-
tion to the server-side PIAX process, and wait until the load 
becomes low. We measured the turnaround time in two cas-
es. one is the concentrated case, in which four video record-
ing terminals made requests to one out of five different-
world broadcasting servers. This corresponds to the situation 
(a). The other is the non-concentrated case, in which each of 
the four video recording terminals made requests to a differ-
ent-world broadcasting server service. This corresponds to 
the situation (b). 

 Since the main focus of the evaluation is processing load 
distribution, live broadcasting software is not used in this 
evaluation. In the evaluation, face detection video pro-
cessing, which detects the face of a person in a given video, 
is employed, with the video effect inscribed in the ECA rule. 
For evaluation under different computational loads, we 
gradually increased the load caused by human face detection 
and measured the turnaround time. The time taken to trans-
mit and receive frame data was defined as the turnaround 
time. This includes the following four items. 

Figure 10: A screen shot of different-world broadcasting 
client software 

Figure 11: Processing flows of our implemented system 
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Table Ⅰ: Specifications of virtual machine 
 (different world broadcasting server) 

Component Performance
OS Microsoft Windows Server 2016 Data-

center 
Microsoft Azure  
(Virtual server ser-
vice plan) 

Standalone Server Microsoft Corpora-
tion Virtual Machine x64-based PC 

CPU Intel E5-2697 v3 Equivalent 2.4 GHz 
Main memory 3,584 MB 

Table Ⅱ: Specifications of video recording terminals 

Component Performance
OS Client 

1～４ 
Microsoft Windows 10 Pro 
Build 14393 

CPU Client1 Intel i7-6500U Equivalent 2.4 
GHz 

Client2 Intel i7 2677M 1.8 GHz 
Client3 Intel i7 4650U 1.70 GHz 
Client4 Intel i3-4020Y 1.50 GHz 

Main memory Client1 8,118 MB 
Client2 3,999 MB 
Client3 8,097 MB 
Client4 3,999 MB 

- The preprocessing time during which the client obtains
the video data (equal to the time from the end of the previ-
ous frame data reception to the beginning of the next frame 
data transmission). 

- The communication time while the different-world
broadcasting server receives the frame data. 

- The processing time on the different-world broadcasting
server. 

- The communication time during which the client re-
ceives the frame data from the different-world broadcasting 
server. The video processing time is defined as the time 
from the start of the video processing except for the image 
data reception time to the end of processing. 

4.2 Evaluation Environment 

In the evaluation, the different-world broadcasting server 
worked on the virtual machines provided by the Microsoft 
Azure service. Table 1 shows the specifications and OS of 
the virtual machines. We used five different virtual ma-
chines for the different-world broadcasting servers. Open 
CV, parallelized by Intel's parallel computing library TBB 
[10], was used as the library for executing video processing 
on the different-world broadcasting server. The video re-
cording terminal is a PC installed in Osaka University. Ta-
ble 2 shows the specifications of the video recording termi-
nal PCs. 4 PCs were used, and the video recording terminal 
software were started two processes at a time, thereby oper-
ating the video recording terminal software of a total of four 
processes. These PCs accessed different world broadcasting 
servers via different home optical line networks to avoid 

networks (FLET’S Hikari by NTT, eo HIKARI by K-
Opticom) congestion. 

4.3 Evaluation Results 

Figures 12 and 13 show the evaluation results for the turn-
around time under the evaluation environment described in 
Section 4.2. The horizontal axis shows the recorded frame 
number, and the vertical axis the turnaround time in milli-
seconds. In Fig. 14 where the load is concentrated on a sin-
gle different-world broadcasting server, the turnaround time 
increases in a nearly linear manner. 

 In Fig. 15, where the video effect processing request was 
distributed among four different-world broadcasting servers, 
the turnaround time increased in the latter half, since the 
calculation load increased. There were no sharp increases in 
the turnaround time compared with the result in Fig. 14. In 
addition, though the virtual machines of the Azure service 
shared the same performance parameters, the turnaround 
times fluctuated due to the communication delay between 
the video recording terminal and the different-world broad-
casting servers, or other reasons. Over the first half of the 
frame numbers, the turnaround time in Fig. 15 gradually 
increased compared with the result in Fig. 14. This indicates 
that the concentration of video processing is suppressed. We 
also measured the turnaround time required to inquire the 
recommended different-world broadcasting server. The av-
erage value for a single inquiry, over 50 trials, was 16.28 
msec.  

 The results revealed that the processing requests were al-
located among different-world broadcasting servers based 
on the ECA rules, and the load could be distributed. In addi-
tion, we confirmed that, the turnaround times could fluctuate 
even if the hardware performance of the virtual machines 
was equal due to the influence of communication delay, etc.  

5 DISSCUSSION 

5.1 Evaluation Results 

In the evaluation, the video processing sometimes concen-
trated on one server, even when the computational load was 
distributed to four servers. Moreover, the processing time 
increased when face was detected because we used actual 
video images and so it is difficult to grasp the overall pattern. 
Therefore, we draw the complimentary curves in the figures. 

 We used two networks for the evaluation. (FLET’S 
HIKARI by NTT, and eo HIKARI by K-Opticom). In case 
that the requests from video recording terminals were going 
to be concentrated on a single different-world broadcasting 
server, processing load was distributed to each different-
world broadcasting server. Compared to the access time, the 
turnaround time was relatively long. 

 In the evaluation, video processing was detecting the face 
of a person in the video, with the designated effect inscribed 
in the ECA rule. As explained in the previous subsection, 
we gradually increased the load caused by human face de-
tection and measured the turnaround time. The time needed 
to transmit and receive the frame data was compared by the 
turnaround time. The results are shown in Figs. 14 and 15. 
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Fluctuations of the turnaround time were confirmed among 
the virtual machines of the cloud computing services. This 
arised by the factors such as fluctuations in the performance 
of the real servers in the cloud and differences in the net-
work distances. 

 It is better for the users to consider these issues when they 
configure the system. Also, further improvement is required 
for ECA rule definitions.  

5.2 ECA Rules Processing 

Some video effects have sequences. For example, face de-
tection processes are generally executed before the mosaic 
effects on the detected faces. `Timer' or `Message' functions 
of the ECA rules in our proposed system can define such 
sequences. When the sequences are defined in the ECA 
rules and there are order dependencies in the ECA rules, the 

system should execute the rules along with the order. Oth-
erwise, when the ECA rules are order independent, the sys-
tem can execute the rules in parallel and the processing time 
can be reduced compared with the ECA rules with order 
dependencies. Current system cannot process ECA rules in 
parallel and their parallel processing on cloud computing 
services is our future work. 

6 CONCLUSION 

In this research, we implemented and evaluated a distrib-
uted live Internet (different-world) broadcasting system us-
ing cloud services. By inscribing the processing assignment 
in ECA rules, it was possible to flexibly assign the virtual 
machine performance for video processing. In the imple-
mented system, the PIAX platform was used for searching 
and communicating with the virtual machines, enabling con-
tinuous allocation of the video processing while live Internet 

Figure 12: Turnaround times under one different-world 
broadcasting server 

Figure 13: Turnaround times under four different-world 
broadcasting servers 

Figure 14: Turnaround times under one external differ-
ent-world broadcasting server 

Figure 15: Turnaround times under four external differ-
ent-world broadcasting servers 
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broadcasting, even if the number of virtual machines chang-
es. The system evaluation confirmed that the video pro-
cessing turnaround time could be reduced by using our pro-
posed system. 

 In the future, we plan to allocate processes with consider-
ation of the hardware performance of different-world broad-
casting servers, and distribute light weight processes on vid-
eo recording terminals. 
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Abstract - Autonomous driving systems and advanced driver
assistance systems (ADAS) have been developed to improve
driving safety. These systems are becoming increasingly com-
plicated, and the computing power they require continues to
increase. Software platforms, such as Automotive Grade Linux,
are being developed to handle the complexity of autonomous
driving, and graphical processing units (GPUs) are being used
in these systems for tasks such as recognition of driving en-
vironments, deep learning, and localization. However, to the
best of our knowledge, the real-time performance of Linux
combined with a GPU for ADAS has not yet been reported.

In this study, we developed lane keeping and collision avoid-
ance systems to evaluate the real-time performance of Linux
and a GPU. The experimental results show that the real-time
performance of the system could be improved using widely
available versions of Linux without software customization.
Also, although the GPU execution speed was sufficiently high,
camera image capture was relatively slow and created a bot-
tleneck in the system.

Keywords: Autonomous driving, Advanced driver assis-
tance systems, Linux, Real-time performance, GPU

1 INTRODUCTION

In recent years, autonomous driving systems and advanced
driver assistance systems (ADAS) have been developed to im-
prove driving safety [1], [2]. In fact, the first cars equipped
with autonomous driving level 3, as defined by the Society
of Automotive Engineers [3], is scheduled to be released in
2018 [4]; this level allows the vehicle to assume control of
safety-critical functions. In both autonomous driving systems
and ADAS, a large number of sensors, such as cameras, radar,
light detection sensors, and ultrasonic sensors, are used to rec-
ognize various aspects of the driving environment [5]. The
driving system must be capable of simultaneously process-
ing a large amount of information from these sensors in real
time in order to operate at highway speeds and respond to the
environment on any roadway. For this reason, two challenges
are common to these systems: complexity of the software and
demand for computing power.

Regarding software complexity, standard software platforms
are already being developed. For instance, Automotive Grade

Linux [6] is being developed by many automakers and suppli-
ers for in-vehicle infotainment systems. The abundant device
drivers, application programming interfaces, and libraries with-
in Linux are expected to reduce the development cycle and
cost of new systems. Furthermore, there have been efforts to
improve the real-time performance of Linux using RTLinux
[7], which is a Linux kernel augmented by a dedicated patch.
Here, real-time is defined as a time constraint for processing
by a specified deadline, and it is the most important property
required for in-vehicle systems.

To increase the computational speed of ADAS hardware,
GPUs are increasingly being adopted. GPUs are necessary for
various autonomous driving system tasks, such as recognition
of vehicles and pedestrians using advanced image processing,
deep learning, and localization. The development of semicon-
ductor technology has dramatically accelerated the advance-
ment of GPUs and given them a massively parallel architec-
ture. In particular, GPUs seem to be essential for improving
the recognition performance of ADAS using deep learning.

However, to the best of our knowledge, evaluation of the
real-time performance of Linux and GPUs for autonomous
driving systems has not yet been reported, despite its impor-
tance. In our study, two autonomous driving platforms were
considered [8]. One platform was for evaluation of the real-
time performance of an autonomous system using Linux, and
the other platform was used to evaluate the performance of
Linux with a GPU. We examined the factors affecting the
real-time performance of systems developed on these plat-
forms. In addition, the real-time processing capabilities of
the embedded GPU were verified for the second platform. By
evaluating these platforms, we aim to obtain guidelines for
implementing software for autonomous driving systems and
ADAS. Another objective is to evaluate the potential of em-
bedded GPUs and understand processing bottlenecks.

This paper is organized as follows. Section 2 describes
the two platforms based on the general architecture for au-
tonomous driving systems, describes the elements compris-
ing these platforms, and explains the systems used for evalu-
ation. Section 3 discusses experiments conducted to evaluate
the platform using Linux and a real-time operating system
(RTOS) and determine its real-time performance. In Section
4, we present experiments using a platform based on Linux,
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Figure 1: Minimum architecture for autonomous driving system

the RTOS, and a GPU. Experimental considerations are dis-
cussed in Section 5, and Section 6 provides conclusions.

2 PLATFORMS FOR AUTONOMOUS
DRIVING

In this section, the evaluation platforms for autonomous
driving are explained.

2.1 Minimum Architecture for Autonomous
Driving

Autonomous driving systems and ADAS normally contain
a number of different sensors, most commonly onboard cam-
eras, which are indispensable for recognizing lanes, pedes-
trians, and signs. Use of open-source libraries enables reduc-
tion of cost and development cycle, and for image processing,
function libraries such as OpenCV [9] are available for Linux.
Therefore, we decided to use Linux for image processing in
both platforms.

Figure 1 shows the minimum architecture for an autonomous
driving system, which consists of three parts, an onboard cam-
era, an image processing system, and a vehicle control sys-
tem. On the basis of this architecture, two platforms were
developed for this study. The features of these two platforms
are given in Table 1.

Both platforms A and B use Linux and an RTOS, but only
Platform B is equipped with a GPU. In Platform A, relatively
lightweight processing is performed, whereas in Platform B,
advanced image processing requiring substantial computing
power is performed.

2.2 RoboCar R⃝1/10 for AP
RoboCar R⃝1/10 for automotive platform (AP) (hereafter

“RoboCar”) [10], shown in Fig. 2, is a 1:10 scale miniature
version of an actual car. It has a Renesas V850 central pro-
cessing unit (CPU) with a TOPPERS/ATK2 OS [11] RTOS,
which was developed for automotive systems. In this study,
RoboCar provided the base platform, and its CPU was used
for the vehicle control system. The basic configuration of
RoboCar is given in Tab. 2.

2.3 Platform A Using Linux
This section introduces the platform using Linux. The ar-

chitecture developed for Platform A is shown in Fig. 3.
A Raspberry Pi 2 Model B was adopted as the image pro-

cessing system. This system consists of a small single-board
computer that runs a Linux-based OS and has a quad-core
Arm Cortex-A7 processor and 1 GB of memory (DDR-SDR-

Figure 2: RoboCar R⃝1/10 for AP

Figure 3: Architecture of Platform A

AM). The Raspberry Pi and Robocar were connected via a
controller area network (CAN). A monocular camera (iBUF-
FALO BSW- 20KM11) with a resolution of 640 × 480 and a
maximum frame rate of 30 frames per second (fps) was con-
nected to the image processing system with a universal serial
bus (USB). Figure 4 is a photograph of Platform A.

2.4 Platform B Using Linux with GPU
This section introduces the platform equipped with a GPU

running Linux. The architecture of this platform is shown in
Fig. 5.

In this platform, an NVIDIA Jetson TX1 module [12] was
used for image processing to execute more demanding stere-
ographic image processing. The Jetson TX1 is a card-sized
board with an NVIDIA Tegra X1 chip running at 10 W. The
chip has 256 CUDA cores for the GPU and a quad-core Arm
Cortex-A57 CPU with a 2-MB L2 cache and a 4-GB random
access memory (LPDDR4). The Jetson TX1 OS is Linux for
Tegra (L4T) R23.2 provided by NVIDIA. Figure 6 shows the
Jetson TX1 module, and Fig. 7 is a photograph of Platform
B.

Figure 4: Platform A: RoboCar with monocular camera and
Raspberry Pi
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Table 1: Features of the two platforms

System Platform A Platform B
Sensors iBUFFALO BSW20KM11 Stereolabs ZED

monocular camera stereo camera
Image processing Raspberry Pi 2 Model B NVIDIA Jetson TX1

CPU: 4× Arm Cortex-A7 CPU: 4× Arm Cortex-A57
GPU: none GPU: 256× CUDA core

Vehicle control ZMP RoboCar R⃝1/10 for AP

Table 2: Basic configuration of RoboCar

Dimensions 429×195×212 mm
Weight 1.8 kg

Internal sensors Gyro
Accelerometer

5× Rotary encoder
External sensors 8× Infrared range-finding sensor

Battery 7.2-V NiMH battery
CPU Renesas V850
OS TOPPERS/ATK2

Figure 5: Architecture of Platform B

Figure 6: NVIDIA Jetson TX1 (with centimeter scale)

Figure 7: Platform B: RoboCar with stereo camera and Jetson TX1
GPU

Table 3: Key features of ZED Stereo Camera

Dimensions 175×30×33 mm
Lens Field of view 110◦

F-number 2.0
Depth Depth range 0.5 20 m

Stereo baseline 120 mm
Resolution HD1080 1920×1080 / 30Hz

HD720 1280×720 / 60 Hz
WVGA 672×376 / 100Hz

In this setup, the Jetson TX1 module and RoboCar were
connected via CAN using an Auvidea J120 carrier board [13].
A USB 3.0 Stereolabs ZED stereo camera was connected to
the Jetson TX1 board; this camera obtains images useful for
both image processing tasks evaluated in this study. Key fea-
tures of ZED stereo camera are shown in Fig. 3.

Three of this camera’s image resolutions were used in this
study: wide video graphics array (WVGA) (672 × 376), HD7-
20 (1,280 × 720), and HD1080 (1,920 × 1,080).

2.5 CUDA
The Compute Unified Device Architecture (CUDA) is a

parallel programming language and model developed by
NVIDIA [14], [15] that is available in the Jetson TX1 mod-
ule. CUDA is supported by OpenCV, a library for computer
vision functions that was used to develop the image process-
ing program for both platforms.

In CUDA, the TX1 CPU is treated as the host and its GPU
as the device. The term “kernel” refers to functions that run
on the device, and a kernel consists of numerous “threads.”
All threads run the same code, and in image processing, one
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Figure 8: Flow diagram of lane keeping system

Figure 9: Example of white line recognition

thread corresponds to one pixel. First, a program executed on
the host side is activated. Next, the device loads the kernel
program, and the host passes the generated data to the device
and “kicks” it (to instruct the host to start the kernel). The
device executes the kernel and asynchronously returns the ob-
tained result to the host. The processing on the GPU side can
be synchronized, but in this study, unless otherwise noted,
processing on the GPU side was executed asynchronously.

2.6 Lane Keeping System
Lane keeping [16] is a basic driving support system, and its

configuration is simple. A lane keeping system consisting of
white line recognition and steering control was implemented
in Platform A to verify the real-time performance of Linux.
Figure 8 is a flow diagram of the lane keeping system, and
Fig. 9 shows an example of white line recognition.

The camera image is used by the image processing system
to recognize white lines. Then, the image processing sys-
tem uses the recognition result to calculate the steering angle
required to run along the white line and transmits it to the
vehicle control system.

In this study, the target time for white line recognition was
set to 30 ms, which is generally regarded as real-time perfor-
mance.

2.7 Collision Avoidance System
Collision avoidance systems are being adopted by many

manufacturers. The sensors used in collision avoidance sys-
tems include millimeter-wave and infrared radar sensors and
monocular and stereo cameras. We adopted collision avoid-
ance as the task for evaluating Platform B using the GPU be-
cause collision avoidance requires more computing power, in

Obstacle recognition

Calculation of drive speed

Transmission of control 
command

Drive control

Image processing
system

Vehicle control
system

Figure 10: Flow diagram of collision avoidance system

(a) Stereo image (b) Depth map

Figure 11: Example of obstacle recognition with a stereo camera

comparison to that needed for lane keeping. Figure 10 is a
flow diagram of the collision avoidance system.

In this system, the GPU generates a depth map from the
stereo image and calculates the driving speed, which is trans-
mitted to the vehicle control system via the CAN. When an
obstacle is recognized in the depth map, the vehicle is stopped
to avoid collision. An example of obstacle recognition is
shown in Fig. 11, where the depth map expresses nearer as
brighter.

It is said that “assuming car speed of 80 Km/Hr, the stop-
ping distance reduces from 55m to 45m as frame-rate goes
from 10fps to 15fps (for systems as of today) to 30 fps (for
system in future).” [17]. In this study, the target time of col-
lision avoidance system was set to 33 ms which is calculated
from 30 fps.

3 PLATFORM A: REAL-TIME
PERFORMANCE WITH LINUX

In this section, we report the evaluation of the real-time
performance of Linux used for lane keeping with Platform A.

3.1 Lane Keeping System on Platform A
The iBUFFALO BSW20KM11 monocular camera used for

sensing in Platform A was attached to the top of the RoboCar
and output VGA (640 × 480) images at 30 fps. One cycle of
image processing and response is shown in Fig. 12.

In the experiments, Platform A navigated a round course
created using a tile mat and white tape. The lane keeping
processing time was measured for each cycle, which started
with image capture and ended with transmission of steering
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Figure 12: Process flow in lane keeping system on Platform A

instructions via CAN. The clock rate of the Raspberry Pi was
set to 900 MHz.

3.2 Processor Affinity for CPU Selection

Processor affinity is a property used to specify which CPU
executes each process. In Linux, the OS normally automat-
ically assigns an execution processor based on this property
and the priority of the process. If the process can be executed
by another processor, the execution may sometimes be reas-
signed, which delays the process while the cache is copied.

In this study, the affinity was set to execute the lane keep-
ing program on core 2 of the Raspberry Pi using the taskset
command in Linux. The execution times with and without
the specification of the execution processor were measured
for 10,000 frames. The results are shown in Fig. 13.

As shown in Fig. 13a, when the execution processor was
not specified, lane keeping was typically executed within 60
ms, although it sometimes increased to approximately 70 ms.
We investigated the cause and found that the occasional delay
was caused by neither dynamic clock changes, a temperature
rise, nor the software algorithm. With these factors ruled out,
we concluded that the delay was caused by the reassignment
of the execution processor. As shown in Fig. 13b, this delay
is suppressed when the execution processor is specified.

The average execution time and worst-case execution time
(WCET) are given in Tab. 4. The average execution time

(a) Execution processor not specified

(b) Execution processor specified

Figure 13: Execution time with and without specification of the ex-
ecution processor

Table 4: Average execution time and WCET with and without spec-
ification of execution processor

Execution time Not specified Specified
Average 59.4 ms 53.1 ms
WCET 78.1 ms 61.3 ms

and the WCET were both lower when the execution processor
was specified than when it was not specified, demonstrating
that the WCET can be improved by specifying the execution
processor.

During normal processing in a Linux OS, a timer interrupt
occurs at regular intervals. When the interrupt occurs, the
scheduler examines the process state and determines the pri-
ority of the processes to be executed. Because the priority
of a process that is using a CPU for a long time decreases
with time, the timer interrupt enables the execution of other
waiting processes. With this mechanism, Linux maintains the
even execution of processes.

When lane keeping was executed without options, the pri-
ority for this process is the same as that for other processes.
Therefore, lane keeping execution may occasionally be post-
poned by the scheduler. In addition, if the execution time of
one cycle of the process is long, the scheduler is activated
during the execution, and other higher-priority processes are
executed. Then, the original process is delayed until it be-
comes executable again. This is thought to be the reason for
the occasional execution delay when no processor is specified
in Linux.

3.3 Real-time Process and RTLinux

Next, we enhanced Linux for real-time performance and
evaluated the results. RTLinux was developed to improve the
real-time performance of Linux. In the real-time process, the
execution of the processor is given higher priority.

RTLinux is obtained by augmenting the Linux kernel by
applying the RT-Preempt patch [18] provided by the Linux
community. Various other patches exist for this purpose, in-
cluding Xenomai and real-time application interface [19], but
these were not used in this study.

RTLinux was implemented on Platform A, the lane keeping
experiment was repeated, and the normal and real-time exe-
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Table 5: Kernel and process conditions for each real-time (RT) case

Application a b c d
Kernel Normal Normal RT RT
Process Normal RT Normal RT
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Figure 14: Histograms of lane keeping execution times for four real-
time cases

cution times were compared. When using RTLinux, the time
required for the camera to capture the image was abnormally
long. This was likely because the device driver was updated
when the RT- Preempt patch was applied. Therefore, the time
required for image capture was not included in the execution
time. Experiments were conducted for four cases with each
possible combination of real-time or normal kernels and real-
time or normal processes. The conditions for the four cases
are given in Tab. 5.

Histograms of the lane keeping execution times obtained
for all four cases are shown in Fig. 14, and the corresponding
average execution times and WCETs are given in Tab. 6.

When the program was executed as a normal process on
RTL- inux, the execution time was unstable in comparison
with the normal process executed on the normal Linux ker-
nel. However, when it was executed as a real-time process on
RTLinux, the execution time was stable, and the delay was
greatly suppressed because the delay for dispatching the pro-
cess is decreased by RTLinux.

Applying the RT-Preempt patch reduced the time to start
the scheduler. The real-time performance of the lane keep-
ing program deteriorated in the kernel with the RT-Preempt
patch applied without options. When the process was exe-
cuted as a normal process, the execution state is thought to
switch more frequently. When the process was executed as a

Table 6: Average execution times and WCETs for four lane keeping
real-time cases

Execution time a b c d
Average 26.8 ms 20.5 ms 20.5 ms 20.3 ms
WCET 40.5 ms 21.5 ms 52.2 ms 21. 7ms
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Figure 15: Histograms of lane keeping execution time for four real-
time cases with CPU load

Table 7: Average execution times and WCETs for four lane keeping
real-time cases with CPU load

Execution time a b c d
Average 25.9 ms 20.4 ms 27.4 ms 19.1 ms
WCET 67.4 ms 21.4 ms 57.3 ms 20.6 ms

real-time process on RTLinux, it was preferentially executed
by one of the cores, even if the execution core was not speci-
fied. The real-time performance was also improved in normal
Linux by executing it as a real-time process.

3.4 Real-time Process and RT Linux with
CPU Load

In the experiments discussed so far, only a single user pro-
cess was executed. However, in an actual system, multiple
processes are executed simultaneously. Therefore, the delay
in executing processes was examined while applying a back-
ground processing load. For the same four cases listed in Tab.
5, a CPU load was applied using the stress command and pro-
cessing was performed for 10,000 periods. Histograms of the
lane keeping execution times are shown in Fig. 15 for the four
real-time cases with CPU load, and the corresponding average
execution times and WCETs are given in Tab. 7．

According to Figs. 15a and 15c, the fluctuation of the exe-
cution cycle was larger in both kernels when the process was
executed as a normal process. As shown in Tab. 7, the aver-
age execution time for the lane keeping program executed as
a normal process in the normal Linux kernel (case a) was 25.9
ms, and the WCET was 67.4 ms. In this case, the variation in
the execution cycle was not evenly distributed but was con-
centrated in two ranges: 22–26 ms and 42–44 ms. In contrast,
when executed as a real-time process in the normal Linux ker-
nel (case b), the average execution time and WCET were 20.4
ms and 21.4 ms, respectively. Thus, executing the program as
a real-time process stabilized the execution time.

When a CPU load was applied and the program was exe-
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cuted as a normal process, the execution cycle greatly fluctu-
ated in both kernels. However, when it was run as a real-time
process with an applied CPU load, the execution time was
stabilized for both kernels. The execution time was stabilized
by assigning the process a high priority; however, since an
actual system contains multiple high-priority processes, it is
a matter which process is prioritized.

4 PLATFORM B: REAL-TIME
PERFORMANCE USING GPU WITH
LINUX

This section discusses the evaluation of the real-time per-
formance with Platform B using Linux and a GPU.

4.1 Lane Keeping System on Platform B
Image processing for the lane keeping program was imple-

mented on the Jetson TX1 module in place of the Raspberry
Pi; however, lane keeping was found to be too lightweight to
use the GPU processor. The execution time for the lane keep-
ing program was 5.4 ms (excluding image capture time) when
using the TX1 CPU, and the time increased to 8.1 ms when
using the TX1 GPU. Data transfer between the CPU and GPU
occupied 1.7 ms.

Because lane keeping is a lightweight process and the over-
head of the data transfer is larger than the execution time re-
duction achieved by using the GPU, the TX1 CPU executed
the lane keeping task on Platform B.

4.2 Collision Avoidance System on Platform B
A stereo camera was adopted for the collision avoidance

system because it is the sensor that is best able to both de-
tect the lane and identify obstacles. The collision avoidance
system configuration using the stereo camera and Jetson TX1
module is shown in Fig. 16.

When capturing WVGA image, the image data is captured
by processor of image processing system. The depth map
(672×376 ×1 Bytes) is generated and used on GPU to calcu-
late the drive speed of RoboCar. Finally, drive speed is send
to vehicle control system via CAN.

In this experiment, the RoboCar was located on a miniature
straight course. By bringing an obstacle closer, we confirmed
that the collision avoidance system was working. The im-
age processing time for collision avoidance was measured for
each cycle, which began with image capture and ended with
transmission of instructions via the CAN. The Jetson TX1
clock rate of was 1.9 GHz. The experiment was performed
with three different resolutions.

4.3 Dependence on Image Resolution
Simple pedestrian detection has already been put to prac-

tical use, but high-resolution images will be necessary to im-
prove the detection distance and estimation of pedestrian move-
ment direction. When 8-mega-pixel images are used, it is pos-
sible to detect pedestrians at distances of up to 200 m [17].

Figure 17 shows the processing speeds for obstacle recog-
nition experiments conducted using stereo images at three

Image processing system

Executed on GPU

Sensors

Vehicle control system

Camera
(ZED Stereo Camera)

Transfer image to GPU

Stereo image
 (e.g. 2×672×376×4 Bytes)

Stereo matching

 Stereo image
 (e. g. 2×672×376×4 Bytes)

Transmission of control command

Next image

Drive control

 Update driving speed via CAN

Obstacle recognition

Depth map
(e. g. 672×376×1 Bytes)

 Driving speed

Control given parameters

Figure 16: Process flow in collision avoidance system on
Platform B

Table 8: Resolution-dependent stereo image sizes and processing
speeds for WVGA

Resolution Image size Processing speed
WVGA 1.0× 1.0×
HD720 3.7× 2.2×
HD1080 8.3× 4.0×

resolutions. The processing speeds for WVGA, HD720, and
HD1080 were 68, 31, and 17 fps, respectively. Table 8 gives
the processing speeds for the three resolutions relative to that
of WVGA.

Although the image sizes at resolutions of HD720 and HD-
1080 were, respectively, 3.7 and 8.3 times that of WVGA, the
processing speeds were only 2.2 and 4.0 times that of WVGA,
respectively. This shows that the processing parallelization in
the GPU was utilized. However, most of this execution time
was spent on capturing the camera image. Figure 18 shows
the breakdown of the synchronously measured execution time
of the collision avoidance system.

In the case of WVGA, the CPU execution time for one
frame was approximately 15 ms, and approximately 10 ms
of that time was spent on image capture. The GPU com-
pleted processing in 8 ms, and this processing time did not
increase much at higher resolutions. Thus, processing in the
TX1 CPU, particularly with regard to the capture of camera
images, is a performance bottleneck.
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tem

4.4 Processor Affinity for CPU Selection
Experiments were also conducted to determine the proces-

sor affinity for Platform B. The recognition process was fixed
to core 2 of the Jetson TX1 board, and the program was run
as both with and without processor specification. The elapsed
time per processing cycle was measured since processing on
GPU performed asynchronously. The resulting elapsed time
histograms are shown in Fig. 19.

The elapsed times were concentrated near 16 and 20 ms for
both the normal and real-time processes. In addition, when
the collision avoidance program was executed as a real-time
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process, the elapsed time increased to nearly 60 ms in approx-
imately 0.02% of the frames. This is because the program
used in the experiment consisted of several subprocesses and
sometimes other subprocesses were prioritized, causing exe-
cution to be postponed.

4.5 Camera Interfaces
In the experiments so far, cameras were connected via USB,

and these cameras were the bottleneck in the system. There-
fore in this section, we compared the USB camera interface
and camera serial interface (CSI) [20].CSI is a camera/processor
interface that is commonly used in embedded systems.

We measured and compared the time for capturing ZED
stereo camera images between the USB and CSI camera inter-
faces with the Raspberry Pi 2. Figure 20 shows the execution
time for capturing HD720 images for each interface.

Average execution times using the CSI and USB interfaces
were 0.2 s and 0.17 s, respectively. Thus, in this experiment,
use of the CSI interface did not speed up image capture.

5 CONSIDERATIONS

The experimental results obtained in this study show that
the real-time performance of autonomous driving software
programs implemented in Linux can be improved by spec-
ifying the execution core without optimizing the programs.
Executing programs as real-time processes was also effective
in both the normal Linux and RTLinux kernels. Furthermore,
by applying the RT patch to the Linux kernel, it was possible
to stabilize the execution time.

By executing the top-priority process as a real-time pro-
cess, real-time performance can be secured even in Linux,
which is a general-purpose OS. Therefore, it is expected that
the wealth of software assets developed in Linux can be used,
which leads to a reduction of development cycle time and
cost.

It was verified that these methods are effective when exe-
cuting one process, but an actual system will likely host mul-
tiple high-priority processes. Therefore, it is necessary to de-
sign the priorities of processes and system calls and verify the
system performance with sufficient test vectors.
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With regard to the GPU hardware used for image process-
ing system in these experiments, the operation executed on
the GPU side was sufficiently fast and the real-time perfor-
mance was considered to be satisfactory. As GPU technology
continues to develop, the image resolution and frame rate ob-
tained using a GPU are expected to improve. However, the
transfer time between the CPU and GPU on the TX-1 board
and the image capture process remain as bottlenecks. Without
an improved high-speed transfer channel and a high-speed in-
terface with the camera, it is difficult to take advantage of the
GPU’s potential.

For comparatively lightweight computations, such as white
line recognition, processing can be performed using only a
CPU as in Platform A. The GPU usage method adopted for
Platform B makes it possible to perform basic arithmetic op-
erations with only the CPU.

6 CONCLUSION

In this study, we developed two platforms for autonomous
driving and evaluated the real-time performance of image pro-
cessing for lane keeping and collision avoidance systems us-
ing Linux. We found that allowing Linux to assign the proces-
sor decreased the real-time performance of both systems. Us-
ing the Linux taskset command to assign execution to a spe-
cific processor avoided the delay caused by the cache copying
required for reassignment. We also found that executing the
process as a real-time process on RTLinux can stabilize the
execution time even when other processes are running. Addi-
tionally, we found that an embedded GPU provided process
execution at sufficiently high speeds, but the overall speed
was constrained by the speed of camera image capture, which
was a major performance bottleneck in the system.

Future work will include considering a more complex sys-
tem, such as a robot operating system, to verify the perfor-
mance of a practical autonomous driving system using the
advanced features evaluated here.
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Abstract - In recent years, cyber-attacks via Web sites such 
as Drive-by download attacks or phishing attacks increase 
rapidly. The attackers acquire personal information of users 
illegally by these attacks and inflicts economical damage to 
the users. Therefore, it is important to detect malicious Web 
sites which cause economic damage. The conventional de-
tection method of known malicious Web sites uses blacklists. 
And the detection method of unknown malicious Web sites 
uses the features of the domain name. Since it is relatively 
easy to change the domain name, it is inappropriate for the 
method of detecting malicious Web sites to using domain 
names. On the other hand, there is a characteristic that it is 
difficult to change the IP address once it is set. In this paper, 
we propose a method to classify Web sites as malicious or 
benign by using only a part of the network address, to re-
duce the classification cost. And, we analyzed features of 
the network address part of the IP address class to classify 
unknown Web sites. We evaluated our proposed classifica-
tion method by cross-validation. As a result of evaluation, 
high classification accuracy was provided in IP address 
Class A. From this result, we could confirm the effective-
ness of the proposed method. Also, as a result of changing 
the acquisition method of features of IP address based on the 
hypothesis that temporal change exists in the features of 
malicious IP address, we could confirm improvement of 
classification accuracy. 

Keywords: cyber-attack, Drive-by download, malicious Web 
site, network address, IP address of Class 

1 INTRODUCTION 

In recent years, the threat of attacks by viruses or mal-
wares on the Internet are increasing year by year. Among 
them, attacks via Web sites are increasing rapidly. Accord-
ing to "10 Major Security Threats 2017" [1] announced by 
Information-technology Promotion Agency, Japan (IPA), 
Attacks on Web sites appear in 1st, 4th, and 6th place in 
March 2017. As an example of attack, cyber-attacks via 
Web sites such as Drive-by download attacks or phishing 
attacks increase rapidly. Drive-by download attacks make 
users download malicious programs such as viruses or mal-
wares. Phishing attacks navigate to fake Web sites. Attack-
ers acquire personal information of users illegally by these 
attacks and inflicts economical damage. Figure 1 shows the 
number of incident occurrence and damage amount data 
from Ref. [2] by National Police Agency, Japan. In 2012, 

Figure 1: The number of incidents, damage amount, and 
actual damage amount 

the total number of illegal acquisitions of personal infor-
mation was only 50 cases for a year. However, the number 
of incident occurrence has increased to 1,400 cases for a 
year until 2015. In order to prevent such damage, it is neces-
sary to take measures to prevent users from accessing mali-
cious Web sites. 

There are some methods to prevent users from accessing 
malicious Web sites. One method is to use Web reputation 
system [3]. The Web reputation system has a function to 
block malicious Web sites. If the connected domain name is 
judged to be malicious, the system blocks the access. In this 
way, the Web reputation system prevents damage caused by 
malicious programs or phishing. However, the Web reputa-
tion system can block only access to Web sites clearly made 
malicious activity such as virus distribution and phishing 
scams. Another method is to use the Intrusion Prevention 
System (IPS) [4]. IPS prevents sophisticated and advanced 
security threats such as bot attacks and DoS attacks that are 
difficult to protect only by general firewalls and anti-virus 
software. IPS examines the contents and behaviors of com-
munication packets, and blocks Web access if IPS detects 
communication as malicious. There are two types of detec-
tion mechanisms in IPS. The first mechanism uses the signa-
ture, that is attack patterns collected in database(DB) in ad-
vance. If the access data in the communication matches the 
pattern in the DB, the data is regarded as malicious and the 
communication is blocked. The second is the anomaly de-
tection mechanism. The mechanism uses a whitelist of be-
nign operations. If the access is not in the whitelist, the 
anomaly detection mechanism regards the access as mali-
cious and blocks the communication. Therefore, IPS can 
only detect known suspicious packets included in Web ac-
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cess communication. 
Since the above two methods use known information such 

as information of suspicious packets included in known ma-
licious Web sites, there is an advantage that the detection 
rate of known malicious Web sites is relatively high. How-
ever, these methods have drawbacks that cannot be detected 
unknown malicious Web sites. Therefore, it is also unknown 
whether these methods can obtain sufficient accuracy. In 
order to solve such problems, it is necessary to consider the 
detection conditions that enables to detect malicious Web 
sites including unknown Web sites. Also, it is necessary to 
classify unknown Web sites into benign Web sites and mali-
cious Web sites. Therefore, we propose a method to detect 
and classify unknown malicious Web sites. 

This paper is constructed as follows. Section 2 mentions 
about researches related to our study. Section 3 mentions the 
requirements of the proposed method. Section 4 mentions 
our plan of the experiment and experimental results. Finally, 
this paper concludes, and discusses on future work in Sec-
tion 5. 

2 RELATED WORK 

In recent years, some system has been developed to pre-
vent the user from accessing to malicious Web sites. For 
example, one of them is Web reputation system [3],[5] 
which detects malicious Web sites. This system uses a list of 
known malicious Web sites. The list of known malicious 
Web sites is called the blacklist. However, this system using 
the blacklist cannot deal with unknown malicious Web sites. 

There are some other researches to detect malicious Web 
sites including researches based on the features of URLs, 
researches based on the features of domain names, and re-
searches based on the features of IP addresses. Each type of 
research is described in detail below. 

First, we introduce the researches based on the feature of 
URLs. Ma's group, and Tanaka's group proposed a super-
vised learning approaches for classifying URLs as malicious 
or benign based on the lexical structure of URLs respective-
ly [6],[10]. These approaches can classify malicious do-
mains and benign domains by the features that can be ex-
tracted from the DNS communication. Next, research is 
based on the feature of domain names. Ryu's group use the 
features of the domain names as the detection condition [7]. 
A malicious domain name has a feature that the length of the 
domain name is 10 or more characters and alphanumeric 
characters are mixed. The malicious domain name has these 
features because it is often generated automatically using 
Fast-Flux attack method [8]. Fast-Flux uses computers in-
fected with bots (botnet) to distribute viruses or guidance 
information for phishing attacks. Bilge's group proposed a 
system that employs DNS analysis techniques to detect do-
mains that are involved in malicious activity [9]-[10]. This 
system can classify malicious domains and benign domains 
by the features that can be extracted from the DNS commu-
nication. Bilge's group analyzed the DNS communication 
log over several months using these features and show that 
malicious domains can be detected with high accuracy [9]. 
These researches are effective for detection of known Web 
sites, because these researches use the blacklist of domain 

Figure 1: Usage distribution of IP addresses 

names and URLs. However, these researches cannot main-
tain the blacklist up to date easily, because domain names of 
Web site can be easily and continuously changed.  

As research based on IP addresses, Chiba's group pro-
posed a method of utilizing the feature of malicious IP ad-
dresses [11]-[12]. This method classifies malicious IP ad-
dresses and benign IP addresses by the feature of malicious 
IP addresses, because cyber-attack is prone to use particular 
IP addresses [11]-[13]. This method has an advantage that 
the classification is difficult to be avoided, since publicly 
registered IP addresses cannot be easily changed. However, 
this method has two problems. First, classification range of 
IP addresses is narrow, because the IP addresses that can 
acquire features are limited. Second, classification cost is 
high, because high-dimensional feature set is required to 
represent the features of IP addresses. From these researches, 
it can be said that domain-based detection approaches using 
blacklists tend to fail. And it can be also said that it is diffi-
cult to use domain names to classify malicious Web sites 
since domain names can be easily changed. To solve these 
problems, we propose a new method to detect a malicious 
Web site effectively by reducing avoidance from the black-
list. This method uses only the domain name for detection to 
expand the detection range of the malicious Web sites. We 
also propose a method to classify Web sites by using a part 
of IP address to reduce the classification cost. 

3 CLASSIFICATION METHOD OF MALI-
CIOUS WEB SITES 

3.1 Approach 

In this research, we propose a system to classify mali-
cious Web sites using domain name features and IP address 
features together. In the detection using the domain name 
feature, we solve the drawback of the blacklist type detec-
tion by extending the detection condition using multiple 
detection conditions used in existing methods together. In 
the classification using the features of the IP address, we 
aim to maintain high classification accuracy while reducing 
classification cost by acquiring the Web site’s distribution 
features in all ranges of the IP address and expressing each 
feature with small amount of information. 

According to Ref. [14], the distribution of malicious IP 
addresses is as shown in Fig.2. In Ref. [11], authors de-
scribed that cyber-attacks tend to use specific IP address 
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Figure 2: Approach to reduce the classification cost 

 Figure 3: Overview of the proposed method 

groups, and the usage frequency of malicious IP addresses 
also has different features for each IP address class. Using 
features of this usage frequency, we obtain the features of 
the range of all IP addresses and use it for classification. 
Also, based on the features of the network address space, 
only the network address part of each IP address is used for 
classification after binary conversion of the IP address. With 
this approach, it is possible to reduce the number of dimen-
sions of feature vectors required for classification and ena-
ble high precision and low-cost classification. 

3.2 Proposed Method 

Figure 3 shows the outline of the proposed method using 
the approach to reduce classification cost. Web sites ac-
cessed by clients can be classified into three categories: ma-
licious Web sites, benign Web sites, and unknown Web sites. 
It is important how to deal with these unknown Web sites. 
In this approach, we will classify unknown Web sites to 
malicious or benign at low cost by using IP addresses of 
only unknown Web sites. 

Figure 4 shows the overview of the whole proposed 
method. The proposed method consists of two units. One is 
a unit to detect unknown Web sites by removing known 
malicious and benign Web sites. Another unit is to classify 
whether an unknown Web site is malicious or benign.  

Details of the detection unit are described in Section 3.3, 
and details of the classification unit are described in Section 
3.4. 

The detection unit detects an unknown Web site by ex-
cluding malicious Web sites from the detection target using 
the blacklist of the domain name and transmits the IP 

Figure 4: Details of detection method of unknown Web site 

address of the corresponding Web site to the classification 
unit. 

The classification unit classifies whether the unknown 
Web site is a malicious or benign Web site by using the fea-
tures of the IP address transmitted from the detection unit. If 
the classification result is a benign Web site, the proposed 
method allows the client to access the Web site. On the oth-
er hand, if the classification result is a malicious Website, 
the proposed method interrupts communication by warning 
the client Also, the proposed method adds relevant mali-
cious Web sites to the blacklist and keeps it up-to-date. 

3.3 The Detection Method of Unknown Web 
Sites 

Figure 5 shows details of the detection unit which detect 
unknown Web sites. 

In the detection unit, unknown Web sites are detected us-
ing the features of the domain name. The domain name can 
be obtained from the URL of the Web site. First, when 
communication from a client to a certain Web site passes 
through the DNS server, the detection unit collates the do-
main name of the destination against the blacklist and ex-
cludes known malicious domains. If the domain name of the 
destination does not exist in the blacklist, the domain name 
is compared with the detection condition based on the fea-
tures of the domain name such as the length of the domain 
name, character type, and so on. The Web sites that do not 
satisfy these conditions are defined as unknown Web sites 
and are determined as classification targets in the classifica-
tion unit. 
Also, the proposed method uses the domain name accessed 
by the clients infected with malware to check unknown Web 
sites. Figure 6 shows details of detection method of malware 
infected clients. Generally, malwares attempt clients to ac-
cess numerous malicious Web sites to expand infection of 
malware. Therefore, malicious Web sites are likely to be 
accessed simultaneously from multiple malware infected 
clients [10]. Tanaka's group proposed the method to search 
clients accessing Web sites with malicious domain.  
The clients detected by this method are called malware in-
fected clients. By applying this method, it is possible to de-
tect malicious Web sites with malicious domains that many 
clients are forced to access. In our proposed method, we use 
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Figure 5: Detection method of malware infected clients 

Figure 6: Examples of generating feature vectors 

this malware infected clients to regard some Web sites as 
the known malicious Web sites. Finally, the IP address of 
Web sites which do not match the blacklist and the domain 
name detection conditions are used for classification and 
send to the classification unit. 

3.4 The Classification Method of Malicious 
Web Sites 

The classification unit is composed of two phases. First, 
the unit generates feature vectors from data of a blacklist in 
which known malicious Web sites are accumulated and data 
of a whitelist in which known benign Web sites are accumu-
lated and uses these vectors as training data to construct 
classifiers (Section 3.4.1). Next, the unit classify unknown 
Web sites using the constructed classifiers (Section 3.4.2). 

3.4.1 Construction of Classifier Using Train-
ing Datasets 

In order to construct classifier, it is necessary to generate 
feature vectors. These feature vectors contain various featur- 

Table 1: Examples of labeling feature vectors 
of training datasets 

es of the training datasets. Our method vectorizes the fea-
tures of known malicious Web sites and benign Web sites 
and generate classifiers for classification using these feature 
vectors. The number of elements of the feature vector is 
called the dimension number. Since the number of dimen-
sions of these feature vectors influences the cost of classifi-
cation, we use the feature vectors with reduced dimension. 

Figure 7 shows a feature vector generation method. First, 
the target IP address is converted into bit string. Next, all bit 
strings are represented as k-dimensional vector {b1,......,bk}. 
3 types of feature vectors are generated according to the IP 
address class such as Class A, Class B, and Class C. A vec-
tor of 8 dimensions in the case of Class A, a vector of 16 
dimensions in the case of Class B, and a vector of 24 dimen-
sions in the case of Class C are generated for each IP ad-
dress. Finally, generated feature vectors of malicious are 
labeled as “1”, and generated feature vectors of benign are 
labeled as “0” in this system. Table 1 shows examples of 
labeling the feature vector of the training data set. The clas-
sifier used in this method is Support Vector Machine (SVM), 
which is one of pattern identification methods. Since we 
examined the method with the goal of improving classifica-
tion accuracy for related research, we use SVM to keep the 
same condition. In addition, Ref. [6] clearly indicated that 
malicious Web sites are detected with high accuracy by us-
ing SVM. In addition, when the features of the IP addresses 
are frequently updated, an approach such as on-line learning 
may be suitable. Online SVM is one of such identification 
method. Since it is possible to follow the time change of 
learning data, on-line learning approach may be effective in 
the proposed method which learns data change on time. 
However, since the observational data set we are using is 
released every year, the frequency of re-learning by updat-
ing the data is presumed to be several times a year at most, 
as long as the data update frequency is this level. Therefore, 
we judged that batch type SVM algorithm has sufficient 
performance at present, and the proposed method classifies 
using the batch type SVM. 

The proposed method constructs three classifiers based on 
feature vectors described above. 

3.4.2 Classification of Test Datasets Using 
Constructed Classifier 

An unknown IP address sent from the detection unit are 
classified by the constructed classifiers described in Section 
3.4.1. Figure 8 shows that classification has three steps. First, 
the IP address passed from the detection unit is classified for  

IP address Feature vector Label 

193.51.10.5 1,1,0,0,0,0,0,0,0,0,1,1,0,0,1,1 1 

10.10.10.10 0,0,0,0,1,0,1,0 1 

203.4.12.89 1,1,0,0,1,0,1,1,0,0,0,0,0,1,0,0,0,0
,0,1,1,0,0 

0 

… … … 
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Figure 7: Process of the classification 

Figure 8: Usage frequency of malicious IP addresses 
(Enlargement of the first 8 bits of IP address around 120) 

(2008-2011) 

Figure 9: Usage frequency of malicious IP addresses 
(Enlargement of the first 8 bits of IP address 190-230) 

(2008-2011) 

Figure 10: Usage frequency of malicious IP addresses 
(Enlargement of the first 8 bits of IP address 140-180) 

(2008-2011) 

each IP address class in the classification unit. Next, feature 
vector is generated from this obtained unknown IP address. 
This feature vector is classified as malicious or benign by 
the classifiers. 

Then, the classifier is updated by using IP addresses al-
ready known as malicious or benign and IP addresses for 
which classification has been completed as training data. As 
a result, the features of the malicious IP address distribution 
included in the classifier can maintain the latest state, and 
the classification accuracy can also be improved for un-
known Web sites.  

In order to realize these proposed methods, it is necessary 
to set the dataset used as training data in a state suitable for 
classification. Therefore, we analyzed the usage distribution 
of IP addresses class based on the data on malicious IP ad-
dress usage frequency. The classifier pattern to be consid-
ered from the analysis result is the following three. 
1) Classifiers using blacklist itself (General blacklist)
2) Classifiers using the features of IP addresses on blacklist
without assuming temporal change.
3) Classifiers re-learned the temporal changes on the fea-
tures of IP addresses on blacklist
In case of 3), it is necessary to analyze the IP address used
as the training data to confirm whether it can cope with the
temporal changes of the IP address included in the blacklist.

3.5 Temporal Change on IP address Distri-
bution 

We analyzed the usage status of each IP address class to 
check whether the distribution of malicious IP addresses 
changes over time. Figure 9 shows the usage frequency of 
malicious IP addresses from 2008 to 2011, when the number 
of IP addresses collected from CCC datasets [15] which is a 
bot observation data group containing malware is relatively 
large. At the part where the first 8 bits of the IP address are 
around 120, we can see that the usage frequency has de-
creased from 2008 to 2011. Also, Fig.9 shows at the part 
where the first 8 bits of the IP address are around 110.The 
malicious IP address is not used from 2008 to 2009. Howev-
er, we can see that the usage frequency has increased from 
2010. Also, Figure 10 shows at the part where the first 8 bits 
of the IP address are from 200 to 220. We can see that the 
usage frequency has decreased from 2008 to 2011. 

In addition, Fig. 11 shows at the part where the first 8 bits 
of the IP address are from 170 to 180. We can see that the 
usage frequency has increased from 2010 to 2011. Therefore, 
it can be said that the temporal change of IP address distri-
bution features. In addition, Fig.12 shows at the part where 
the first 8 bits of the IP address are from 170 to 180. we can 
see that the usage frequency has increased from 2010 to 
2011. It can be said that the temporal change of IP address 
distribution features. From this result, the distribution of 
malicious IP addresses has changed every year in each ad-
dress class. By extracting the features of each IP address 
class by each year and using the feature for classification, 
highly accurate classification corresponding to temporal 
changes in IP address usage can be realized. Using these 
features, the training data used for constructing the SVM 
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classifier in the classification unit is changed every year in 
the proposed system. 

4 EVALUATION 

4.1 Outline 

In order to confirm the effectiveness of the proposed 
method, we evaluated the classifier constructed in phase 1 of 
the classification unit by three evaluation items such as ac-
curacy, precision rate, and recall rate. In this paper, we de-
fine True Positive (TP) as a number that can classify mali-
cious IP address correctly as malicious IP address, and True 
Negative (TN) as a number that can classify benign IP ad-
dress correctly as benign IP address. And we also define 
False Positive (FP) as a number that can classify benign IP 
address incorrectly as malicious IP address, and False Nega-
tive (FN) as a number that can classify malicious IP address 
incorrectly as benign IP address. Accuracy (1), precision 
rate (2), recall rate (3) are calculated by the following for-
mulas. 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 
Precision = TP / (TP + FP) 

Recall = TP / (TP + FN) 

The dataset of benign and malicious are obtained from 
Malware Workshop (MWS) Datasets [14]. As malicious 
data, we use the CCC dataset (2008-2011) which is a bot 
observation data group containing malware specimens, and 
D3M (2010-2015) which is Web infectious malware data, 
from MWS dataset. As benign data, we use 50,000 data of 
Alexa Top Global Sites [15] (2016) and data created based 
on NCD in MWS Cup (2014) which is a white dataset. For 
the experiments, we extract the ratio of malicious IP address 
to benign IP address to be 8: 2, 5: 5, 2: 8 respectively from 
these datasets. Training datasets and test datasets are ran-
domly extracted from malicious and benign data respective-
ly. 

In the previous section we confirmed the temporal change 
of the distribution of the malicious IP addresses. In order to 
evaluate the influence of this temporal change on classifica-
tion accuracy, we compare the accuracy of the three types 
classifiers by using the first 8, 16, 24, 32 bits of each IP ad-
dress. 

4.2 Evaluation Experiment 1 

In evaluation experiment 1, we compare the classification 
using blacklist and the classification of the proposed method 
to confirm the classification performance of each classifiers. 
We created 5 types of blacklists using malicious IP address-
es that can be obtained from the datasets [14] for classifica-
tion using blacklists. Each blacklist consists of 17000 IP 
addresses. We also created 5 types of test datasets for classi-
fication of the proposed method using malicious IP address-
es and benign IP addresses that can be obtained from the 
datasets [14]. This test datasets consists of 20000 IP ad-
dresses, and the ratio of malicious IP address to benign IP 

address is 8:2 in each test datasets. The overview of evalua-
tion experiment 1 is shown in Fig.12. We conducted exper-
iments to compare the results of classification of two pat-
terns using the same input test datasets. Pattern 1 is classifi-
cation using blacklist, and pattern 2 is classification using 
the proposed method. In experiment pattern 1, 32-bit IP ad-
dress is used as blacklist data. The classifier classifies by 
comparing the IP address of the input data with the IP ad-
dress of the blacklist, and outputs the classification result. 
We calculate the average classification accuracy of 5 input 
test datasets. For experiment pattern 2, we use the same da-
taset as experiment pattern 1. 

We construct classifiers of the proposed method using the 
dataset as training data. When test dataset is input, the clas-
sifiers of the proposed method classify according to the IP 
address class of the input IP address and outputs the classifi-
cation result. We calculate the average classification accura-
cy by 5-fold cross validation. Table 2 shows the number of 
IP addresses used in evaluation experiment 1. 

Table 3 shows the classification results of classification of 
the experiment pattern 1. On average, the accuracy was 
18.762%, the precision rate was 5.268%, the recall rate was 
100%, and accuracy and precision rate are very low.  

Table 4 shows the average classification result of the ex-
periment pattern 1. From this result, accuracies and preci-
sion rates were more than 80%, and recall rates were more 
than 90%. Compared to the classification result using black-
list, high values were obtained. 

Figure 11: Overview of evaluation experiment 1 

Table 2: Number of IP addresses used in experiment 1 
Malicious 

IP addresses 
Benign 

IP addresses 
Blacklist 322,687 
Whitelist 538,156 

(1) 
(2) 
(3) 
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Table 3: Detection result using blacklist 
Accuracy Precision Recall 

Testdata1 18.500 5.111 100 
Testdata2 18.545 5.185 100 
Testdata3 18.605 5.305 100 
Testdata4 19.335 5.372 100 
Testdata5 18.825 5.368 100 
Average 18.762 5.268 100 

Table 4: Average of classification results of the proposed 
method 

Accuracy Precision Recall 
Testdata1 81.945 86.543 91.983 
Testdata2 81.670 86.385 91.774 
Testdata3 81.520 86.177 91.747 
Testdata4 81.782 86.743 91.744 
Testdata5 81.735 86.442 91.751 
Average 81.730 86.458 91.800 

Table 5: Number of IP addresses used in experiment 2 
Malicious 

IP addresses 
Benign 

IP addresses 
IP addresses of Class A 49,164 40,667 
IP addresses of Class B 3,523 10,735 
IP addresses of Class C 75,000 14,288 

Table 6: Result of IP address of Class A 
Accuracy Precision Recall 

Case1(k=8) 84.060 90.253 89.866 

Case2(k=16) 83.743 89.893 89.797 

Case3(k=24) 83.760 89.890 89.818 

Case4(k=32) 83.878 89.887 89.953 

Table 7:Result of IP address of Class B 
Accuracy Precision Recall 

Case1(k=8) 83.541 92.157 87.855 

Case2(k=16) 81.696 89.070 88.162 

Case3(k=24) 82.945 90.276 88.610 

Case4(k=32) 83.257 90.525 88.761 

Table 8: Result of IP address of Class C (8:2) 
Accuracy Precision Recall 

Case1(k=8) 81.781 90.524 87.191 

Case2(k=16) 81.201 89.965 86.981 

Case3(k=24) 81.243 90.000 87.001 

Case4(k=32) 81.222 90.586 86.564 

Table 9: Result of IP address of Class C (5:5) 
Accuracy Precision Recall 

Case1(k=8) 67.252 73.824 65.248 

Case2(k=16) 67.252 73.824 65.248 

Case3(k=24) 67.280 73.712 65.310 

Case4(k=32) 66.034 69.050 65.122 

4.3 Evaluation Experiment 2 

In evaluation experiment 2, we experimented in detail to 
examine whether classification into IP address class is ap-
propriate. We confirm the effectiveness of the classification 
using features of each IP address class. For each IP address 
corresponding to the IP address classes A, B, and C, we 
evaluated the classification accuracies using the first 8 bits, 
16 bits, and 24 bits part of the IP address which is the net-
work address part of each address class as feature.  

The evaluation procedure is as follows. First, test datasets 
are input to the proposed method with the classifier generat-
ed by the training data, and classification result is acquired. 
Next, the classification accuracy is calculated by 5-fold 
cross validation. Finally, the classification accuracy for each 
feature vector used for input is compared and evaluated. The 
number of IP addresses used in evaluation experiment 2 is 
shown in Tables 5. 

Evaluation experiment 2 is conducted in 4 cases. For the 
number of first bits of the IP address used for classification, 
the classification results were evaluated by 8 bits for Case 1, 
16 bits for Case 2, 24 bits for Case 3, and 32 bits for Case 4. 

Table 6 shows the classification results for IP address 
class A. The accuracy and the precision rate achieved the 
highest value in Case 1 using only the network address part 
of IP address class A as the feature vector. On the other 
hand, the recall rate achieved the highest value in Case 4. 
Although the accuracies of the Ref. [11] were from 74.7% to 
75.1%, the accuracy of the proposed method was 84%.  

Table 7 shows the classification results for IP address 
class B. The accuracy and the precision rate achieved the 
highest value in Case 1, and the recall rate achieved the 
highest value in Case 4. Therefore, in Case 2 where only the 
network address part of IP address class B is used as the 
feature vector, the highest value cannot be achieved. The 
accuracies of the proposed method were 81.6% to 83.5% 
which were lower than the accuracies of the Ref. [11] 
(84.6% to 86.2%).  

Table 8 shows the classification results for IP address 
class C. The accuracy and the recall rate achieved the high-
est value in Case 1, and the precision rate achieved the high-
est value in Case 4. The accuracy, the recall rate, and the 
precision rate of Case 3 where only the network address part 
of IP address class C are used as the feature vector were 
lower than those of Case 1, 2 and 4. Also the accuracies of 
the proposed method were 81.2% to 81.7% which were low-
er than the accuracies of the Ref. [11] (85.1% to 88.5%). 

Table 9 shows the classification results when the ratio of 
malicious IP address to benign IP address is set to 5: 5 in IP 
address class C. The accuracy and recall rate achieved the 
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highest value in Case 3 using only the network address part 
of IP address class C as the feature vector. The precision 
rate achieved the highest value in Case 1 and 2. Also, in 
Case 4, the accuracy, the precision rate and the recall rate 
achieved the lowest values. 

4.4 Evaluation Experiment 3 

In evaluation experiment 3, we made classification based 
on training data using features of IP address every year. And 
we evaluate the effectiveness of the training data in each 
year according to the accuracy obtained every year. The 
number of IP addresses used in evaluation experiment 3 is 
shown in Tables 10, 11, and 12. 

Figure 13 shows the results with IP addresses correspond-
ing to IP address class A. The accuracy of classification 
varies depending on the year. 

Figure 14 shows the results with IP addresses correspond-
ing to IP address class B. While the classification accuracy 
of Ref. [11] is from 84.6% to 86.2%, the classification accu-
racy of the proposed method exceeded 90% from 2008 to 
2009.  

Figure 15 shows the results with IP addresses correspond-
ing to IP address class C. While the classification accuracy 
of Ref. [11] is from 85.1% to 88.5%, the classification accu-
racy of the proposed method exceeded 85% in 2008 and 
2011. 

Table 10: Number of IP addresses of Class A 
used in experiment 3 

Malicious IP addresses Benign IP addresses 
2008 159,103 40,897 
2009 22,537 40,897 
2010 14,369 40,897 
2011 9,538 40,897 

Table 11: Number of IP addresses of Class B 
used in experiment 3 

Malicious IP addresses Benign IP addresses 
2008 200 10,735 
2009 22,537 10,735 
2010 14,369 10,735 
2011 945 10,735 

Table 12: Number of IP addresses of Class C 
used in experiment 3 

Malicious IP addresses Benign IP addresses 
2008 97,688 14,288 
2009 11,619 14,288 
2010 4,073 14,288 
2011 1,854 14,288 

Figure 12: The result of evaluation experiment 3 in 
IP address of Class A 

Figure 13: The result of evaluation experiment 3 in 
IP address of Class B 

Figure 14: The result of evaluation experiment 3 in 
IP address of Class C 

4.5 Discussion 

From the results of evaluation experiment 1, since the ac-
curacy showed low values, the classification of malicious 
Web sites using blacklist has low generalization ability and 
has no ability to deal with unknown Web sites. From the 
result of evaluation experiment 2, the proposed method is 
effective for unknown malicious Web sites with the address 
of IP address class A, because the sufficient accuracy can be 
maintained by classification using only the network address 
part. On the other hand, as for the addresses of IP address 
class B and IP address class C, overall accuracy is lower 
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than those of IP address class A. There are two possible 
causes. First, since the number of IP addresses of the train-
ing data set is extremely small, there is a possibility that the 
feature may not clearly appear. Second, there is a possibility 
that time changes may occur in the features of malicious IP 
addresses. Finally, we describe the experimental results of 
evaluation experiment 3. From section 3.6, it was found that 
time changes were observed in the features of malicious IP 
addresses.  

Based on these analysis, it is possible to improve classifi-
cation accuracy by considering temporal change of features 
of malicious IP addresses. In Ref. [11], the classifiers are 
constructed with all bits of IP address as features. However, 
in the proposed method, it is shown that the same accuracy 
can be obtained by using the features of the temporal change 
of the appearing IP address distribution even with the classi-
fiers using only the network part of each IP address. From 
these results, it is difficult to maintain accuracy by the 
method that only accumulates and uses the malicious IP 
address data group (blacklist). However, by changing the 
state of training data for each IP address class and each year, 
it is possible to maintain the features of malicious IP address 
and to maintain classification accuracy. Therefore, it is pos-
sible to deal with unknown Web sites by finding the range 
of network address group with variation of features among 
IP address classes. 

5 CONCLUSION 

In this paper, we proposed a method of detecting un-
known Web sites and classifying Web sites as benign or 
malicious by using only a part of the network address, in 
order to reduce the cost of the classification. As a result of 
evaluation experiment about classifiers using the features of 
IP addresses on blacklist without assuming temporal change, 
high classification accuracy was provided in IP address 
Class A, and we confirm the effectiveness of the proposed 
classification method. However, from the results of evalua-
tion experiment about classifiers re-learned the temporal 
changes on the features of IP addresses, it is shown that the 
same accuracy can be obtained by using the features of the 
temporal changes of the appearing IP address distribution 
even with the classifiers using only the network part of each 
IP address. 

In the future, further research should be done to investi-
gate the feature of malicious Web sites to improve the accu-
racy of classification. For more effective classification, fur-
ther analysis of the data in each IP address class. On the 
other hand, although significant difference in features is 
observed for each IP address class in the current usage status 
of IP address, considering the address distribution by CIDR, 
there is a possibility of further improving the classification 
accuracy. However, although there are many CIDR IP ad-
dresses by 24-bit prefix corresponding to IP address class C 
in the investigation result by Ref. [16], the influence on the 
classification accuracy is unknown in the case of using ad-
dresses with other prefix lengths. Also in the classification 
method using the IP address, it is necessary to study how to 
classify it as a benign IP address when a new benign Web 
site is constructed for the IP address once classified to be 

malicious. In addition, since we examined the method with 
the goal of improving discrimination accuracy for related 
research, we use SVM to keep the same condition. In addi-
tion, although the proposed method uses SVM according to 
related research at present, in the future it is necessary to 
examine concrete classifier selection and design. 
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