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Aims and Scope
The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of informatics and related fields to promote the exchange of research ideas, experiences and results.

Informatics is the systematic study of Information and the application of research methods to study Information systems and services. It deals primarily with human aspects of information, such as its quality and value as a resource. Informatics also referred to as Information science, studies the structure, algorithms, behavior, and interactions of natural and artificial systems that store, process, access and communicate information. It also develops its own conceptual and theoretical foundations and utilizes foundations developed in other fields. The advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational, cognitive and social aspects, including study of the social impact of information technologies.

The characteristic of informatics’ context is amalgamation of technologies. For creating an informatics product, it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging new fields.
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Abstract: Currently, academic papers and their authors can be mainly evaluated by the statistics in Bibliometrics such as number of citations, h-index, and impact factor. However, it usually takes at least half a year or more for Bibliometrics-based approaches to evaluate academic papers. Open access journals, which do not restrict browsers, are spreading especially in recent years. Further, the number of viewing academic papers published in open access journals and the number of posting articles about the papers to social media continue to increase year after year. Such data can be treated as time-series data with immediacy. Therefore it is thought that if the academic papers as time-series data can be analyzed by proper data mining techniques such as clustering, it will be possible to extract the characteristics of highly-cited scientific papers. Instead of conventional evaluation of scholarly papers based on Bibliometrics, this paper discusses a method for estimating scientific papers with the potential of being highly cited in future based on the associated time-series data.
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1 INTRODUCTION

Recently, open access journals (OAJ), which do not restrict viewing, are spreading in the world, especially in US and the ratio of such journal papers over all academic papers is increasing accordingly [1]. In general, since OAJ publish accepted papers worldwide in one week or so, the academic papers can be accessed and viewed without restrictions by any user. Compared to traditional journals, OAJ can ensure the immediacy of the scientific papers by proving shorter periods from submission to publication. On the other hand, traditional surveys about academic papers are based on so-called Bibliometric indices such as the total number of papers published by one author and the number of citations per paper. And such traditional surveys based on Bibliometrics tend to take long time just like submitted papers take long time to be published.

Very recently, as methods to evaluate the scientific papers in the immediate term, alternative Bibliometrics called Altmetrics, which use the posts to social media, such as Twitter (micro blogging), Facebook (blogging), and Mendeley (social bookmarking), and analyze the contents and numbers, are gathering attention. Typical services for evaluation of scientific papers by using Altmetrics include altmetric.com and ImpactStory. In Japan, Ceek.jp Altmetrics, a university-originated venture has begun to provide Altmetrics-based services [2]. In this paper, we mean by Altmetrics both methods for quantitative measurement of impacts of research products such as journal papers and data sets using the social media responses and activities as to measuring the future influences of emergent researches based on the results [3].

So we have thought that it is necessary to clarify the relationships between Altmetric indices such as traffic data (i.e., number of views) and social media posts and Bibliometric indices such as citation data. In the preliminary experiment, we have found weak or very weak correlations between the number of views or downloads as of the first month after publication and that of citations of the scientific papers. This detail will be explained in Section 3 of this paper. Since these correlations are negligible, we have clustered academic papers published in OAJ with immediacy by paying attention to the counts of views and downloads so as to predict Bibliometric indices such as the counts of citations. We have used time-series data consisting of the numbers of views and downloads of papers per month for three or six months in clustering. Our final objective, which we have not fully obtained yet, is to estimate papers with the possibility of being highly cited in the future by performing machine learning, that is, learning classifiers for such papers based on clustering results. If the objective is fully attained, it will be possible to know the technological trends at the very early stage. Figure 1 illustrates the big picture of our research as the flow of the associated processes. In this paper, we focus on the clustering of the academic papers based on the time-series data. Section 2 de-

Figure 1: Big Picture of Our Research.
Table 1: Correlation between Numbers of Citations and Numbers of Views as of 1st Month.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cited</td>
<td>Views</td>
</tr>
<tr>
<td>Cited</td>
<td>1</td>
</tr>
<tr>
<td>Views</td>
<td>0.0695</td>
</tr>
</tbody>
</table>

Table 2: Correlation between Numbers of Citations and Numbers of Downloads as of 1st Month.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cited</td>
<td>Downloads</td>
</tr>
<tr>
<td>Cited</td>
<td>1</td>
</tr>
<tr>
<td>Downloads</td>
<td>0.2852</td>
</tr>
</tbody>
</table>

scribes the relevant works. Section 3 explains the normalization of the time series data. Section 4 and section 5 describe our clustering method and experiments using the method, respectively. Section 6 summarizes the contribution of our work and describes future challenges.

2 RELATED WORK

Most of works that cluster time-series data focus on the frequency. As clustering time-series data based on the frequencies as features, subsequence time-series clustering [4] is often used. So as to exactly handle the frequency of time-series data as the features, time-series data longer than a certain length are required. However, as our work focuses on the immediacy of the scientific papers published in OAJs, we use only data recorded every month for at most 12 months from publication, that is, 12 pieces of time-series data. Therefore, we use the shape of a wave as features of the time-series data. Then we can calculate dissimilarity (i.e., distance) of the time-series data using Dynamic Time Warping DTW [5].

Recently, studies on Altmetrics are becoming very active and are expected to complement Bibliometric evaluation of scientific papers. Posts to Twitter (i.e., Tweets) referring to academic papers published in OAJs are observed for several days just after publication, according to Gunther [6], thereby enabling the prediction of the number of citations. However, the number of collected Tweets mentioning scholarly papers is not so large, partially because it is rather difficult to exhaustively find correspondences between academic papers and tweets. Nakahashi et al [7] have done automatic mapping between academic papers and Tweets and have attained better performance than the previous works. However, their research has used only tweets referring to papers presented in the traditional academic meetings. There still remain a lot of works to do so as to automatically find correct correspondences between Tweets and scholarly papers on the web, such as OAJs.

3 NORMALIZATION OF TIME-SERIES DATA

We used the data of academic papers published in Public Library Of Science (PLOS) [8], one of US-based OAJs. We used the API provided by the PLOS and obtained the data of academic papers for two times, on 7/20/2013 and 12/22/2013. While the numbers of views are equal to those of accesses to web pages provided to individual academic papers by PLOS (html views), the numbers of downloads are equal to those of the saved PDF (pdf views). The numbers of views and downloads are monthly calculated from the published month. They constitute time-series data. The numbers of citations as to some papers are also calculated at fixed intervals from the published month. The numbers of citations as to others, however, are those of citations accumulated from the published date to the collected date. Then we used the accumulated numbers of citations in a uniform fashion.

We acquired academic papers on 7/20/2013 whose number n = 52,386 and calculated the correlation coefficient r between the numbers of citations and those of views as of the first month of papers since publication and we obtained a very weak correlation (r = 0.0695) (See Table I). As to the same set of papers, we also calculated a correlation coefficient r between the numbers of citations and those of downloads as of the first month and obtained a weak correlation (r = 0.2852) (See Table II). The corresponding scatter charts are illustrated in Fig. 2 and Fig. 3. Then we judged these correlations negligible and decided to use time-series data of views and down-
loads instead. We normalized these time-series data by dividing all the values by those as of the first month. Figure 4 shows examples of normalized time-series data as to the numbers of downloads of 14 samples published in 2/2004 for the first 12 months.

4 CLUSTERING

We examined two different clustering techniques for time-series data. First, we made vectors out of the time-series data and conducted k-means clustering based on the cosine measure as to the vectors. Next, we calculated dissimilarities between two pieces of the time-series data by Dynamic Time Warping (DTW) and conducted clustering based on the dynamic time warping squashed trees, an extension of CF tree.

4.1 K-Means Clustering

4.1.1 Vectorizing Time-Series Data

First, let \( a_i \) be the number of views or downloads (exactly, the ratio over the value for the first month) recorded for \( i \)-th month as to the scientific papers A. As a whole, the time series data for the paper A is represented as \( A = a_1, a_2, ..., a_r \). Next we vectorize the time-series data as follows. So as to focus on the rate of change of each component of the time series data along the time line, we consider a sub-vector for the change of two consecutive elements. The \( x \)-component of the sub-vector is constantly 1 because the value is always one month. Each \( y \)-component of the sub-vector is represented as \( (a_{i+1} - a_i) \). Therefore, vectorized time-series data for the paper A is represented as a set of sub-vectors by the following formulas:

\[
V_A = \{ \bar{v}_{A(1)}, \bar{v}_{A(2)}, ..., \bar{v}_{A(k)}, ..., \bar{v}_{A(k-1)} \} \tag{1}
\]

\[
\bar{v}_{A(k)} = \{ 1, a_{k+1} - a_k \} \tag{2}
\]

Figure 5 shows two examples of vectorized time series data.

4.1.2 K-Means Method

Here we consider the similarity between the academic papers A and B. The similarity between corresponding sub-vectors is calculated by using the cosine measure. Let the angle between them be \( \theta_k \). Then the cosine similarity between two vectors \( \bar{v}_{A(k)} \) and \( \bar{v}_{B(k)} \) is represented by the formula (3) (See Fig. 5). Note that as \( 0 \leq \cos \theta_k \leq 1 \), two vectors is similar if the cosine similarity is close to 1 or dissimilar if close to 0. Further, by using the total sum \( \cos_{\text{sum}} \) and the total product \( \cos_{\text{prod}} \) of the cosine similarity between corresponding sub-vectors, which are defined in the formulas (4) and (5), respectively, the similarity of the academic papers A and B (i.e., the vector sets \( V_A \) and \( V_B \)) s is expressed as \( s = (\cos_{\text{sum}}, \cos_{\text{prod}}) \). Suppose that \( I \) and \( J \) are the lengths of the time-series data A and B, respectively. Every piece of time series data has the same length, that is, \( I = J \).

\[
\cos \theta_k = \frac{\bar{v}_{A(k)} \cdot \bar{v}_{B(k)}}{|\bar{v}_{A(k)}| |\bar{v}_{B(k)}|} \tag{3}
\]

\[
\cos_{\text{sum}} = \sum_{k=1}^{I-1} \cos \theta_k \tag{4}
\]

\[
(0 \leq \cos_{\text{sum}} \leq I - 1)
\]

\[
\cos_{\text{prod}} = \prod_{k=1}^{I-1} \cos \theta_k \tag{5}
\]

\[
(0 \leq \cos_{\text{prod}} \leq 1)
\]

Here we cluster academic papers by using k-means clustering based on this similarity measure s. Beforehand, we sorted data for the whole academic papers according to the descending order of DOI (Digital Object Identifier) and divided into k groups as initial clusters. The centroid of the cluster is calculated as the vector set \( V_m \) expressed by the formula (6). Let
be the total number of the papers. The initial centroids are calculated by using the initial clusters.

\[ V_m = \sum_{i=1}^{N} \frac{V_{m_i}}{N} = \left\{ \sum_{i=1}^{N} \frac{V_{m_{0i}}}{N}, \ldots, \sum_{i=1}^{N} \frac{V_{m_{(N-1)i}}}{N} \right\} \]  

(6)

In one repetition, the similarities between each paper and all the centroids are calculated. If there is another cluster to which the paper is more similar than the current cluster, the paper is moved to the former cluster. In case of any movement at the end of the repetition, the centroids of the clusters are updated. This process is repeated until the number of academic papers to move is less than a certain threshold, that is, stable.

4.2 Dynamic Time Warping Squashed Tree Clustering

4.2.1 Dynamic Time Warping

The Dynamic Time Warping (DTW) algorithm can calculate the dissimilarity between a pair of time-series data. The algorithm can map multiple points in one piece of time-series data to a single point in another piece of time-series data, thereby allowing non-linear transformation as to the time axis.

Let us consider a pair of 12-month time-series data for two academic papers A and B. The time-series data are represented as \( A = (a_1, a_2, \ldots, a_{12}) \) and \( B = (b_1, b_2, \ldots, b_{12}) \). Then we construct a 12x12 matrix (i.e., table) by corresponding A and B to the row and column, respectively. In this table, grid points \( f_i = (a_k, b_j) \) represent correspondences between A and B. The series \( F = (f_1, f_2, \ldots, f_k) \) is called warping path. An example is shown in Fig. 6. The distance between \( a_k \) and \( b_j \) is denoted by \( \delta(f_k) \) and is calculated by the formula (7). Using this distance, the evaluation function \( \Delta(F) \) for the warping path F is calculated by the formula (8). Here \( w_k \) is a positive weight to \( f_k \) and is calculated by the formula (9).

\[ \delta(f_k) = \|a_k - b_j\| \]

(7)

\[ \Delta(F) = \frac{1}{t_i j} \sum_{k=1}^{K} w_k \cdot \delta(f_k) \]

(8)

\[ w_k = (k_i - k_{i-1}) + (j_k - j_{k-1}) \]

(9)

Here \( i_k \) and \( j_k \) which are integers between 1 and 12 denote subscripts of components \( a \) and \( b \) of a grid point \( f_k \), respectively. \( i \) and \( j \) are the lengths of the time-series data \( A \) and \( B \), respectively. The smaller \( \Delta(F) \) is, the smaller the dissimilarity between \( A \) and \( B \) is. In other words, mapping is better in that case. The warping path \( F \) with the minimum \( \Delta(F) \) is the shortest warping path of \( A \) and \( B \). In that case \( \Delta(F) \) is used as the dissimilarity between the two time-series data. This is calculated by using the function mlpy.dtw_std provided by the machine learning library mlpy [9] in the programming language Python.

4.2.2 Dynamic Time Warping Squashed Trees

Dynamic time warping squashed tree (DTWS tree) [10] is a height-balanced binary tree, a variant of CF tree, when BIRCH, a typical hierarchical clustering method is adapted to time-series data. This method clusters time-series data based on DTW-dissimilarities by exhaustive searching, doing data compression.

First, let us consider the node vector \( CF \) of the original CF tree. Generally using \( N_0 \) as the number of elements belonging to the node, the linear sum of vectors \( LS_0 = \sum_{k=1}^{N_0} x_k \) and the squared sum \( SS_0 = \sum_{k=1}^{N_0} (x_k)^2 \), the node CF of the CF tree is represented as \( CF_k = (N_0, LS_0, SS_0) \). On the other hand, the node vector DTWS of the DTWS tree corresponds to the CF vector but the squared sum \( SS_0 \) is omitted from the CF and is represented as \( DTWS_k = (N, ATW) \). Here \( N \) is the number of time-series data belonging to the node DTWS and \( ATW \) is the average vector of time-series data. ATW is calculated as follows: First the average of two time-series data \( A \) and \( B \) is calculated as \( ATW_{AB} = (x_1, x_2, \ldots, x_K) \). Here \( x_k \) corresponds to \( f_k \) calculated by the formula (10). As the average vector \( ATW \) is, in general, longer than the original time-series data \( A \) and \( B \) \((K \geq I = J) \). Thus \( ATW_{AB} \) is un-normalized with respect to the length. Then we compress it in order to obtain \( ATW = (y_1, y_2, \ldots, y_K) \) in accordance with the original time-series data. If the path for \( x_k \) extends diagonally on the warping path,
### 5 EXPERIMENTS

#### 5.1 Outline of the Experiments

For the experiments, we used data that were collected from the scientific open access journal PLOS twice on 7/20/2013 and 12/22/2013, respectively. The data for the scientific papers include the numbers of views and those of downloads of each paper as of each month as time-series data starting just after the publication and the number of citations of each paper as of the time of collection. We collected data as to 52,555 scientific papers on 7/20/2013, among which 52,386 papers have information as to citations. Further, from the collection, we selected scientific papers which have 3-month, 6-month, and 12-month numbers of views and of downloads as of 7/20/2013. Data collected on 7/20/2013 and 12/22/2013 are called Data1 and Data2, respectively (See Table III). We used two clustering methods described in Sections 4.1 and 4.2 for comparison. In one run of experiments, we clustered the same collection of academic paper data separately based on the numbers of views and of downloads. As a result, we obtained two sets of clusters. By making intersections of two sets of clusters, we obtained one set of clusters as a final result. We evaluated the final set of clusters in terms of the number of citations. The average number of citations is 11.81 and the median is 5 in Data1. The low-cited papers are defined as those with less than 10 citations. The highly-cited papers are assumed to belong to the top 10% of the whole collection with respect to citations. In the top 10% subset of Data1, the minimum number of citations is 87. For the simplification of the judgment when evaluating clustered results, the threshold for the highly-cited papers is set to 90 in our experiments. Therefore, the “intermediately- and highly-cited” papers and the “highly-cited” papers denote the items cited times ≥10 and those cited times≥90”, respectively.

#### 5.2 Results

##### 5.2.1 K-Means Clustering

We conducted k-means clustering on 3-month time-series data with respect to both views and citations as k = 10 and 25. Because each result consists of 10 or 25 clusters, the academic

---

**Table 5: Results of K-Means Clustering (K=25).**

<table>
<thead>
<tr>
<th># of Papers in a cluster</th>
<th>Data1</th>
<th>Data2</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cited=&lt;=10</td>
<td>ratio(%)</td>
<td>Cited=&lt;=10</td>
<td>ratio(%)</td>
</tr>
<tr>
<td>4,290</td>
<td>647</td>
<td>15.08</td>
<td>848</td>
</tr>
<tr>
<td>3,997</td>
<td>594</td>
<td>12.61</td>
<td>697</td>
</tr>
<tr>
<td>3,761</td>
<td>1,108</td>
<td>29.46</td>
<td>1,365</td>
</tr>
<tr>
<td>2,126</td>
<td>384</td>
<td>18.06</td>
<td>538</td>
</tr>
<tr>
<td>1,132</td>
<td>635</td>
<td>36.66</td>
<td>759</td>
</tr>
<tr>
<td>3,157</td>
<td>620</td>
<td>39.37</td>
<td>718</td>
</tr>
<tr>
<td>1,359</td>
<td>371</td>
<td>27.37</td>
<td>440</td>
</tr>
<tr>
<td>1,066</td>
<td>73</td>
<td>6.85</td>
<td>123</td>
</tr>
<tr>
<td>906</td>
<td>411</td>
<td>45.36</td>
<td>473</td>
</tr>
<tr>
<td>854</td>
<td>285</td>
<td>21.43</td>
<td>252</td>
</tr>
<tr>
<td>789</td>
<td>84</td>
<td>10.65</td>
<td>131</td>
</tr>
<tr>
<td>721</td>
<td>303</td>
<td>42.02</td>
<td>344</td>
</tr>
<tr>
<td>635</td>
<td>175</td>
<td>27.35</td>
<td>212</td>
</tr>
<tr>
<td>553</td>
<td>253</td>
<td>45.75</td>
<td>293</td>
</tr>
<tr>
<td>542</td>
<td>60</td>
<td>11.07</td>
<td>99</td>
</tr>
<tr>
<td>458</td>
<td>160</td>
<td>35.24</td>
<td>189</td>
</tr>
<tr>
<td>433</td>
<td>73</td>
<td>16.84</td>
<td>104</td>
</tr>
<tr>
<td>402</td>
<td>91</td>
<td>22.64</td>
<td>125</td>
</tr>
</tbody>
</table>

**Table 6: Kruskal-Wallis Test of the Results by K-Means Clustering (K=10).**

<table>
<thead>
<tr>
<th>Data1</th>
<th>Data2</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>χ²</td>
<td>3283.75</td>
<td>96</td>
</tr>
<tr>
<td>2962.84</td>
<td>96</td>
<td>p&lt;=2.2×10^-16</td>
</tr>
</tbody>
</table>

its length will be 1; If the path for xᵢ extends either horizontally or vertically, its length will be 0.5. Based on this calculation, ATWᵢ is compressed to ATW. The value of yᵢ is calculated, that is, equal to that of xᵢ by the formula (11) if the length to xᵢ from the starting point of the time-series data is integer, otherwise it is calculated as linear interpolation between the two consecutive elements by using the formula (12). As to the warping path in Fig. 6, the processes of the above calculation are shown in Fig. 7.

\[
x_k = \frac{a_{jk} + b_{jk}}{2} \quad (10)
\]

\[
y_{kr} = \left(\frac{x_k + x_{k+1}}{2}\right) \quad (12)
\]

The procedures of the DTWS tree are similar to those of the CF tree. The dissimilarity between the time-series vector to be added and the average time-series vector of the node is calculated based on DTW. If there exists a node with the minimum dissimilarity, less than a prescribed threshold, the new vector is added to the node.

---

**Table 7: Results of DTWS Tree Clustering of Three-Month Time-Series Data.**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Data1</th>
<th>Data2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMean</td>
<td>NMean</td>
<td></td>
</tr>
<tr>
<td>of clusters</td>
<td>Intermediately- and Highly-Cited Ratio=90%</td>
<td>Intermediately- and Highly-Cited Ratio=90%</td>
</tr>
<tr>
<td>32</td>
<td>47</td>
<td>123</td>
</tr>
<tr>
<td>42</td>
<td>22</td>
<td>161</td>
</tr>
<tr>
<td>42</td>
<td>42</td>
<td>66</td>
</tr>
<tr>
<td>42</td>
<td>42</td>
<td>114</td>
</tr>
<tr>
<td>42</td>
<td>23</td>
<td>135</td>
</tr>
<tr>
<td>42</td>
<td>12</td>
<td>114</td>
</tr>
<tr>
<td>42</td>
<td>15</td>
<td>254</td>
</tr>
<tr>
<td>42</td>
<td>37</td>
<td>112</td>
</tr>
<tr>
<td>42</td>
<td>13</td>
<td>295</td>
</tr>
<tr>
<td>42</td>
<td>10</td>
<td>301</td>
</tr>
<tr>
<td>42</td>
<td>50</td>
<td>101</td>
</tr>
<tr>
<td>42</td>
<td>47</td>
<td>100</td>
</tr>
<tr>
<td>42</td>
<td>20</td>
<td>185</td>
</tr>
<tr>
<td>42</td>
<td>33</td>
<td>118</td>
</tr>
<tr>
<td>42</td>
<td>27</td>
<td>195</td>
</tr>
<tr>
<td>42</td>
<td>7</td>
<td>395</td>
</tr>
<tr>
<td>42</td>
<td>27</td>
<td>143</td>
</tr>
<tr>
<td>42</td>
<td>30</td>
<td>148</td>
</tr>
<tr>
<td>42</td>
<td>45</td>
<td>191</td>
</tr>
<tr>
<td>42</td>
<td>5</td>
<td>634</td>
</tr>
<tr>
<td>42</td>
<td>17</td>
<td>194</td>
</tr>
</tbody>
</table>
papers are divided into 10 × 10 or 25 × 25 clusters. However, there also exist clusters which contain no elements. Then clusters with more than 400 elements are picked up and described in Table IV and Table V for k = 10 and k = 25, respectively. In the tables, “# of papers”, “Cited≥10”, and “ratio(%)” denote the number of elements in the cluster, the number of elements cited for 10 or more times, and the ratio over the cluster (%), respectively. By k-means clustering, no clusters with only intermediate- and highly-cited academic papers could be found. However, the Kruskal-Wallis test, a nonparametric method, was conducted on 100 clusters constructed by k-means clustering (i.e., k=10) using Kruskal.test function of the R language [11]. Table VI shows the results of the Kruskal-Wallis test. As \( p_1, p_2 \leq \text{significance level} \alpha = 0.01 \) from Table VI, it has been confirmed that there exist significant differences between the median numbers of citations of clusters. Note that, because there exist three clusters with less than two elements in the results and the tests were performed on the rest and thus the number of degrees of freedom was 96.

### 5.2.2 DTWS Tree Clustering

DTWS tree clustering was performed on 3-month, 6-month, and 12-month time-series data with respect to the number of views and of citations. DTWS tree is a clustering method using exhaustive searching based on thresholds. Then, the size of clusters and the number of clusters change, depending on the given thresholds. For both the numbers of views and of downloads, the threshold X takes one of 26 different values: \( 0.3, 0.5, 0.7, 1, 1.5, 2, 3, 5, 7, 10, 13, 15, 17, 20, 22, 25, 27, 30, 32, 35, 37, 40, 42, 45, 47, 50 \). And time-series data have 3 different lengths. Then we get 2,028 clusters as a final result. From the result, we excluded clusters whose size were less than 10. Thus, we evaluated the result, focusing on clusters in the result whose size is larger than or equal to 10. Table VII shows the results of 3-month time-series data. In Table VII, “\( X_{\text{clus}} \)” and “\( X_{\text{pdf}} \)” denote the thresholds for the numbers of views and of downloads, respectively. “All” and “10 papers or more” denote the total number of clusters and the number of clusters which contain 10 or more elements, respectively. Further, “intermediately- and highly-cited” and “\( N_{\text{clus}} \)” denote the number of and the total paper cardinality of clusters, respectively, where 90 or more percent of the elements are intermediately- and highly-cited papers.

Table VII describes only results containing mostly intermediately- and highly-cited academic papers. In DTWS tree, no clusters with only highly-cited academic papers could be found, either. However, using 3-month time-series data, with 32 as the view-threshold and 47 as the download-threshold, approximately 80% of the intermediately- and highly-cited papers in Data1 could be successfully extracted. Similarly, approximately 72% of the intermediately- and highly-cited papers in Data2 could be extracted with 42 as the view-threshold and 15 as the download-threshold. As for 12-month time-series data, approximately 93% of the intermediately- and highly-cited papers in Data1 could be extracted with 37 as the view-threshold and 50 as the download-threshold. Approximately 79% of the intermediately- and highly-cited papers in Data2 could be extracted with 50 as the view-threshold and 40 as the download-threshold.

Further, evaluation of the clustering results was done focusing on one of the clusters using the \( F \)-value calculated from

---

Table 8: Recall, Precision, and \( F \)-Value of Intermediately- and Highly-Cited Papers.

<table>
<thead>
<tr>
<th>Length of Time-series Data</th>
<th># of Papers in a Cluster</th>
<th>( R ) (%)</th>
<th>( P ) (%)</th>
<th>( F ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>547</td>
<td>77.06</td>
<td>99.86</td>
<td>78.42</td>
</tr>
<tr>
<td>6 months</td>
<td>540</td>
<td>77.06</td>
<td>99.86</td>
<td>78.42</td>
</tr>
<tr>
<td>12 months</td>
<td>540</td>
<td>77.06</td>
<td>99.86</td>
<td>78.42</td>
</tr>
</tbody>
</table>

Table 9: Number of Clusters in Top Clusters Ranked by \( F \)-Value for Intermediately- and Highly-Cited Papers.

<table>
<thead>
<tr>
<th>Length of Time-series Data</th>
<th># in Top 100 clusters</th>
<th># in Top 200 clusters</th>
<th># in Top 300 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>70</td>
<td>119</td>
<td>201</td>
</tr>
<tr>
<td>6 months</td>
<td>30</td>
<td>79</td>
<td>93</td>
</tr>
<tr>
<td>12 months</td>
<td>0</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 10: Recall, Precision, and \( F \)-Value of Highly-Cited Papers.

<table>
<thead>
<tr>
<th>Length of Time-series Data</th>
<th># of Papers in a Cluster</th>
<th>( R ) (%)</th>
<th>( P ) (%)</th>
<th>( F ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>540</td>
<td>77.06</td>
<td>99.86</td>
<td>78.42</td>
</tr>
<tr>
<td>6 months</td>
<td>540</td>
<td>77.06</td>
<td>99.86</td>
<td>78.42</td>
</tr>
<tr>
<td>12 months</td>
<td>540</td>
<td>77.06</td>
<td>99.86</td>
<td>78.42</td>
</tr>
</tbody>
</table>

Table 11: Number of Clusters in Top Clusters Ranked by \( F \)-Value for Highly-Cited Papers.

<table>
<thead>
<tr>
<th>Length of Time-series Data</th>
<th># in Top 100 clusters</th>
<th># in Top 200 clusters</th>
<th># in Top 300 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>48</td>
<td>87</td>
<td>110</td>
</tr>
<tr>
<td>6 months</td>
<td>24</td>
<td>71</td>
<td>122</td>
</tr>
<tr>
<td>12 months</td>
<td>28</td>
<td>42</td>
<td>68</td>
</tr>
</tbody>
</table>
the precision ratio \( P \) and recall ratio \( R \) of the results. \( R, P, \) and \( F \) are calculated by the formulas (13), (14), and (15), respectively. The precision ratio is expected to increase as the numbers of citations increase in a course of time. The weight \( \beta \) for the recall ratio is set to \( \beta = 3.5 \) in the formula (15).

\[
R(\%) = \frac{\text{relevant papers in the cluster}}{\text{papers in the cluster}} \times 100 \\
P(\%) = \frac{\text{relevant papers in the cluster}}{\text{papers in the cluster}} \times 100 \\
F(\%) = \frac{(P(\%) + R(\%) + \beta) \times \beta}{\beta + P(\%) + R(\%)}
\]

All the resultant clusters are sorted in the descending order of \( F \)-values with respect to the intermediately- and highly-cited scientific papers. Among them, the top 10 clusters are shown with precision ratios, recall ratios, and \( F \)-values in Table VIII. By inspecting Table VIII, it is known that there exist clusters with recall ratios over 75\% and precision ratios over 90\% for the intermediately- and highly-cited scientific papers. It is also known that 9 out of 10 clusters are based on 3-month time-series data. The numbers as to the top 100 clusters, top 200 clusters, and top 300 clusters sorted by the \( F \)-values for the 3-month-, 6-month-, and 12-month-time-series data are shown in Table IX. From Table IX, it is known that clusters from 3-month-time-series data are relatively highly ranked with respect to \( F \)-values. Similarly, the top 10 clusters for the highly-cited papers sorted by \( F \)-values are shown in the descending order in Table X. From Table X, it is known that there exist clusters with recall ratios over 90\% and precision ratios over 75\%. The numbers as to the top 100 clusters, top 200 clusters, and top 300 clusters sorted by the \( F \)-values with respect to highly-cited papers for the 3-month-, 6-month-, and 12-month-time-series data are shown in Table XI. From Table XI, it is known that clusters based on 3-month- and 6-month-time-series data are relatively highly ranked.

5.2.3 Discussion

By k-means clustering, only highly-cited academic papers could not be extracted. In other words, at least under the k-means clustering, vectors made from time-series data of numbers of views and of downloads cannot effectively represent the characteristics of only highly-cited academic papers. However, by the results of the Kruskal-Wallis test, it is confirmed that there exist significant differences among the medians of numbers of citations as to clusters.

By merging multiple clusters with 90\% or more precision ratios as to immediately- and highly-cited papers based on DTWS tree clustering, 80\% or more of the papers could be recalled. Further, it was found that there existed clusters containing immediately- and highly-cited papers with the recall ratios of 75\% or more and the precision ratios of 90\% or more. It was also found that there existed clusters containing highly-cited papers with the recall ratios of 90\% or more and the precision ratios of 75\% or more. This indicates that vectors made from time-series data consisting of numbers of views and downloads can predict immediately- and highly-cited papers under the DTWS tree clustering. The numbers of citations in the Data2 represent those of the scientific papers published 8 or more months ago. Therefore, by clustering 3-month-time-series data by DTWS tree clustering, at best approximately 77\% of the intermediately- and highly-cited papers published 8 or more months ago could be detected. Also, at best approximately 98\% of the highly-cited papers academic papers could be detected. Further, clusters containing rather many low-cited scientific papers could be found. In summary, by clustering the 3-month-time-series data by using DTWS tree clustering, each of low-, immediately- and highly-, and highly-cited academic papers could be detected with high likelihood.

In this experiment, the number of days from publication was not sufficiently considered. Thus, the numbers of citations of papers with different publication dates were equally treated. It is expected that a clustering scheme considering exactly the number of days from publication can cluster the academic papers with higher accuracy.

6 CONCLUSION

We have clustered academic papers published in open access journals by using time series data of the numbers of views and downloads. We used k-means clustering and clustering DTWS tree clustering and compared the performances. As a result, clusters mostly containing immediately- and highly-cited papers could be discovered. Indeed, the result described in this paper cannot directly confirm that highly-cited papers in the first year in open access journals can be predicted by at least the first three-month time series data of views and downloads based on the extracted features of these clusters. However, the obtained observation at least suggests that creation of classifiers based on the time-series data of downloading and browsing is promising. The discovery that clustering based on the time-series data can isolate highly-cited papers is significant for the relevant researchers and practitioners. Therefore, the following approaches to classification are among our future plan. To be more concrete, one possible approach is to directly use clusters created in the way proposed in this paper as a kind of classifier and classify papers into “will-be”—highly-cited papers if they are most similar to the clusters mostly consisting of highly-cited papers with respect to the first three-month time-series data. Another approach is to create a classifier based on the time-series data by using clusters (i.e., highly-cited, immediately-cited, or low-cited) obtained by the proposed way as the training set. Of course, the latter approach will draw heavily upon further researches about how to represent features of time-series data and which methods to choose as a classifier.

DTWS tree clustering experiments in 3 different lengths of time-series data were compared. However, in k-means clustering, \( k \) was uniquely fixed and only 3-month time-series data were used. For this reason, there remain possibilities that the results were not properly compared among the two clustering methods. It is thought that other advanced methods such as x-means can remedy some of the above problems and improve the comparison results.

We used the numbers of views and downloads as of every month. This is because PLOS releases time-series data every month. However, if finer-grained time-series data, for example, of every day, are available, more accurate clustering of scholarly papers may be possible. Further, a wide range of
academic papers have been posted on PLOS. Therefore, by clustering papers in restricted areas, more specialized characteristics may be detected.

Further, as using 12-month time-series data for clustering lacks the immediacy of estimated papers, clustering based on data provided by Altmetrics such as posts in social media and links in social bookmarks is expected to overcome the problem. From our experimental results, the clustering results are expected to provide the features required for machine learning, that is, classification of highly-cited papers.
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Abstract - Systems for manufacturing using IoT (Internet of Things) solutions attract attention recently. In the IoT solutions, all the relevant elements are connected to the internet and all the information are gathered from processes from manufacturing to logistics for data analysis, aiming at the construction of flexible manufacturing systems.

In relation to the network connection and the distributed input/output control method, which are key technologies for IoT, we report in this paper on a pioneering basic technology, which is the input/output control method in real time processing for CNC. We conceptualized and adopted in our products in the 1990s. The basic idea is to define the communication method which is high reliable and suitable for the real time control for the CNC and to achieve modularization and distribution of the components of the CNC. The cumulative number of products shipped with this I/O control method incorporated exceeded 5,000,000.

Keywords: network, Internet of Things, distributed control, CNC, flexible manufacturing systems

1 INTRODUCTION

Solutions using IoT (Internet of Things) technologies attract attention recently. In the IoT solutions, all the relevant elements are connected to the internet, and all the information of the processes from manufacturing to logistics are gathered, aiming at the construction of flexible manufacturing systems based on the analysis of such big data[1]. On the production sites, such IoT solutions are also expected to be incorporated into the manufacturing process. Efforts are made to incorporate all the relevant information into the manufacturing process to facilitate grasping of the current status or each step of the manufacturing process until completion[2]-[4]. The relevant information covers the following: order information provided by the sales department and incorporated into the production system, parts orders made from the purchasing system, manufacturing/production instructions to the production sites, control information for machining or assembly, and in-process product identification information based on sensor technologies. In the field of parts machining, NC machine tools play a central role in IoT, and the use of them makes it possible to establish a link between the parts machining information based on the manufacturing data (including part programs) and the part information obtained from the input/output (I/O) control.

In relation to the network connection and the distributed input/output control method, which are key technologies for IoT, we report in this paper on a pioneering basic technology, which is the input/output control method in real time processing for CNC we conceptualized and adopted in our products in the 1990s. The basic idea for this I/O control method is to define the communication method suitable for the real time control for the CNC[5]. With this I/O control method, a compact, low-cost and safety network can be achieved using serial communication. This method enables to modularize the components of the CNC, connect them through a network, and achieve distribution of the components to build a flexible system suitable for the purpose[6]. The cumulative number of communication modules shipped with this control method incorporated exceeded 5,000,000. It can be said that this control method contributed to the development of today's CNC.

2 RELATED TECHNOLOGIES

2.1 Configuration and Functions of the CNC

Figure 1 shows the configuration of the CNC. The CNC consists of the display and operation unit, NC unit, drive units, servo motors, and spindle motor. The display and operation unit is used to create part programs, operate the machine, and display the part programs, machining status, and machine status.

The NC unit is used to analyze part programs, output the machine movement distance to the servo drive units as a movement command, and control the machine movement. The NC unit is also used for sequence control for machining. The servo drive units are used to control the servo motors for the tool nose path control. The spindle drive units are used to control the spindle motor for rotating the tool to achieve the cutting work.

![Figure 1: Configuration of the CNC.](image-url)
2.2 Tool Path Control in the CNC

The CNC executes part programs for driving the multi-axis machine tools (for example, X axis, Y axis, Z axis, etc. and the spindle) to move the tool nose position or move a part and cut the part. Figure 2 shows the details of the position control processing. The CNC analyzes the part programs, adds the tool information to the analysis result, and calculates the tool path data. Then, the NC unit calculates the movement distance per unit time for each control axis by an interpolating process. Figure 3 shows the interpolation processing of the CNC, to control two axes (X axis and Y axis) simultaneously. In Fig. 3, the command for the movement from A to B is generated as follows: at first, the movement distance $F \Delta t$, which is the product of the speed $F$ and the unit time $\Delta t$, is calculated, and then, the distance is decomposed into the x-axis component of the movement distance $F \Delta t_x$ and the y-axis component of the movement distance $F \Delta t_y$.

The position commands calculated in the NC unit are sent to the servo drive units. The servo drive units control the position/speed and the current for driving servo motors based on the position/speed command values sent by the NC unit and the feedback information sent by the detector attached to each servo motor.

2.3 Sequence Control in the CNC

In the sequence control (machine I/O control function), input signals are used to monitor the machine status or to obtain the sensor information, and output signals are used to control the actuators.

The CNC controls the machine tools operations by calculating the movement command values at a fixed time interval and sending them to the drive units, implementing the sequence control of the machining procedure, and indicating status information on the display. In the sequence control, the CNC executes sequence programs. In response to the sensor information input signals sent in synchronization with the control cycle in the CNC, the machine control signals are output. It is essential to ensure real time sequence control processing with an accuracy of 0.1 msec because the processing is synchronized with the positioning control cycle in the CNC.

Figure 4 shows the time division for real time control processing in the CNC. For one axis, CNC calculates a command value and speed, and performs miscellaneous synchronization control in the first half of the interpolation period $T$. In the second half of the interpolation period $T$, the system performs servo control, machine sequence control, and data processing for display and communication. For controlling eight axes (at the maximum), the interpolation periods for eight axes are regarded as one cycle for the control operation.

2.4 Conventional Parallel I/O Control Method and Issues

Figure 5 shows the schematic block diagram of the machine I/O control interface in the NC unit. The conventional machine I/O signal control is performed using a parallel I/O function of the NC unit main CPU. In this method, the machine status is checked using the parallel input signal from the NC unit main CPU (ON/OFF control, +24 V/0 V), and the machine operations are controlled using the parallel output signal (ON/OFF control, +24 V/0 V). For this type of I/O control, several tens to one hundred signal wires are connected inside the power panel and externally for the sensor information input and the actuator control.

In the parallel I/O control method, each signal requires a wire connection between the NC unit and the actuator. Thus, the method involves issues such as the degradation of work-
ability caused by the increase in the number of signals and wire bundles, and the lowering of reliability due to noises, etc. caused by the longer wire length.

Also, in the parallel I/O control method, data is directly transmitted between the NC unit and the machines or actuators. Therefore, the NC unit has to have numerous circuits to support the I/O control points according to the machine specifications. The lineup of the NC unit ranges from the high-end model to the general market model depending on the number of control axes and the control performance. In other words, the maximum number of I/O control points is determined for each class of the model. Therefore, there are issues with the NC unit cabinet volume for using the high-end model according to the drive control specifications. In such cases, it is inevitable to choose a NC unit with a large cabinet which supports a lot of I/O control points even when the machine requires less I/O control points. More specifically, the NC unit cabinet volume cannot be selected flexibly without any restraints because the fact that the NC unit has to contain the I/O control circuits prevents downsizing of the NC unit cabinet.

2.5 Conventional I/O Control Method for Serial Communication and Issues

Figure 6 shows an example of the schematic block diagram of machine I/O control for a regular serial communication. The machine I/O control interface in the NC unit consists of the I/O buffer and the communication control part for serial communication. The distributed remote I/O unit consists of the communication control part and the I/O control circuit. By transmitting the I/O signals for controlling the machine tools through serial communication, it is possible to mitigate the issues such as the degradation of workability caused by the increase in the number of wire bundles for signals, and the lowering of reliability due to noises caused by the longer wire length.

In the 1990s, CPUs were in most cases mounted on both the input and output devices to establish serial communication. The master communication control part of the NC unit consists of CPU and memory dedicated to communication and communication control circuit. Likewise, the slave communication control part of the distributed remote I/O unit requires CPU and memory dedicated to communication, communication control circuit, and I/O control circuit. Therefore, there are issues that a large circuit area is required, and the method incurs higher costs as compared to the parallel I/O control method. In addition, the development of software for CPU dedicated to communication is required both in the NC unit and the distributed remote I/O unit.

2.6 Serial Communication Processing by the Main CPU and Issues

To reduce the hardware cost for serial communication, it may be possible for the main CPU of the NC unit to perform serial communication processing instead of the CPU in the communication control part.
Figure 7 shows the serial communication processing flow of the main CPU for the conventional serial communication. At power-on, the main CPU sends the data frame to request the status information of each distributed remote I/O unit. After receiving the status information from all units, connection status of each unit is checked. When all distributed remote I/O units are available for the communication, the online communication mode (normal I/O mode) is started. The main CPU generates output data frame and sends the frames to each distributed remote I/O unit. The main CPU then receives data frames sent from each unit. When no error is found with the data frames, the main CPU processes the input data. When an error is found with the data frames, the input data is discarded. These procedures are repeated in the online communication mode.

When software processing of the communication control part of the NC unit is performed by the main CPU, the load for the main CPU is increased. Furthermore, increasing of the distributed remote I/O units causes to increase the load. However, as mentioned in the description for Fig 4, real time processing for the CNC must be performed at a predetermined time period and the drive control command must be completed within a certain time limit. To ensuring the accuracy of real time control, there are issues that a further high-performance main CPU is required, which results in increased cost.

### 3 PROPOSED METHOD

#### 3.1 Distributed Remote I/O Control Method

The feature of the distributed remote I/O control method introduced in this paper is as follows: In the first place, simplification of communication procedure and reduction of data enable to achieve the communication between the NC unit and the distributed remote I/O unit only by electronic circuits. In the second place, the definition of the supposed failure mode in advance achieves the fail-safe system without performing software processing. This method enables downsizing of the system, lowers costs, improves reliability, and enhances the safety.

Figure 8 shows a configuration of the CNC using the distributed remote I/O control method. In Fig. 8, the machine I/O control interface of the NC unit is used as the distributed remote I/O communication control part. The I/O control circuits are separated from the NC unit and contained in the distributed remote I/O units. The machine requiring numerous I/O control points can be supported by increasing the number of distributed remote I/O units. Consequently, the NC unit cabinet volume is no more dependent on the number of I/O control points.

#### 3.2 Hardware for Distributed Remote I/O Communication

The increased cost is the major issue to perform machine I/O control for CNC using serial communication. Proposals for cost reduction are as follows:

(1) Reduction of the number of signal communication wires
   - A half-duplex method is adopted for serial communication between the NC unit and the distributed remote I/O units. As compared to a full-duplex method, the number of communication wires can be reduced to one, and the wire rod, connector, and cable manufacturing costs can be reduced. In order to establish highly reliable data communication with the half-duplex method, a dedicated time-dividing communication procedure is defined to fit the characteristics of the CNC.
   - Adoption of the EIA-485 differential system for the communication physical layer (data communication circuit)
   - Adoption of the HDLC communication method
   - In order to establish half-duplex communication, the communication cycle order is determined, and data transmission is enabled only during the transmission period.

(2) Elimination of CPU dedicated to communication
   - The conventional I/O control method for serial communication in Fig. 6 requires using CPU in the communication control part. For elimination of CPU dedicated to communication, simplification of communication procedure is needed. The frame size and data format suitable for the machine I/O control of the CNC functions are defined to minimize the communication processing. The communication pattern is defined to perform periodic communication in automatic synchronization with the CNC internal processing. Furthermore, processing at the time of power-on and processing at error are defined in the process of defining the data format and the communication procedure. These definitions achieve serial communication between the NC unit and the distributed remote I/O units without using CPU.

(3) Integration of the communication control part hardware into a one-chip LSI
   - With the predetermined frame size, data format, and procedure, the electronic circuits of the communication control part perform communication without using
(4) Simplification of the software processing by the main CPU
For I/O signal control processing of the NC unit, the main CPU reads the input data from the I/O buffer and writes the data to the I/O buffer in the communication control part in Fig. 6. These operations are performed either for the parallel I/O control or the I/O control for serial communication. Therefore, software processing by the main CPU can be simplified because the hardware automatically communicates with the distributed remote I/O units as mentioned in (2) and updates the data in the I/O buffers. Software processing to input or output the data can be performed without being aware of using serial communication.

(5) Simplification of processing on the distributed remote I/O unit side
The distributed remote I/O unit has the I/O control circuits which was built into the NC unit conventionally, and the one-chip LSI, mentioned in (3) in the communication processing part.
In remote I/O communication processing for the CNC, data frames are periodically generated from the output buffer at a predetermined time interval and sent to the distributed remote I/O units. The communication processing part of the distributed remote I/O unit receives data frames sent from the NC unit. When no error is found with the data frames, the distributed remote I/O unit outputs the received data as the machine control signal. Then, after the predetermined period of time, the distributed remote I/O unit generates data frames using the data taken as the machine input and sends them to the NC unit. This series of operations are performed without using CPU dedicated to distributed remote I/O unit communication or performing software processing.

(6) Ensuring reliability and safety of the system
To ensure reliability and safety of the system, processing at the time of power-on and at error are defined in the process of defining the data format and the communication procedure. Also, a fail-safe operation is defined for the machine I/O signal control at error.

3.3 Distributed Remote I/O Communication Procedure
In order to perform two-way serial communication between the NC unit and the multiple distributed remote I/O units, the NC unit performs a time dividing communication with each unit. The following two modes are defined for communication: the offline status communication mode, and the online communication mode (normal I/O mode). The two modes can be distinguished by the difference in the frame header pattern.

Based on the status information of the distributed remote I/O units stored in its communication control part, the NC unit performs a time dividing communication with each of the multiple distributed remote I/O units. The NC unit then receives data frames sent from the distributed remote I/O units.

The NC unit determines that a system error has occurred and stops the system.

3.4 Restraints on the Communication Procedure
As a CPU-less approach is used for communication processing in the distributed remote I/O control method, the following restraints apply to the communication.

(1) When the distributed remote I/O units receive the data sent from the NC unit, they send data to the NC unit after a predetermined time period because two-way communication is performed using one communication line.

(2) The NC unit sends data to the multiple distributed remote I/O units in a time dividing manner. Each unit sends data to the NC unit only when the header pattern of the received data matches the predetermined station number of its own station.

(3) The two communication modes, the offline status communication mode and the online communication mode, are defined. The mode is switched between those two in accordance with the header pattern.

(4) It is necessary to determine the amount of data transmitted from the distributed remote I/O units to the NC
unit and the number of stations (the distributed remote I/O units) in advance.

4 IMPLEMENTATION SCHEME

4.1 Circuitry to Implement the Distributed Remote I/O Control Method

Figure 10 shows the configuration of the CNC for the distributed remote I/O control method. Eight distributed remote I/O units can be connected with communication network. (In Fig. 10, the distributed remote I/O unit stations from #2 to #6 are eliminated.) Half-duplex communication is used for serial communication. The communication control part (master function) and I/O buffer are integrated into a one-chip LSI in the NC unit. The communication control part (slave function) and control circuit such as multiplexer are integrated into a one-chip LSI in the distributed remote I/O unit. Also, half-duplex communication is established by controlling the communication control signal (RTS signal) to achieve reducing the number of communication signal wires. Input signals from sensors and a setting switch are selected by the switching signal (Mode signal) in the distributed remote I/O unit. In the offline status communication mode, setting switch information of the distributed remote I/O unit is send to the NC unit. In the online communication mode, sensor information obtained through input control circuit is send to the NC unit. Output data received from the NC unit is output to actuators through output control circuit.

The input and output control circuit are separated from the NC unit and contained in the distributed remote I/O unit. When it is required to increase the number of I/O control points, it is thus possible to increase the number of distributed remote I/O units and connect them to the serial communication line.

4.2 Implementation of the Distributed Remote I/O Control Method

In the distributed remote I/O control method, the NC unit state changes among the following: initial operation at power-on, offline status communication mode, and online communication mode. After initialization at power-on, the NC unit obtains information on the type and settings of the distributed remote I/O units in the offline status communication mode. After this, the NC unit mode transfers to the online communication mode. Figure 9 shows the processing flow in the NC unit. Figure 11 is the timing chart for shifting to the online communication mode.

The NC unit sends data frames in synchronization with the clock of the remote I/O communication cycle. After a predetermined time period, the distributed remote I/O units send the data frames to the NC unit. Communication with eight distributed remote I/O units can be performed in one cycle. When the main CPU sends the mode switching instruction signal (MPU-MODE) to change the mode to the online communication mode, the synchronous signal (SYNC-MODE) is output in synchronization with the clock to change the header pattern of the data frame. The communication control part of the NC unit sends the data frames repeatedly until it receives the response of normal reception completion from all distributed remote I/O units. After the NC unit receives the response of normal reception completion from all distributed remote units, the complete signal (STS-FIN) is output to change the mode to the online communication mode. (Figure 11 shows an example of the complete signal (STS-FIN). When no communication error occurs in the first cycle of mode switching, STS-FIN is output at the end of the first cycle. When a communication error occurs in the first cycle of mode switching and the NC unit receives a response of normal reception completion in the second cycle, STS-FIN is output at the end of the second cycle.)

Figure 12 is the timing chart for transferring communication frames between the NC unit and eight distributed remote I/O units, and shows the data frame configuration. Each communication control signal (RTS) controls a sending data frame either in the NC unit or the distributed remote I/O unit. (In the Fig. 12, RTS signals of the distributed remote I/O unit stations from #4 to #7 are eliminated) The NC unit sequentially sends data frames to multiple distributed remote I/O units in a time dividing manner, and each distributed remote I/O unit sends a data frame to the NC unit after a predetermined time period. The maximum number of stations is defined in advance for connecting distributed remote I/O units. The NC unit can sequentially send data to each distributed remote I/O unit, and receive the data sent from each distributed remote I/O unit. In this control method, the NC unit can complete the data communication with the distributed remote I/O units within a one-cycle interval. By repeating this procedure, the NC unit can perform the real time processing of the data I/O with a fixed cycle.

Every station is controlled by polling with using half-duplex serial communication. When the number of communication station is increasing, the delay time becomes grater. In the distributed remote I/O control method, the maximum number of station is defined eight on a serial communication line. The communication stations are controlled by polling. To perform the machine I/O control for the CNC, I/O data

![Figure 10: Configuration for Distributed Remote I/O Control Method.](image-url)
has to update within a one-block processing period of the CNC as shown in Fig. 4. In the implementation, a communication processing period (as shown a one-cycle interval in Fig. 12) is set to be fast enough to update I/O data more than 10 times within a one-block processing period.

Figure 13 shows the data format of send and receive data frames in each mode. The length of the data frame is fixed 14 bytes. The data frames consist of the flag pattern (3 bytes), the header pattern (2 bytes), the data (4 bytes), the CRC check (2 bytes) and the flag pattern (3 bytes). A flag sequence is assigned in the first part and the last part of the frame. The flag is a byte in a general data frame of HDLC. In this distributed remote I/O communication, the flag pattern is composed of 3 bytes to prevent malfunction when a flag pattern is misrecognized. The header pattern is used to control communication and to recognize the station number. The length of data is fixed 4 bytes. 32 bits data is small enough to control devices and get information from sensors of machine tools.

(1) These are the send frames from the NC unit to the distributed remote I/O unit and from the distributed remote I/O unit to the NC unit in the online communication mode (normal I/O mode). The header patterns from FF00 to FF0F which consist of 16-bit data are assigned for the online communication from the NC unit to the distributed remote I/O unit. The header pattern 5200 is assigned for the normal response header pattern from the distributed remote I/O unit to the NC unit, and 4500 is assigned for the error response header pattern from the distributed remote I/O unit to the NC unit.

(2) These are the send frames from the NC unit to the distributed remote I/O unit and from the distributed remote I/O unit to the NC unit in the offline status communication mode. The header patterns from 4900 to 490F are assigned for the offline status communication from the NC unit to the distributed remote I/O unit. The response header patterns from the distributed remote I/O unit to the NC unit are the same as the online communication. DO#0-3 are send data (output data) to the distributed remote I/O unit and DI#0-3 are send data (input data) to the NC unit. ID#0 is the identification code on the type of the distributed remote I/O unit and ID#1 is the information on settings of the distributed remote I/O unit. ID#2 and ID#3 are other status information.

Figure 14 shows I/O control circuits of a distributed remote I/O unit for the normal digital I/O control. Each bit of the I/O data has its own meaning. When the NC unit sends data in a data frame to a distributed remote I/O unit, the data is then output from the distributed remote I/O unit as its output signal. Then, when the distributed remote I/O unit takes in an input signal, the distributed remote I/O unit sends the data in a data frame to the NC unit, and the data is then used as the input data in the NC unit.

4.3 Implementation of the Distributed Remote I/O Units

By defining the data format for the distributed remote I/O control method, versatility was achieved for the communication function. Also, the I/O functions of the NC unit are integrated to use the control method through the distributed remote I/O units, and not dependent on the conventional individual interface circuits. Thus, it is possible to configure CNC using the distributed remote I/O units.
In the transmission data format, the data sent from the NC unit can be used as a command or output data, and the data received by the NC unit can be used as input data or status data. Each set of 8/16/32 bits of the data has its own meaning. Figure 15 shows the examples of various types of communication data format for distributed remote I/O. In Fig. 15, the example (1) shows the data format for the operation shown in Fig. 14. Each bit of the I/O data has its own meaning. The example (2) shows the following data formats: one which is sent from the NC unit to the display for combining the command to display data and the data itself, and one which is sent from the distributed remote I/O unit to the NC unit for reporting the display status data.

The example (3) shows the following data formats: one which is sent from the NC unit to the distributed remote I/O unit for sending the command to read the number of pulses generated from the manual pulse generator in a built-in circuit of the distributed remote I/O unit and the address to specify the manual pulse generator's station number, and one which is sent from the distributed remote I/O unit with 16-bit data of pulse number. The example (4) shows the following data formats: one which is sent from the NC unit to the distributed remote I/O unit for sending the command to read analog voltage information and the parameter to specify the station number of an analog voltage input circuit, and one which is sent from the distributed remote I/O unit with 16-bit data of analog voltage information.

In the conventional CNC, the necessary I/O interface circuit, individual I/O interface circuits are provided in the distributed remote I/O units. Thus, the I/O functions required for the NC unit are achieved by using the distributed remote I/O units. Examples of the functions are as follows: outputting display data sent from the NC unit to the display, outputting the analog voltage command, reading the number of pulses of the pulse generator into the NC unit, or reading the analog voltage information.

Figure 16 shows a distributed remote I/O unit configuration for inputting the analog voltage information to the NC unit when the CNC contains distributed remote I/O units. When the NC unit sends a command to read analog voltage data to the distributed remote I/O unit which has an analog voltage input circuit, the distributed remote I/O unit detects the command in its communication control circuit, performs AD conversion of the analog voltage input through its sample hold circuit, and sends the digitized voltage data as its transmission data to the NC unit. The NC unit reads the analog voltage information at a predetermined time period and provides necessary controls on the real time basis.

4.4 Implementation of the Distributed Remote I/O Communication Procedure

In this section, we explain about the distributed remote I/O processing flow in the CNC unit and the distributed remote I/O units shown in Fig. 17.
communication mode in a time dividing manner to send the type and setting information of the unit. Each unit checks the header pattern (address part) of the data sent from the NC unit, and receives the data only when the header pattern corresponds to its own setting switch.

(3) The distributed remote I/O units distinguish the offline status communication mode from the online communication mode, which is the normal I/O mode, by the difference of the header pattern (address part) of the data frame sent from the NC unit.

(4) In the offline status communication mode, when the distributed remote I/O unit recognizes that the data is addressed to its own station and receives the data, the distributed remote I/O unit generates a data frame which contains the status information of its own station (unit type and setting information) in the data part.

(5) After a predetermined time period, the distributed remote I/O unit determines the communication control signal RTS as valid, and sends the data frame to the NC unit. The communication control part of the NC unit sequentially sends requests to obtain the type and setting information from the distributed remote I/O unit in a time dividing manner, and obtains the information on the number of stations and the unit type for all units connected with the one communication line. Then, the NC unit obtains the status information of all the distributed remote I/O units connected. After confirming the normal status for all of the distributed remote I/O units, the NC unit switches the mode from the offline status communication mode to the online communication mode.

4.4.2 Online Communication Procedure

(6) In the online communication mode, the NC unit periodically sends the data frame to each distributed remote I/O unit which contains the output data addressed to each unit. Each distributed remote I/O unit checks the header pattern of the data sent from the NC unit, and receives the data only when the header pattern corresponds to its own setting switch.

(7) The distributed remote I/O unit receives the data frame addressed to its own station, reads the input data from the input signal interface circuit, and generates a data frame which contains the input data.

(8) After a predetermined time period, the distributed remote I/O unit determines the communication control signal RTS as valid, and sends the data frame to the NC unit.

(9) The distributed remote I/O unit checks the data frame sent by the NC unit for any error.

(10) When no error is found in the data frame, the distributed remote I/O unit determines that the output data in the data frame is valid, and sends the output data to the machine tools or actuators. When any error is found in the data frame, the previous data is retained as the output data.

(11) By repeating steps from (7) to (10) above, the NC unit performs sequence control for the machine tools.

4.5 Implementation of Safety and Reliability

In the distributed remote I/O control system, communication processing is performed with a fixed cycle in a CPU-less hardware configuration and the following operations are performed to ensure communication reliability and safety of machine tools.

(1) When the distributed remote I/O unit does not detect any data frame sent from the NC unit for a pre-
determined time period or longer, the distributed remote I/O unit automatically resets its own output.

(2) When the distributed remote I/O unit detects an error in the received data frame, the distributed remote I/O unit does not update the output signal. The distributed remote I/O unit changes the header pattern of the data frame and sends the data frame to the NC unit to let the NC unit recognize the data frame error.

(3) The NC unit stops the system when it does not receive the data frame sent from the distributed remote I/O unit.

(5) The NC unit stops the system when the count for errors found with frames sent from the remote distributed I/O units exceeds a predetermined value.

5 EVALUATION

5.1 Downsizing of the NC Unit and the Distributed Remote I/O Units

In the distributed remote I/O control method, a half-duplex communication method is adopted to simplify the communication wiring/circuit configuration. In addition, each electronic circuit is integrated into an LSI in the communication control part either on the NC unit or the distributed remote I/O unit side. Furthermore, the development of the device package technology and the implementation technology enabled electronic circuits to implement on a compact size board. The distributed remote I/O control method enabled to modularize the components of the CNC and connect them with serial communication network. This control method and the development of technologies mentioned above enabled the use of the more compact NC unit and distributed remote I/O units. Figure 18 shows a comparison of cabinet volume by CNC generation.

In the 1st generation CNC, many DIP (Dual Inline Package) devices were used for the electronic circuits. The I/O control circuits were provided in the NC unit. When the machine required numerous machine control signals, numerous circuit boards were required for machine I/O control, which resulted in increase in the NC unit cabinet volume. In the 2nd generation CNC, the device package was changed from DIP to SMT (Surface Mount Type). Also, the I/O control circuits were separated from the NC unit to the distributed remote I/O control unit. Therefore, the NC unit could be significantly downsized owing to the high integration of the electronic circuits and downsizing of device. In the 3rd generation CNC, the NC unit volume was 20% smaller than the conventional one.

Instead, the I/O control circuits were contained in the distributed remote I/O units. Owing to the integration of the additional circuits into an LSI in the communication control part and downsizing of devices, the distributed remote I/O unit volume was 50% smaller than the conventional I/O control circuit in the 1st generation CNC.

By adopting the distributed remote I/O control method in the products, the system volume of the NC unit and the distributed remote I/O unit in the 3rd generation CNC was 25% smaller than the conventional one, which contributed to the downsizing of the cabinet.

Figure 18: Comparison of Cabinet Volume by CNC Generation.

5.2 System Cost Reduction

5.2.1 HARDWARE COST REDUCTION

In the distributed remote I/O control system, a half-duplex method using a single signal wire was adopted for communication. Therefore, costs involved with serial communication could be reduced for wire rods, connectors, etc. In the 1990s, the development of ASIC which integrated CPU and user circuits was not practical or widely available yet. By simplification of communication procedure, the communication control part was configured using electronic circuits without using CPU and memory. Furthermore, we cloud to develop communication LSIs which integrated the electric circuits into a one-chip LSI, reducing the circuit cost by one-third or more as compared to the conventional communication method. The cost was almost equivalent to that of the conventional configuration for which serial communication was not used.

It was significantly beneficial for cost reduction to configure the communication control part without using CPU. Considering the fact that the LSIs are still used in today's products, it can be said that the use of LSI still achieves high enough cost performance.

5.2.2 Simplification of the Software Processing

After power-on, the hardware-configured communication control part of the NC unit automatically entered the offline status communication mode, and sequentially sent data frames to the distributed remote I/O units, requesting status information. When the distributed remote I/O units connected in the system received the data frame addressed to their own stations, they automatically sent their status information to the NC unit. As the status information was sent to the communication control part of the NC unit, the NC unit
only had to check the status of each distributed remote I/O unit during software processing for initialization. Thus, it was possible to simplify the software processing. In the online communication mode, the NC unit writes the control command and parameters in the I/O buffer of the communication control part. After a predetermined time period, the NC unit reads the I/O buffer of the communication control part. It was possible to simplify the software processing because the information of the external devices could be easily read through the distributed remote I/O units without much concern for the serial data communication.

In the distributed remote I/O control method, the simplification was achieved without increasing the load for the main CPU to perform communication processing. Therefore, it was not necessary to replace the main CPU of the NC unit with a high-performance CPU, which enabled suppression of cost increase.

5.3 Flexible System Configuration

The number of I/O signal control points depends on the machine tools configuration. In the conventional NC unit, the number of I/O control points of each class of the NC unit is fixed for its hardware configuration. By adopting the compact-sized distributed remote I/O units in the products and configuring the system using multiple units as required, it was made possible to configure the machine I/O control part of the CNC flexibly to support the number of I/O control points required by the machine tools.

Also, versatility was achieved for the communication function by defining the command and the data as shown in the examples of communication data format in Fig. 15. Thus, it was possible to use distributed remote I/O units with a wider variety of functions as follows: other than for input/output of the normal I/O signals, it was possible to use distributed remote I/O units for outputting the data to the display, inputting the number of pulses and outputting or inputting the analog voltage signal to and from the peripheral devices. The wide selection of the distributed remote I/O units allowed the NC unit configuration to support the I/O type or the number of points of the machine to be controlled, and flexibility of system configuration was further improved. Table 1 shows the distributed remote I/O unit types.

The conventional CNC requires wire connections from one power panel to all machine components in the system. By using distributed remote I/O control method, the distributed arrangement of the NC unit, drive units, and distributed remote I/O units are made possible according to the configuration of the machines.

For example, when a machine has a building block structure and auxiliary devices may be added depending on specifications, it is possible to make a power panel for the machine and connect it to the machine, and make dedicated power panels for auxiliary devices and arrange the distributed remote I/O units to be connected to the power panels. Thus, it was made possible to configure a system by connecting the power panel of the machine and the power panel of the auxiliary devices using serial communication. This approach did not need the change on the machine power panel side. The auxiliary devices could be added only by connecting serial communication cables. Thus, it was made possible to reduce additional wiring works, add optional machine tools functions easily, and increase flexibility of the system.

Also, owing to the downsizing of the NC unit, the NC unit can be flexibly placed on various locations, not only inside the power panel as before, but also on the back side of the display part of the display and operation unit, for example.

5.4 Reliability and Safety of the System

5.4.1 Reliability at Power-on

In the distributed remote I/O control method, the CNC is configured by connecting the NC unit and the distributed remote I/O units through communication. We evaluated whether the NC unit recognizes distributed remote I/O units connected to the NC unit, and how the system operates when misrecognition occurs after initialization at power-on. After initialization at power-on, the NC unit requested information on the type and settings of the distributed remote I/O units in the offline status communication mode. After this hardware information was obtained, the NC unit switched the mode to the online mode. In the above operation, when the actual machine information was not consistent with the NC unit setting information, inconsistency was regarded as an alarm and the CNC operation did not start. As a result, we confirmed that the actual system configuration is checked without fail when the system mode transfers to the normal online mode from the initial status after power-on, and the system is highly reliable in preventing malfunction when a connected device is misrecognized.

5.4.2 Reliability and Safety at Fault Conditions

In terms of communication functions, we evaluated how the reliability and safety of the system can be assured in case of communication failures between the NC unit and the distributed remote I/O units.

Under normal conditions, the NC unit periodically sends data to the distributed remote I/O units and receives data from the distributed remote I/O units after a predetermined time period, following a predetermined procedure. When a communication break or cable disconnection occurred, no data frame was sent from the distributed remote I/O units, the NC unit determined that a communication break or cable disconnection was occurring, and stopped the system.

<table>
<thead>
<tr>
<th>Distributed remote I/O unit type</th>
<th>Digital input</th>
<th>Digital output</th>
<th>Pulse counter</th>
<th>Analog input</th>
<th>Analog output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>32</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>64</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>64</td>
<td>48</td>
<td></td>
<td></td>
<td>1ch</td>
</tr>
<tr>
<td>D</td>
<td>32</td>
<td>32</td>
<td>2ch</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>32</td>
<td>32</td>
<td>4ch</td>
<td>1ch</td>
<td></td>
</tr>
</tbody>
</table>
When noise was present and the count for errors in the data frame sent by the distributed remote I/O module exceeded a predetermined value, the NC unit also stopped the system.

We confirmed that the NC unit assures system safety by monitoring the data frame sent from the distributed remote I/O units.

On the other hand, the distributed remote I/O units check the communication status with the NC unit by monitoring the data frame sent from the NC unit.

When an incident such as a cable disconnection or break occurred, the distributed remote I/O unit reset the machine control signal output since it did not detect a data frame sent from the NC unit for a predetermined time period. When the NC unit stopped the system for some reasons, the NC unit detected the system stop with a watchdog using its internal timer, and the signal sent from the distributed remote I/O units was turned off. The distributed remote I/O unit detected that no data frame was sent from the NC unit for a predetermined time period, and reset the machine control signal output. Based on the above, we confirmed that the machine control signal can be reset even when the NC unit enters an error status and stops the system. Also, when the distributed remote I/O unit detected an error in the received data frame, the distributed remote I/O unit held and did not update the machine control signal output.

We confirmed that the above measures ensure the safety of the highly reliable system against abnormal stops of the NC unit or communication failures such as communication breaks.

5.5 Widespread Use of the Distributed Remote I/O

The CNC using the distributed remote I/O control method started to be shipped to the market in the late 1990s. The hardware circuits of the communication control part, a core of the distributed remote I/O control, were integrated into a one-chip LSI in the communication control part. Two types of LSIs were developed: one with a master function is equipped on the NC unit, and the other with a slave function is equipped on the distributed remote I/O units.

Owing to the subsequent development of semiconductor technologies, the LSI of the communication control part is also used as the intellectual property (IP) core of FPGA or ASIC. Figure 19 shows the annual shipment amount of the LSIs for the communication control part with the master or slave function and the IP cores. The annual shipment amount in 1997 when the shipment started is used as reference. The distributed remote I/O control method is now widely available in the market. The most recent annual shipment amount of products is more than 10 times of that of the first year of shipment, and the cumulative number exceeded 5,000,000.

6 CONCLUSION

We reported on the distributed remote I/O control method in the CNC. When serial communication started to be widely available in the 1990s, integrating CPU and user circuits into a one-chip LSI was not practical or widely available yet. Using communication CPUs caused increasing cost and decreasing power of competitive products. Simplification of communication procedure and reduction of data enabled to achieve the communication between the NC unit and the distributed remote I/O unit only by electronic circuits and integration into a one-chip LSI. With this communication control method, we established a compact and low-cost network for machine I/O control of CNC, without compromising the real time performance of the CNC. Thus we modularized the components of the conventional CNC according to their functions and achieved downsizing and optimization of the individual modules. Consequently, we achieved distribution of the component modules of the NC unit and improved flexibility of system configuration while maintaining high reliability and safety of the system. Modularization and distribution of the modules by the distributed remote I/O control method herein was a pioneering solution. The concept of the idea is the origin and the inheritance for the today's CNC.

The basic idea for this I/O control method is to define the communication control method suitable for the real time control for the CNC. Specifying the purpose and simplifying the related information are the key factors to solve issues. We presume that the concept of the idea will also be meaningful in the coming age of IoT. We anticipate further contributions to the development of the new systems for manufacturing in the future.
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Abstract - Internet of Thing (IoT) systems have been attracting attention as one of the solutions for new services in the Internet. They usually employ a client-server model due to a difficulty of end-to-end communication in practical networks. However, scalability will be a major issue in IoT systems because billions of IoT devices will be installed around the world in recent years. The authors have been proposed a new IP mobility mechanism called NTMobile (Network Traversal with Mobility) to realize end-to-end communication in IoT systems because end-to-end communication can improve system scalability by reducing traffic through servers. Conventional implementation employed a kernel module mechanism for NetFilter because the kernel module implementation is the best way of realizing high throughput performance. On the contrary, the kernel module should be maintained according to changes in NetFilter specifications. This paper designs an application based IP mobility scheme on Linux systems, where the developed IP mobility library can realize the IP mobility function in an application layer on Linux systems. As a result, developers can realize an end-to-end communication model by employing the enhanced IP mobility library. The proposed design ensures compatibility between the developed library and the conventional NTMobile. Therefore, developers can select the implementation scheme according to the required performance.

Keywords: IP Mobility, Accessibility, Application library, Linux, NTMobile.

1 INTRODUCTION

Recent microcomputer boards implement some network interfaces to cooperate with another microcomputer boards according to the increase of demand for IoT (Internet of Things) systems [1], [2]. Almost all microcomputer boards for IoT systems are usually installed in a private network due to a security policy and limitation of assignable global IP addresses. Typical private networks prohibit access from the global Internet to a node in their private networks. Therefore, inter-connectivity between IoT devices is a big issue even if they should communicate with each other to realize their specific service. Additionally, operating systems select an interface to access to the Internet according to network condition of each interface and access policies when an IoT device is a mobile node [3]. Therefore, IoT systems also require a seamless connectivity scheme because their IP address typically changes when they switch the interface even if they should communicate with each other to realize their specific service.

IP mobility protocols are a solution to the requirement for inter-connectivity and seamless connectivity in IoT systems because they can realize continuous communication when an IP address for an interface changes due to switching of access networks [4]–[9]. They are classified into three types: IP mobility schemes for IPv4, IP mobility schemes for IPv6, and IP mobility schemes for both IPv4 and IPv6. Mainstream of IP mobility schemes is for IPv6 because IPv6 is suitable for mobility. On the contrary, the number of implementations for IPv4 is quite few though some mechanisms have been proposed [10]–[12]. DSMIPv6 (Dual Stack Mobile IPv6) [13] supports both IPv4 and IPv6 networks. However, it still does not support inter-connectivity between IPv4 and IPv6.

IPv4 continues to be the mainstream protocol under the present circumstances of the Internet. Additionally, some Internet service providers start the service with large scale network address translator (LSN) in order to meet the shortage of IPv4 global addresses [14]–[16]. As a result, IP mobility in a private network behind a NAT becomes an important issue. STUN (Simple Traversal of UDP through NATs) [17], TCP hole punching [18], TURN (Traversal Using Relay NAT) [19], and ICE (Interactive Connectivity Establishment) [20], [21] have been proposed for a NAT traversal. These conventional work requires implementation of the special mechanisms in an application. Additionally, some IoT devices may use IPv6 addresses because IPv6 networks have enough number of IP addresses and some devices are suitable for an IPv6 protocol stack. Therefore, inter-connectivity between IPv4 and IPv6 networks is also a essential function to realize inter-operation between IoT devices.

The authors have developed a new IP mobility technology called NTMobile (Network Traversal with Mobility) [22]–[24]. The features of NTMobile are an IP mobility and an accessibility in both IPv4 and IPv6 networks. Therefore, each client of NTMobile can communicate with each other even when they use a different IP protocol version because they can communicate with virtual IP addresses that are independent addresses from physical IP addresses. NTMobile systems have some servers: account server (AS), direction coordinator (DC), notification server (NS), relay server (RS), and cache server (CS). DC and RS serve an IP mobility and an accessibility functions for each client, AS serves an authentication service, and CS serves an offline data-exchange service. Our implementation assumes Linux systems. The implementation design is classified into a signaling daemon and a packet manipulation module for the Linux kernel. As a result, we have confirmed that our implementation scheme
can realize high throughput performance. On the contrary, we find a maintenance issue for the packet manipulation module because netfilter module in Linux systems sometimes changes their specification according to the upgrade of a Linux kernel.

This paper proposes a new design of an application based IP mobility for NTMobile nodes. The original design can provide NTMobile functions by an application library instead of the special kernel module. Therefore, application programmers can obtain IP mobility and accessibility functions by using of proposed application library.

2 NTMOBILE

NTMobile can realize IP mobility and accessibility for IPv4 and IPv6 networks. Figure 1 shows the overview of NTMobile system model. The NTMobile system consists of an account server (AS), some direction coordinators (DCs) with some relay servers (RSs), cache servers (CSs), Notification Servers (NSs) and NTMobile nodes. AS serves authentication service to all DCs, and each DC controls their RSs, CSs, NSs and NTMobile nodes. NTMobile node has IP mobility and accessibility functions by communicating with AS and its DC. Each DC has a virtual IP address pool for its NTMobile nodes, and assigns an address to each NTMobile node in a registration process. Each NTMobile node constructs a UDP tunnel between NTMobile nodes according to a signaling direction from its DC, and communicate with each other by using their virtual IP addresses. As a result, each NTMobile node can communicate continuously even if a real IP address at interfaces is changed because the virtual IP addresses are independent from physical IP addresses. The details of the system components are as followings.

2.1 Account Server (AS)

AS is an individual server that manages authentication information. Therefore, AS can distribute node information of each NTMobile node to initialize a setting for NTMobile nodes. Additionally, it bears responsibility for authentication by replying login response message when a NTMobile node makes inquiries about its authentication to AS. AS also distributes a shared key for encryption between the NTMobile node and DC.

2.2 Direction Coordinator (DC)

DC manages location information of each NTMobile node and indicates signaling processes for tunnel construction between NTMobile nodes. Each DC also owns the DNS (Domain Name Server) function. Therefore, DC can easily find another DC by searching a NS (Name Server) record in DNS. In addition, DC manages virtual IP addresses for NTMobile nodes to prevent a duplication of an address assignment. DC assigns them to each NTMobile node in a registration process. In the tunnel construction process, it indicates the tunnel construction processes to both NTMobile nodes.

2.3 Notification Server (NS)

NTMobile typically uses a UDP protocol to communicate between a NTMobile node and its DC. Therefore, the NTMobile node should send keep-alive messages to its DC when it uses a private address under a NAT router. NS can provide a notification service with a TCP connection between NS and the NTMobile node. Therefore, the employing NS can reduce the amount of messages for keep-alive. Additionally, NS also supports APNS (Apple Push Notification Service) for iOS and GCM (Google Cloud Messaging) for Android OS.
2.4 Relay Server (RS)

The relay server function is to relay tunnels between NT-Mobile nodes when both NT-Mobile nodes exist under different NAT routers or exist under different version networks such as IPv4 and IPv6 networks. DC manages some relay servers to realize load balancing and to avoid a single point of failure. It also chooses a relay server to activate the relay function for dedicated NT-Mobile nodes.

2.5 Cache Server (CS)

The function of cache servers is storing data temporary for non-realtime data exchange between NT-Mobile nodes. A correspondent NT-Mobile node can download the stored data since CS stores the data for a certain period.

2.6 NT-Mobile Node

Functions of NT-Mobile nodes are to realize IP mobility and accessibility in IPv4 and IPv6 networks. They obtain their own information from AS in the initialization phase when they connect to the NT-Mobile network at first. Then, they inform their own network information to their DC because DC should manage network information of each NT-Mobile node to realize IP mobility and accessibility. They also update the own network information when they switch access networks.

3 APPLICATION BASED IP MOBILITY

This paper proposes a new design of an application based IP mobility and accessibility for NT-Mobile nodes. The proposed design provides APIs (Application Programming Interface) for NT-Mobile functions: an initialization, an authentication, a tunnel construction request, and network sockets for NT-Mobile communication. It also provides a virtual IP address for the network sockets. Our API provides BSD compatible network sockets for application developers. Therefore, application developers can easily apply their network application with virtual IP addresses for NT-Mobile network.
3.1 System Model

Figure 2 shows the overview design of the proposed application based IP mobility and accessibility system for NTMobile nodes. Figure 3 shows the overview design of conventional kernel module. The conventional kernel module performs IP capsulation/decapsulation and encryption/decryption processes in Linux kernel. The design also provides a virtual network interface for applications. The conventional implementation consists of a shared library for common NTMobile functions, daemon programs for a NTMobile node, an account server, a direction coordinator, a relay server, and a notification server, and a kernel module for a NTMobile node. The source size of the conventional shared library, daemon program for a NTMobile node, and the kernel module is 23K lines, 10K lines and 12K lines respectively. Therefore the overhead of the NTMobile program is acceptable size for a small resource hardware.

On the contrary, the proposed application library is inserted between an original network socket in Linux OS and a developer’s application. In the proposed design, we also employ the shared library to implement the common NTMobile functions. Additionally, we develop a new application library including functions for a transport layer, a daemon program of a NTMobile node and a kernel module. We employ lwIP [25] as a transport layer. The source size of lwIP and application library is 55K lines and 10K lines respectively. As a result, we think that our proposed design is still acceptable for a small resource hardware such as M2M and IoT devices. The application can request to the proposed application library for initialization of NTMobile node functions, an authentication for NTMobile network, and a tunnel construction request to a correspondent node. The actual data communication is performed with special network sockets for NTMobile functions. The application library can perform IP capsulation/decapsulation and encryption/decryption processes between the special network sockets and the original Linux network sockets.

3.2 Application Programming Interface

The proposed design provides APIs (Application Programming Interface) for NTMobile functions: an initialization, an authentication, a tunnel construction request, and network sockets for NTMobile communication. The following is the APIs for an application.

- Authentication API
  The proposed library assumes a specific authentication scheme with a user account and a password. Therefore, an application should request authentication with the user account information through the authentication API. The authentication API requests the negotiation module for authentication processes. The negotiation module should obtain the NTMobile node information when the application library has no configuration. Then, it also requests AS to authenticate with the account information. Finally, it registers the network information to the DC.

- Name Resolution API
  NTMobile network employs FQDN (Fully Qualified Domain Name) as an identifier for a NTMobile node. Therefore, an application should request a tunnel construction with a FQDN of a correspondent node through the name resolution API. The name resolution API requests the negotiation module to construct a UDP tunnel to the correspondent node. The negotiation module also requests to NTMobile node’s DC to construct a UDP tunnel. Finally, it also reports to the application about the completion of the tunnel construction process.

- NTMobile Network Socket API
  NTMobile network socket API is connected to an original Linux socket when the tunnel construction process is completed. The application starts communication over the UDP tunnel when they receive this information about completion of the tunnel construction process from the negotiation module.

3.3 Library Modules

The proposed library consists of three main modules for negotiation, handover, and packet manipulation. The following is the functions of each module.

- Negotiation Module
  The negotiation module serves as a signaling function for NTMobile communication. Therefore, application developers do not care about the detail process of NTMobile communication because the negotiation module can handle IP mobility and accessibility functions in NTMobile. The negotiation module registers the specific information for packet manipulation into the tunnel table.

- Handover Module
  The handover module should check the network interface status to detect a change of the access network. It also handles reconstruction of the UDP tunnel to the correspondent node when IP address changes due to an access network change.

- Packet Manipulation Module
  The packet manipulation module consists of two main functions: a virtual TCP/IP stack and a capsulation function. The virtual TCP/IP stack provides a transport layer function such as TCP and UDP to an application. The capsulation function handles the encapsulation and decapsulation for a UDP tunnel according to the information in the tunnel table.

3.4 Signaling Process

Figures 4, 5, 6 and 7 show the signaling processes in NTMobile. These figures are assumed that NTMobile node MN in a global IPv4 network requests to communication with NTMobile node CN in a private IPv4 network. Then, NTMobile node MN changes the network from the global IPv4 networks...
to a private IPv4 network. Direction coordinators $D_{CMN}$ and $D_{CN}$ are the management servers for NTMobile node MN and CN respectively. The detail signaling process is as follows.

- **Authentication**

  Figure 4 shows the signaling processes for login in NTMobile. MN should request authentication to join the NTMobile network. First, MN connects AS to obtain the configuration for the authentication of MN. Then, MN requests authentication to AS with MN’s account information and the obtained information from AS. After authentication, MN registers the information about the access network to $D_{CMN}$ for IP mobility. Finally, MN registers the information of MN to $NS_{MN}$ to receive the notification of the tunnel request from CN.

  1. The application calls the authentication API with the account information.
  2. The negotiation module on MN connects AS to obtain the configuration of MN when the configuration of NTMobile has not completed.
  3. AS replies the configuration information when the account information is valid.
  4. The negotiation module registers the obtained configuration information.
  5. The negotiation module requests authentication to AS by transmitting the login request message.
  6. AS generates a shared key for encryption between MN and $D_{CMN}$ and distributes to $D_{CMN}$ the shared key.
  7. $D_{CMN}$ replies the acknowledgement message to AS.
  8. AS informs the shared key for encryption between MN and $D_{CMN}$, and a FQDN of $D_{CMN}$ by replying the login response message.
  9. The negotiation module registers the information about the access network to $D_{CMN}$ by transmitting the registration request message.
  10. $D_{CMN}$ requests $NS_{MN}$ to provide a notification service using TCP connection for MN.
  11. $NS_{MN}$ replies the acknowledgement message to $D_{CMN}$ when it prepares the notification service for MN.
  12. $D_{CMN}$ updates the network information of MN, and replies the registration response message.
  13. The negotiation module transmits a keep alive message to keep the NAT table on the route.
  14. MN registers the information of MN to $NS_{MN}$.
  15. $NS_{MN}$ replies the acknowledgement message to MN.
  16. The negotiation module transmits a keep alive message to keep the NAT table on the route.

  17. The negotiation module on MN returns the result of the authentication to the application.

- **Tunnel Construction**

  Figure 5 shows the signaling processes of tunnel construction in NTMobile. MN requests the tunnel construction to $D_{CMN}$ to communicate to CN by transmitting the direction request message containing the FQDN of CN. Then, $D_{CMN}$ finds $D_{CN}$ with the NS record of CN’s FQDN. $D_{CMN}$ accesses $D_{CN}$ to obtain the information about the access network of CN. $D_{CMN}$ selects a tunnel route from the obtained information of CN. In this situation, $D_{CMN}$ selects the direct communication route. Each DC indicates a tunnel construction processes to each NTMobile nodes. Finally, CN under the NAT router constructs the tunnel to MN.

  1. The application calls the name resolution API to construct a UDP tunnel to NTMobile CN.
  2. The negotiation module requests the tunnel construction to $D_{CMN}$ by transmitting the direction request message. The direction request message contains the FQDN of CN.
  3. $D_{CMN}$ makes inquiries about NS record for the FQDN of CN since $D_{CN}$ is the domain name server and manages the domain for the FQDN of CN.
  4. $D_{CMN}$ generates a shared key for encryption between $D_{CMN}$ and $D_{CN}$ and distributes to $D_{CN}$ the shared key.
  5. $D_{CN}$ replies the acknowledgement message to $D_{CMN}$.
  6. $D_{CMN}$ requests the information for CN to $D_{CN}$ by transmitting the NTM information request message.
  7. $D_{CN}$ replies the information about CN by replying the NTM information response message.
  8. $D_{CMN}$ requests the tunnel construction to CN to $D_{CN}$ by transmitting the route direction message.
  9. $D_{CN}$ requests the notification to CN to $NS_{CN}$.
  10. $NS_{CN}$ sends the notification to CN using a type compatible with CN’s device.
  11. CN replies the acknowledgement message to $D_{CN}$.
  12. $D_{CN}$ forwards the route direction message to CN.
  13. CN replies the acknowledgement message to $D_{CN}$.
  14. $D_{CN}$ also replies the acknowledgement message to $D_{CMN}$.
  15. $D_{CMN}$ indicates the tunnel construction to CN to MN by transmitting the route direction message.
  16. The negotiation module on MN replies the acknowledgement message to $D_{CMN}$.
17. CN transmits the tunnel request message to MN according to the direction from DC_{MN} because MN has a global IP address in this case.

18. MN replies the tunnel response message to CN to complete the tunnel construction process.

19. The negotiation module notifies the completion of the tunnel construction process to the application.

20. The negotiation module transmits a keep alive message to keep the NAT table on the route.

21. The application starts the communication through the constructed UDP tunnel. Then, it transmits packets by using the special NTMobile socket.
**Data Communication**

Figure 6 shows the signaling processes of data communication in NTMobile. The data communication between MN and CN is performed as encapsulated packet through the constructed tunnel. Therefore, the encapsulation module performs the encapsulation and decapsulation processes to conceal the change of the real IP address. The application uses the special socket API to perform the data communication.

1. The virtual TCP/IP stack in the packet manipulation module serves the transport layer function to the application.
2. The encapsulation and decapsulation module performs the encapsulation of virtual IP packets to CN.
3. The encapsulated packet is transmitted to CN.
4. The encapsulated packet is transmitted from CN.
5. The encapsulation and decapsulation module performs the decapsulation the encapsulated packet from CN.
6. The virtual TCP/IP stack in the packet manipulation module sends the decapsulated packet to the application.

**Change The MN Network**

Figure 7 shows the signaling processes when MN changes the access network. The handover module of NTMobile always observes the IP address of own network interface to detect the change of an access network. MN registers the information about the access network to DCMN when it detects the change of the access network. Then, the same tunnel construction procedures will be performed to reconstruct the tunnel. In this situation, DCMN selects the relay communication through RS. Each DC indicates the tunnel construction process to each NTMobile nodes. Finally, MN constructs the tunnel to CN through RS.

1. Linux kernel can notify the change of network configuration through netlink socket.
2. The handover module notifies the negotiation module that the access network of the device has changed.
3. The negotiation module registers the new information about the access network to DCMN by transmitting the registration request message.
4. DCMN requests NSMN to provide a notification service using TCP connection for MN.
5. NSMN replies the acknowledgement message to MN.
6. DCMN updates the network information of MN, and replies the registration response message.
7. The negotiation module transmits a keep alive message to keep the NAT table on the route.
8. MN registers the information of MN to NSMN.
9. NSMN replies the acknowledgement message to MN.
10. The negotiation module transmits a keep alive message to keep the NAT table on the route.
11. The negotiation module requests the tunnel construction to DCMN by transmitting the direction request message. The direction request message contains the FQDN of CN.
12. DCMN makes inquiries about NS record for the FQDN of CN.
13. DCMN generates a shared key for encryption between DCMN and DCCN and distributes to DCCN the shared key.
14. DCCN replies the acknowledgement message to DCMN.
15. DCMN requests the information for CN to DCCN by transmitting the NTM information request message.
16. DCCN replies the information about CN by replying the NTM information response message.
17. DCMN requests RS to relay the communication between both NTMobile nodes.
18. RS prepares the tunnel forwarding between both NTMobile nodes, and replies the acknowledgement message to MN.
19. DC$_{MN}$ requests the tunnel construction toward CN to DC$_{CN}$ by transmitting the route direction message.

20. DC$_{CN}$ requests NS$_{CN}$ to transmit a notification to CN.

21. NS$_{CN}$ sends the notification to CN using a type compatible with CN’s device in response to a request from DC$_{CN}$.

22. CN replies the acknowledgement message to DC$_{CN}$.

23. DC$_{CN}$ forwards the route direction message to CN.

24. CN replies the acknowledgement message to DC$_{CN}$.

25. DC$_{CN}$ also replies the acknowledgement message to DC$_{MN}$.

26. DC$_{MN}$ indicates the tunnel construction to CN to MN by transmitting the route direction message.

27. The negotiation module on MN replies the acknowledgement message to DC$_{MN}$.

28. CN transmits a keep alive message to keep the NAT table on the route.

29. MN transmits the tunnel request message to RS according to the direction from DC$_{MN}$ because both NTMobile nodes do not have a global IP address in this case.

30. RS transmits the tunnel request message to CN according to the direction from DC$_{MN}$.

31. CN replies the tunnel response message to RS to complete the tunnel construction process.

32. RS replies the tunnel response message to MN to complete the tunnel construction process.

33. The negotiation module notifies the completion of the tunnel construction process to the application.

34. The negotiation module transmits a keep alive message to keep the NAT table on the route.
Route Optimization

Figure 8 shows the signaling processes of route optimization in NTMobile. MN may be able to optimize the communication route by changing the route directly when it uses RS for the relay communication. Each NTMobile node transmits the tunnel request message to its own corresponding node to check the direct accessibility. They can change the route from the relay communication to the direct communication when either of NTMobile node can receive the tunnel request message from its own corresponding node. When neither NTMobile nodes can receive the tunnel request message, they use RS for the relay communication.

1. CN transmits the tunnel request message to MN. In this case, the message cannot reach MN.
2. MN transmits the tunnel request message to CN. In this case, the message can reach CN.
3. CN replies the tunnel response message to MN to complete the tunnel construction process for the direct communication.
4. Both NTMobile nodes change the tunnel route from the route through RS to the direct route.

Tunnel communication with cascading NATs

Figure 10 shows the tunnel communication where a same real private IP address RIP is assigned to both MN and CN and CN exists under the cascading NAT routers. In the tunnel communication, the IP packet including virtual IP addresses is encapsulated in the packet manipulation module. As a result, the packet manipulation module changes the IP address field from these virtual IP addresses to the real IP addresses in the similar manner in Fig. 9. Finally, CN receives this packet from MN through RS.

4 EVALUATION

4.1 Processing Overhead

We have measured the processing overhead in a NTMobile network. We have prepared the evaluation environment in Fig. 11. Table 1 shows the detail information about each component.

In the evaluation, we have measured each period for the NTMobile signaling. The results represent an average of 100 trials. In the measurement, we used ping tool to measure round trip time (RTT) and NSLOOKUP tool to measure a domain resolution period for an AAAA record. Tables 2 and 3 show the RTT for each link. We can find that the RTT between servers is around 0.1[ms] and RTT between a server and a NTMobile node is around 1[ms]. The difference comes from the hardware performance.

Table 4 shows the processing period for each NTMobile signaling. The results show that the developed implementation requires about 200[ms] for authentication and a registration. The authentication is required when a NTMobile node joins a NTMobile network. Therefore, 200[ms] are acceptable time for the login process. The registration is required when a NTMobile node changes an access network. It is also acceptable for updating an own network information. The tunnel construction period is an important for a usability. From the results, we can find that the tunnel construction period is less than 200[ms]. It is a known fact that TCP connection setup requires a three-way handshake. Being compared to the period for the three-way handshake, the tunnel construction period is also acceptable.
Figure 9: Tunnel communication in a same real private address

Figure 10: Tunnel communication with cascading NATs

Figure 11: Evaluation environment
Table 1: Machines specification

<table>
<thead>
<tr>
<th>[AS, DC\textsubscript{MN}, DC\textsubscript{CN}, RS\textsubscript{MN}, NS\textsubscript{CN}]</th>
<th>MN, CN</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>CentOS 6.7, Ubuntu 12.04</td>
</tr>
<tr>
<td>Kernel</td>
<td>Linux 2.6, Linux 3.2</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel Xeon 2.8GHz, Virtual 1core 1.8GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>512MB, 512MB</td>
</tr>
</tbody>
</table>

Table 4: Processes period

<table>
<thead>
<tr>
<th>Process</th>
<th>Delay time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentication</td>
<td>min 152.0, avg 179.1, max 226.6</td>
</tr>
<tr>
<td>Registration &amp; Notification Registration (without NS)</td>
<td>57.4, 64.7, 71.3</td>
</tr>
<tr>
<td>Registration &amp; Notification Registration (with NS)</td>
<td>172.3, 194.6, 233.5</td>
</tr>
<tr>
<td>Notification Registration - ACK (TCP)</td>
<td>48.9, 55.1, 63.4</td>
</tr>
<tr>
<td>Tunnel Construction (without NS)</td>
<td>137, 169, 191</td>
</tr>
<tr>
<td>Direction Request - Route Direction</td>
<td>112.0, 134.6, 151.8</td>
</tr>
<tr>
<td>Tunnel Request - Tunnel Response</td>
<td>13.8, 29.3, 45.5</td>
</tr>
<tr>
<td>Tunnel Construction (with NS)</td>
<td>170, 197, 226</td>
</tr>
<tr>
<td>Direction Request - Route Direction</td>
<td>133.5, 154.3, 174.2</td>
</tr>
<tr>
<td>Tunnel Request - Tunnel Response</td>
<td>13.8, 29.3, 45.5</td>
</tr>
</tbody>
</table>

Table 2: RTT between servers

<table>
<thead>
<tr>
<th>Connection pair</th>
<th>min</th>
<th>avg</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS - DC\textsubscript{MN}</td>
<td>0.117</td>
<td>0.140</td>
<td>0.170</td>
</tr>
<tr>
<td>AS - DC\textsubscript{CN}</td>
<td>0.110</td>
<td>0.121</td>
<td>0.174</td>
</tr>
<tr>
<td>DC\textsubscript{MN} - RS\textsubscript{MN}</td>
<td>0.128</td>
<td>0.148</td>
<td>0.173</td>
</tr>
<tr>
<td>DC\textsubscript{CN} - NS\textsubscript{CN}</td>
<td>0.133</td>
<td>0.155</td>
<td>0.177</td>
</tr>
</tbody>
</table>

Table 3: RTT between servers and nodes

<table>
<thead>
<tr>
<th>Connection pair</th>
<th>min</th>
<th>avg</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS - MN</td>
<td>0.99</td>
<td>1.45</td>
<td>1.87</td>
</tr>
<tr>
<td>AS - CN</td>
<td>0.91</td>
<td>1.39</td>
<td>2.20</td>
</tr>
<tr>
<td>DC\textsubscript{MN} - MN</td>
<td>0.91</td>
<td>1.38</td>
<td>1.97</td>
</tr>
<tr>
<td>DC\textsubscript{CN} - CN</td>
<td>0.97</td>
<td>1.42</td>
<td>2.26</td>
</tr>
<tr>
<td>RS\textsubscript{MN} - MN</td>
<td>0.91</td>
<td>1.39</td>
<td>1.81</td>
</tr>
<tr>
<td>RS\textsubscript{MN} - CN</td>
<td>1.00</td>
<td>1.38</td>
<td>2.22</td>
</tr>
<tr>
<td>NS\textsubscript{CN} - CN</td>
<td>0.92</td>
<td>1.35</td>
<td>3.04</td>
</tr>
</tbody>
</table>

4.2 Processing Transmission Delay

We have measured transmission delays in real IP networks to evaluate the overhead due to transmission delay in practical networks. Figure 12 shows the definition of each transmission delay in NTMobile network.

Table 5 shows the number of each transmission delay to construct a communication tunnel. Therefore, the total overhead due to the transmission delay is the summation of each delay. Tables 6 and 7 show the measurement results of transmission delay on ping tool in real wired networks and in LTE networks. The results are the average of 1,000 trials and 100 trials respectively. Table 8 shows the query period for the DNS mechanism with NSLOOKUP tool. From the evaluations in Tabs. 5, 6 and 7, the estimated tunnel construction period is 491 [ms] for direct communication and 689 [ms] for relay communication. The main factor of the overhead comes from the transmission delay in LTE networks. We think that the overhead can be acceptable in practical situations because it occurs only when users try to start a communication.

5 CONCLUSION

This paper has extend the IP mobility mechanism called NTMobile (Network Traversal with Mobility) to designed an application based IP mobility scheme on Linux systems, where the developed IP mobility library can realize the IP mobility function in an application layer on Linux systems. As a result, developers can realize an end-to-end communication model by employing the enhanced IP mobility library.
<table>
<thead>
<tr>
<th>Connection path</th>
<th>Route name</th>
<th>Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>D_{MN-DC}</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>DNS</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>D_{DC-DC}</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>D_{DC-NS}</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>D_{CN-NS}</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>D_{CN-DC}</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>D_{MN-CN}</td>
<td>1</td>
</tr>
<tr>
<td>Relay</td>
<td>D_{MN-DC}</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>DNS</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>D_{DC-DC}</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>D_{DC-RS}</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>D_{DC-NS}</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>D_{CN-NS}</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>D_{CN-DC}</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>D_{MN-RS}</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>D_{CN-RS}</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6: Transmission delay in wired networks

<table>
<thead>
<tr>
<th>Target host</th>
<th>Trial</th>
<th>Average time [msec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>google.com</td>
<td>1,000</td>
<td>6.222</td>
</tr>
<tr>
<td>yahoo.co.jp</td>
<td>1,000</td>
<td>7.3215</td>
</tr>
</tbody>
</table>

Table 7: Transmission delay in LTE networks

<table>
<thead>
<tr>
<th>Target host</th>
<th>Trial</th>
<th>Average time [msec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>google.com</td>
<td>100</td>
<td>59.365</td>
</tr>
<tr>
<td>yahoo.co.jp</td>
<td>100</td>
<td>63.79</td>
</tr>
</tbody>
</table>

Table 8: Query period of DNS lookup

<table>
<thead>
<tr>
<th>Target domain</th>
<th>Trial</th>
<th>Average time [msec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>aitech.ac.jp</td>
<td>100</td>
<td>12.54</td>
</tr>
<tr>
<td>yahoo.co.jp</td>
<td>100</td>
<td>12.9</td>
</tr>
</tbody>
</table>
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Abstract – With an increase in navigation systems by portable terminals and car navigation devices, ITS which supports comfortable and effective driving has been evolved. However, in existing systems, it is difficult to offer real-time information to users since it needs to collect information from sensors and to analyze the collected information. Road information has to be provided timely so that drivers can pass through safe and comfortable roads. In this research, we use a still-picture Internet broadcasting system as a technique to share road information. It enables users to share the road information timely and to choose a road which is easy to pass. In addition, we implement an automatic photography function and conduct an experiment of the photography timing as a broadcaster. In this paper, we describe the design and implementation of our proposed system and evaluation experiments about the right photography timing of the automatic photography function. From the result of the experiments, we found road information was required more in the bad road situation such as rain and snow, and the road information could be grasped easily by introducing audience requests to the photography timing.

Keywords: Road Information Sharing, Still-Picture Internet Broadcasting, Photography Timing

1 INTRODUCTION

ITS (Intelligent Transport System) technology which addresses traffic information has been developed in recent years with the introduction of recent information technology to deal with increased volume of traffic. The road situation changes from moment to moment due to change of road surface conditions, weather conditions, traffic volume and various factors. The road information is an important factor and has high demand for drivers.

VICS (Vehicle Information and Communication System) [1] is one of systems to get road information in Japan. VICS provides road information which is collected by an information center via communication and broadcasting media such as FM multiplex broadcasting. Drivers can receive the road information by their car navigation systems and utilize it to select an appropriate route to the destination. However, VICS takes time to provide the road information to the drivers because the center needs to collect and analyze information. In addition, the ways of providing road information is limited to text, audio and map display. It is difficult for the drivers to understand the detailed road situation. The road information should be timely and provided in an easy-to-understand way.

Meanwhile we have studied a still-picture Internet broadcasting system [2]-[4] which uses still-pictures and audio streaming instead of video streaming to realize practical broadcasting via row-speed or limited high-speed cellular network by reducing data traffic. This system can broadcast anywhere using smartphones even if only connected to row-speed network. To provide timely and easy-to-understand road information, we propose a road information sharing scheme based on the still-picture Internet broadcasting system. The proposed system provide road information to users who want to know the road situation for route selection using still-pictures and audio streaming in real-time. To provide still-pictures and audio streaming, cooperative drivers set their smartphones on their cars. The broadcasting system works on the smartphones and automatically takes still-pictures and sends the still-pictures to the broadcasting server at the right time not to disrupt their driving operation. Users can select a car and view the broadcasting to get the road information in a certain area. The users can also communicate with the driver and get more detailed road information by the drivers through the communication.

In this paper, at first, we explain features and issues of existing traffic information systems. Secondly, we describe detail of the road information sharing scheme with a still-picture Internet broadcasting system. Then, preliminary experiment is conducted using the implemented prototype system to study appropriate timing to take still-pictures. At last, we introduce several photography timing algorithms to the prototype system and evaluate the algorithms.

2 ISSUES OF EXISTING SYSTEMS AND OUR APPROACH

There are probe vehicle systems [5] to get road information. The probe vehicle system collects wide-area road information from probe vehicles which have various sensors and reduces cost for sensor installation. One of the services of the probe vehicle system, there is a vehicle tracking map which is provided by Honda [6]. This service shows whether the road is travelable or not on the map based on collected information from probe vehicles and aims to support driving in disaster area. It was used in 2007’s the Niigataken Chuetsu-oki Earthquake and 2011’s the Great East Japan Earthquake. This fact means road information is in great demand.
There are several issues in the probe vehicle system. At first, the road information from probe vehicle system lacks timeliness. For example, a service provider checks road information to avoid traffic jams in advance but the road could be backed up when the user arrived. This is because the probe vehicle system takes time to collect and analyze the road information from probe vehicles and the information lacks timeliness. Secondly, the road information is not flexible and intuitive. Typical road information which is provided by the probe vehicle system and VICS is predetermined by service providers and shown as text and icons. The users cannot know road situation in detail. Thirdly, the probe vehicle system requires dedicated sensor devices such as a specific car navigation system and it is difficult to prepare many probe vehicles. To get wide-area road information in real-time, the dedicated sensor devices should be eliminated. From these issues, it is important to provide flexible road information timely in an easy-to-understand way without dedicated sensor devices.

We focused on drive broadcasting which is one of the broadcasting styles to show driving landscape using in-vehicle camera and communication devices. The audience enjoys the driving landscape and communicating with the broadcaster. The drive broadcasting is a popular content in live streaming services such as Ustream [7] and NicoNico Live [8]. The drive broadcasting can share road information timely. However, it has an issue about network communication. In the drive broadcasting, 3G/4G cellular network devices are used generally. Although 3G cellular network covers wide-area, it is too low-speed for video streaming. The video can be frequently stopped and low-quality. While 4G cellular network provides enough network bandwidth, it usually has limitation of amount of data traffic per day and month. Cellular carriers in Japan make communication speed slow when the subscriber uses hundreds of megabytes in a day or several gigabytes in a month. Therefore, the data traffic should be reduced for drive broadcasting.

3 PROPOSED SYSTEM

We have studied a still-picture Internet broadcasting system using smartphones which uses still-pictures and audio streaming instead of video streaming to reduce data traffic. Even if only 3G cellular network is available, the system realizes stable broadcasting. However, the previous study did not specify the use cases. In this research, we use the still-picture Internet broadcasting system for drive broadcasting to share road information.

The proposed system provides road information in real-time by live still-picture broadcasting so that users can choose safe and comfortable roads. The live still-picture broadcasting enables the users to understand road situation intuitively and also realize stable broadcasting anywhere by reducing data traffic. The users also can communicate with any broadcasters and ask a question about road situation.

Figure 1 shows the proposed system model. The broadcaster sets a smartphone on his/her car. The smartphone sends still-pictures and audio stream to the proposed system in order to share road information. It is on the assumption that the still-pictures are taken and sent automatically at the right timing. The broadcast programs are shown on a map.

Audience can select a broadcast program on the map and view the broadcasting by using their PCs or smartphones. The PCs/smartphones receive the still-pictures and audio stream from the proposed system. The audience can interactively ask a question about road situation to the broadcaster through the proposed system and the broadcaster can reply to the question to complement the road situation which is not understood by the still-pictures and audio stream.

The proposed system realizes timely road information sharing between broadcasters and audience and helps audience understand the road situation by still-pictures and interactive communication with broadcasters. Because it also does not require dedicated sensor devices and just uses smartphones, anyone can share road information and wide-area road information can be covered when there are a lot of broadcasters.

The use case of the proposed system is as follows. The broadcasters are people who drive for commuting or trip. The motivation of the broadcasters is to enjoy communicating with audience like fellow passengers. The audience are people who have a plan to go to the broadcasting place for commuting or trip and want to know
the road situation. The audience can confirm traffic, road surface, and weather and so on by viewing the broadcasting to select routes.

4 PROTOTYPE SYSTEM

We implemented a prototype system based on the system model to conduct a preliminary experiment. A client software for broadcasters was developed on a smartphone and two client software for audience were developed on a smartphone and PC. Android smartphones were used for the client development.

Figure 2 shows the system architecture. At first, a broadcaster launches a broadcaster client on the smartphone and starts broadcasting. The audio broadcast function on the broadcaster client sends audio stream to a server using RTMP. The still-picture broadcast function on the broadcaster client sends still pictures which are encoded by JPEG2000 to the server. Since the broadcaster cannot touch the smartphone in driving, the automatic photography function takes still-pictures at right timing automatically. In this implementation, the timing is fixed time interval but it is variable.

On the server, Red5 which is a flash streaming server receives the audio stream from the broadcaster client. When an audience client connects to the server and select a broadcasting, the Red5 sends the audio stream to the connected audience clients. The audience client receives and plays the audio stream. The still-pictures are also sent to the connected audience clients through a still-picture server which is implemented in Java. The audience client receives and display the latest still-picture.

The audience client can send text comments to the broadcaster through a comment server which is implemented in Java. The broadcaster client display the comments and read out the comments so that the broadcaster can communicate with audience without watching the smartphone in driving. The broadcaster client does not have the comment input function because the broadcaster cannot touch the smartphone in driving. The broadcaster hears the comments from audience and speaks about the reply to them.

The location of the broadcaster client is tracked by GPS on the smartphone and sent to the server. The server associates the location with the broadcasting and stores the location information in real-time. The audience can view the list of broadcasting on the map and select a broadcasting which they want to watch.

Figure 3 shows the user interface for the broadcaster client. The real-time camera image is displayed on the center. On the bottom part, there are control buttons. The connect button is used for connecting to the server. The login button starts to send audio stream and still-pictures to the server. The send button is used for manually sending still-picture to the server. The logout button stops the broadcasting. The comments from audience are displayed over the camera image and read out.

Figure 4 shows the user interfaces for the audience clients. The upside is smartphone version and the downside is PC version. The smartphone version is developed as an Android application and the PC version as a Web application. On start-up, the both audience clients show current broadcasting points on the map. When a broadcasting point is selected, the user interface is changed and the correspondent broadcasting is started. The audience can input comments. The inputted comments are displayed over the still-picture on the smartphone version and the comment display field on the PC version.
Table 1: Feedbacks in the preliminary experiment

<table>
<thead>
<tr>
<th>Categories</th>
<th>Feedbacks</th>
<th>Countermeasures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcasting information</td>
<td>• I would like to know where the still-pictures were taken.</td>
<td>• The location information should be added to the still-pictures.</td>
</tr>
<tr>
<td></td>
<td>• I started watching from the middle of the broadcast. I didn’t understand where the broadcaster came from.</td>
<td>• The history of the still-pictures should be given to the audience.</td>
</tr>
<tr>
<td>Automatic photography timing</td>
<td>• I would like to shorten the interval of the automatic photography.</td>
<td>• The automatic photography timing should be not fixed and more flexible.</td>
</tr>
<tr>
<td></td>
<td>• I do not need so many still-pictures because the still-pictures are similar ones.</td>
<td>• The photography timing could be determined when the audience can understand the road situation from the still-picture</td>
</tr>
<tr>
<td></td>
<td>• During night-time, many rayless still-pictures were displayed and I did not understand the road situation when there were not streetlights.</td>
<td></td>
</tr>
</tbody>
</table>

5 PRELIMINARY EXPERIMENT

To check operation of the prototype system and find its issues, we conducted a preliminary experiment using a real car. The experimental period was from May 5th to July 4th in 2014 and the broadcasting was performed for 30 minutes in twice during daylight hours and night-time hours in a day. The subjects were 14 students of Iwate Prefectural University. They viewed the broadcasting using the audience client of PC version. The interval of the automatic photography was set to 30 seconds per a still-picture and the resolution of the still-pictures was 320x240.

5.1 Feedbacks and Countermeasures

From the experiment, we got several feedbacks from the subjects. Table 2 shows the feedbacks. The feedbacks can be categorized by two groups. The first group of feedbacks is about “broadcasting information.” The feedbacks were “I would like to know where the still-pictures were taken” and “I started watching from the middle of the broadcast. I didn’t understand where the broadcaster came from.” These feedbacks point out the lack of information about still-pictures. Since the prototype system only showed current broadcasting points at the start, the audience could not understand location of the still-pictures and prior still-pictures on the route. To solve the problems, the location information should be added to the still-pictures and the history of the still-pictures should be given to the audience. We added these functions to the prototype system. Figure 5 shows the implemented function for location and history of still-pictures. The audience can confirm the location and history of still-pictures shown as pins on the map and the still-pictures are displayed by clicking on the pins.

The second group of feedbacks is about “automatic photography timing.” Many subjects told about the automatic photography timing. The feedbacks were “I would like to shorten the interval of the automatic photography” and “I do not need so many still-pictures because the still-pictures are similar ones.” Furthermore, some subjects told about what still-pictures were required to help users understand the road situation. For example, the typical feedback was “During night-time, many rayless still-pictures were displayed and I did not understand the road situation when there were not streetlights.” The still-pictures have higher demand in well-lighted area than in dark area. These results show the automatic photography timing should not be fixed and more flexible. If the timing was a fixed interval, poor demand still-pictures could be sent to audience. To enable audience to understand road situation more easily, the photography timing should be determined when the audience can understand the road situation from the still-picture.

5.2 Discussion

Since there were strong demand for improvement of the automatic photography timing, we focus on developing new photography timing algorithm in this paper. To improve the photography timing, we make two hypotheses about the photography timing. The first hypothesis is that the demand of road information is changed depending on the road situation. For example, the demand of road information can be higher in a good weather condition than in a bad weather condition, and higher in a congested road than in a no traffic road. The second hypothesis is that the demand of road information is different from person to person. In the experiment, we got different feedbacks about the photography timing even if they watched same broadcasting. These are also mentioned in a related work. Münter [9] found drivers need more support when they don’t have spatial knowledge and sense of direction of the person, and
Table 2: Utilization of road information in similar services

<table>
<thead>
<tr>
<th>Service Name</th>
<th>Vehicle Speed</th>
<th>Sudden Braking</th>
<th>Road Surface</th>
<th>Traffic</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAFETY MAP</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>EuroRAP</td>
<td>○ ○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>SafeRoadMaps</td>
<td>○ ○ ○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Mi Drive</td>
<td>○ ○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

Figure 6: the photography timing algorithm based on road situation

6 PHOTOGRAPHY TIMING ALGORITHM

We developed two photography timing algorithms to verify the hypotheses. The first algorithm changes the photography timing based on road situation utilizing sensors of a smartphone. This algorithm takes into account the first hypothesis. The second algorithm changes the photography timing based on audience request in addition to road situation. This algorithm takes into account the second hypothesis.

To develop the first algorithm, we researched similar road information services and what types of road information is utilized. Table 2 shows the result. The SAFETY MAP [10] which is provided by Honda uses sudden braking information for detecting unsafe points. The EuroRAP (European Road Assessment Programme) [11] which aims to reduce death and serious injury uses vehicle speed and road surface information. SafeRoadMaps [12] which is developed by University of Minnesota and Claremont Graduate University uses road surface, traffic and weather information for safety alerts. Mi Drive [13] which is provided by Michigan Department of Transportation (MDOT) uses vehicle speed and weather information for safety information. From these results, the first algorithm collects vehicle speed, sudden braking, road surface, traffic, and weather information by smartphone sensors and changes the photography timing based on these information.

Figure 6 shows the photography timing algorithm based on road situation. The algorithm starts operation when the driver puts on the brake. If the number of brakes for a given length of time is greater than 5, the algorithm shortens the interval of photography timing because a lot of brakes mean current road is congested [14]. If the number of brakes is below 5, it checks intensity of the brake to detect a sudden brake. The interval of photography timing is shortened when acceleration of z-axis which is anteroposterior acceleration of the vehicle is greater than 0.5G. If the acceleration of z-axis is below 0.5G, the algorithm checks acceleration of x-axis which is vertical acceleration of the vehicle and its speed to detect irregularity of road [15]. If the road is bumpy, the algorithm shortens the interval of photography timing. Otherwise, the interval will be initialized. After that, the algorithm checks weather and daylight sensing intensity of luminance. If the weather is clouded or rainy, the algorithm shortens the interval of photography timing. If it is in dark, the algorithm initializes the interval because the still-picture will be black one.

For the second algorithm which introduces audience request, in addition to the first algorithm, it shortens the interval when an audience request is received. The audience requests are sent from audience clients by pushing on a request button on the user interface. If our hypotheses are true, the first algorithm based on road situation will be more effective than the fixed interval one and the second algorithm will be more effective than the first algorithm.

7 EVALUATION

We introduced the two algorithms of photography timing to the prototype system and evaluate how well the system provide profitable road information to the audience. We compared the effects of the fixed interval scheme and the algorithm based on road situation and the algorithm based on road situation and audience request in an evaluation experiment.

7.1 Environment

A broadcaster drove on a predefined route near our university as shown in Fig. 7 and broadcasted the driving scene with the prototype system switching the photography timing algorithms. The fixed or initial interval was set to 60 seconds. The smartphone which was used for the experiment was the au Galaxy S II. The maximum upload speed was 1.8 Mbps and download speed was 3.1 Mbps. The route included a broad road with heavy traffic, a narrow road in the neighborhood of housing estate, and a narrow road with many slopes and curves.

Figure 8 shows the user interface for evaluation. Subjects viewed the broadcasting using the audience client of PC version. A button for audience request, a question and answer section for the evaluation were added to the audience client. The subjects were 20 students who were from 19 to 22 years old, 17 male students and 3 female students. We conducted five broadcasts under the condition as shown in Table 3.
7.2 Results

Figure 9 shows the evaluation result comparing with each algorithm. We asked 5 questions to the subjects and they scored each question on 5-point scale. The blue bar shows the scores of the fixed interval one, the red bar is the algorithm based on road situation, and the green bar is the algorithm based on road situation and audience request. The first question shows usefulness of the proposed system for the route selection. The second question shows adequateness of the photography timing. The third, fourth and fifth questions show the understandability of weather, congestion and irregularity on the road respectively. For all questions, the green bar which is the score result of the algorithm based on road situation and audience request is the highest. The score exceed 3 point which is the average score. Especially, the score of the second question exceeds 4 point. The red bar which is the score result of the algorithm based on only road situation is higher than the blue bar which is that of the fixed interval one. Meanwhile the red bar scores below the average score on first, second and fifth questions. This result shows the audience request is effective to provide timely still-pictures for sharing road information. This means that one of our hypotheses, “the demand of road information is different from person to person” is verified.

Figure 10 shows the number of still-pictures of each algorithm in different weather conditions. The horizontal axis indicates elapsed time from the beginning of the broadcasting. The vertical axis indicates the accumulated number of still-pictures. The algorithms were switched at the boundary of the vertical dotted line. From this graph, we found the number of still-pictures increased in worse weather conditions. Thus, the snowy condition increased the number of still-picture than rainy and cloudy conditions because the road surface was in worse condition by fallen snow. The sensors of the broadcaster smartphone detect it and the algorithms shorten the photography interval. Considering the result of the questionnaire in Fig. 9 and the result of the number of still-pictures in Fig. 10, one of our hypotheses, “the demand of road information is changed depending on the road situation” is verified.
At last, we evaluated the amount of data traffic of each algorithm in order to realize stable broadcasting without large increase in data traffic. Figure 10 shows the amount of data traffic of each algorithm. The horizontal axis indicates weather and the vertical axis indicates the amount of data traffic. The green, red and blue bar means the same as Fig. 11. From this graph, we found that the data traffic increased in rainy and snowy weather conditions but the amount could be acceptable value. The amount of data traffic was highest in the snowy weather condition with audience request and it was about 24 MB. Comparing with the red bar, the data traffic increased about 30% in the snowy weather condition. However, if we used a video streaming for sharing road information by Ustream in the same condition, the data traffic got about 114 MB. Since the algorithm based on road condition and audience request reduces about 80% data traffic comparing with the video streaming scheme and realizes high user satisfaction, our proposed system can be effective and the photography timing algorithm should be based on road situation and audience request.

Additionally we asked the subjects about attention points in driving a vehicle for the future research. Figure 12 shows the results. The most subjects answered paying attention to the weather and it coincide with the result of figs. 10 and 11. Road irregularity and frequency of congestion which were introduced to our algorithm were also important for half the number of the subjects. These factors improved scores of our algorithms. On the other hand, road structure such as number of LAN, distance and time to the destination were important for more than half the number of the subjects. These factors will be effective to improve our algorithms for the future.

8 CONCLUSION

In this paper, we proposed a road information sharing scheme with a still-picture Internet broadcasting system. From the preliminary experiment, the right photography timing was an issue for the system. About the photography timing, we proposed two hypotheses that “the demand of road information is changed depending on the road situation” and “the demand of road information is different from person to person”. Based on the hypotheses, we developed two photography timing algorithms which changes the photography timing based on road situation utilizing sensors of a smartphone, and based on road situation and audience request. From the evaluation, we found the algorithm based on road situation and audience request was most effective and our two hypotheses were proven.

In future work, we will improve the usability of the proposed system (e.g. the audience can see the vehicle information of the broadcasting in addition to still-pictures, and can watch the past broadcast programs by archiving environment.). We will also study a business model to provide more motivation to broadcast the driving.
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Abstract - A model checking technique proves that a given system satisfies given specifications by searching exhaustively a finite transition system which represents the system’s whole behavior. If the system becomes large, it is impossible to explore the whole states in reasonable time due to both of CPU time used and memory space where the model is stored. This is called the state explosion problem. One of the solutions to avoid the state explosion problem is using a model abstraction technique. In usual, constructing such an abstract model from the original model becomes error-prone. Hence, automatic generation techniques of abstract models are studied. Especially, Counter-Example Guided Abstraction Refinement (CEGAR) is considered as a promising technique because it automatically refines abstract model if the result is spurious, starting from a small abstract model. We have already proposed a concrete CEGAR loop for a timed automaton. This iteration loop refines the model in fine granularity level. It avoids the state explosion, however, the number of loops increases. This paper proposes a revised technique where multiple counter-examples are simultaneously applied in the refinement step of CEGAR. This device reduces the number of iteration loops. Experimental results show the improvement.
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1 INTRODUCTION

Recently, information systems play important roles in social activities, thus software reliability becomes important. Model checking techniques [6] prove that a given system satisfies given a specification by searching exhaustively a finite transition system which represents the system’s whole behavior. As systems become larger and more complicated, however, it is difficult to prove the reliability of the systems by model checking, because they need searching for whole states completely. For a large system, it is impossible to explore the whole states in reasonable time. Sometimes its model size becomes larger than physical memory size of typical computers. This is called the state explosion problem.

One of the solutions to avoid the state explosion problem is a model abstraction technique.

In usual, constructing such an abstract model from the original model becomes error-prone. Hence, automatic generation techniques of abstract models are studied. However, such abstraction techniques in general cannot appropriately control the model size. We want an appropriate abstract model which is small enough to perform model checking and also precise enough to obtain a correct answer by model checking.

In order to obtain a better abstract model, automatic iteration techniques to perform whole cycle of abstraction, model checking, simulation, and refinement, have been studied.

Counter-Example Guided Abstraction Refinement (CEGAR) [8] is the root of such studies.

In verification of real-time systems, a timed automaton is used [4], which can represent behavior of a real-time system. For a timed automaton, a real-valued clock constraint is assigned to each state of finite automaton (called a location). Therefore, it has an infinite state space which is represented in a product of discrete state space made by locations and continuous state space made by clock variables. In a traditional way of model checking for a timed automaton, using the property that we can treat the state space of clock variables as a finite set of regions, thus we can perform the model checking on a timed automaton. The size of the model, however, increases exponentially with clock variables; thus, an abstraction technique is needed.

Paper [18] firstly shows a concrete CEGAR loop for timed automata based on predicate abstraction techniques. It uses two abstraction models, over-approximation and under-approximation, while our previous approach [19] constructs an abstraction model based on only over-approximation. Their approaches are similar to our approach in a sense that a location is divided into two state while abstraction. Paper [19] proposed a concrete CEGAR loop for timed automaton. This iteration loop refines the model in fine granularity level. It avoids the state explosion, however, the iteration grows.

1.1 Contributions

This paper proposes a revised technique where multiple counter-examples are simultaneously applied. This device reduces the number of iteration loops.

CEGAR automatically generates a moderate model to perform model checking, but sequential application of counter-examples might consume time and memory space. Our method reduces the number of iteration loops, therefore, it also reduces time and space.

The concrete contributions are summarized as follows.
1. We consider a new CEGAR loop (algorithm) in which multiple counter-examples are simultaneously applied.

2. We give proofs for the algorithm including its termination.

3. We prototyped the algorithm, performed experiments and obtained results which show effective performance of our proposed algorithm.

1.2 Related Work

Other related work include papers [13, 9, 11, 7, 3, 14], and [16].


None of these approaches, however, deals with refinement with multiple counter-examples.

1.3 Organization of the Paper

This paper is organized as follows. Section 2 presents introductory material related to timed automata. Section 3 presents a short review of our previous proposed CEGAR for timed automata. Section 4 will provide our proposed multiple counter-examples abstraction refinement loop. Section 5 will shortly give explanation on our prototype system. Section 6 and 7 provide experimental results and discussions, respectively. The final section concludes the paper.

2 PRELIMINARIES

Here, we give a definition of a timed automaton and its related notions.

2.1 Timed Automaton

No one can control flow of time. One can only measure time using clocks.

A timed automaton also uses clocks to refer time. The clocks can be regard as precise analog clocks. Every clock autonomously uniformly and at the same rate increases the value, independently from the behavior of timed automaton. A timed automaton cannot control the clocks except for reset; it can neither put some clocks forward, backward nor stop them. It can only reset some of clocks. The reset clocks make their values 0. they, however, immediately increase their values again.

Definition 2.1 (Clock set C). By C we denote a finite set of clocks. By xi (0 ≤ i ≤ |C| − 1) we denote an element (each clock) in C.

When there is no confusion we might use literals (without index) x, y, z, and so on to denote clocks.

Since each clock has its time value as a non-negative real, notion of “clock evaluation” is needed.

Definition 2.2 (Clock Evaluation). Clock evaluation ν ∈ ℜ_{≥0}\(^{|C|}\)) for clock set C is a |C|-dimension vector over ℜ_{≥0}.

An i-th element ν^i of ν corresponds to the time value of clock xi.

We use the term “evaluation” according to the original paper [1]. Paper [1] defines the evaluation as a mapping from clocks to reals, however, we define ν just as a real vector, in this paper. Since clock evaluation changes according to the elapsed time, and a timed automaton might reset some of clocks to 0 when a transition fires, we introduce two operations on clock evaluation.

Definition 2.3 (Operations on Clock Evaluation). For a real value d, ν + d = (ν^0 + d, ν^1 + d, . . . , ν^|C|−1 + d).

For a set of clocks r, r(ν) = (r(ν^0), r(ν^1), . . . , r(ν^|C|−1)), where

\[ r(ν^j) = \begin{cases} 0 : x_i \in r, & \text{true} \\ ν^j : \text{otherwise } & \text{false} \end{cases} \]

(1)

The first operation +d means that every clock increases its value uniformly and at the same rate. The second operation r(·) means that every clock specified in r are reset.

Next we define clock constraints on C, which are used as guards and invariants of a timed automaton.

Definition 2.4 (Differential Inequalities on C). Syntax of a differential inequality in on a clock set C is given as follows:

\[ \text{in} ::= x_i - x_j \sim a \\
| x_i \sim a \]

where x_i and x_j ∈ C, a is a literal of an integer constant, and \(\sim\) ∈ \{≤, ≥, >, <\}.

Differential inequalities \(x_i \sim a\) and \(x_i - x_j \sim a\) are true iff \(ν^i \sim a\) and \(ν^i - ν^j \sim a\) are true, respectively.

Definition 2.5 (Clock Constraints on C). Syntax of a clock constraint cc on a clock set C is given as follows:

\[ cc ::= \text{true} \mid \text{in} \mid cc \land cc, \]

where in is a differential inequality on C.

cc_i \land cc_j is true iff both cc_i and cc_j are true.

By c(C), we denote whole set of clock constraints on a clock set C.

Since clock constraint f can be regarded as a function

\[ f : C \rightarrow \{\text{true, false}\}, \]

we introduce a notation \(f(ν)\). It is evaluated to true or false by evaluating each clock \(x_i\) as \(ν^i\).

Now we can formulate a timed automaton. The semantics of timed automaton, however, will be defined later through a labelled transition system.
Figure 1: An Example Timed Automaton Representing Mug-light

**Definition 2.6 (Timed Automaton).** A timed automaton \( \mathcal{A} \) is a six-tuple \( (A, L, l_0, C, I, T) \), where
- \( A \): a finite set of actions;
- \( L \): a finite set of locations;
- \( l_0 \in L \): an initial location;
- \( C \): a clock set;
- \( I : L \rightarrow c(C) \): a mapping from a location to a clock constraint, called a location invariant, or simply an invariant; and
- \( T \subseteq L \times A \times c(C) \times 2^C \times L \) is a set of transitions, where \( c(C) \) is a set of clock constraints; and \( 2^C \) is a super set of sets of clocks.

Elements of the first and last \( L \) stand for locations the transition starting from and going to, respectively. An element of \( A \) is an action associated with the transition. A clock constraint in \( c(C) \) of the transition is called a guard. An element in \( 2^C \) is called a set of clocks to be reset.

We denote \( (l_1, a, g, r, l_2) \in T \) by \( l_1 \xrightarrow{a, g, r} l_2 \).

**Example 1.** Figure 2.1 is an example of a timed automaton, \( \mathcal{A}_1 = (\{\text{press}\}, \{\text{off}, \text{dim}, \text{bright}\}, \text{off}, \{x\}, \emptyset, T) \), where \( T = \{\text{press}, \text{true}; [x] \rightarrow \text{dim}, \text{dim}; [x] \leq 10, \emptyset \rightarrow \text{bright}, \text{dim}; [x] > 10, \emptyset \rightarrow \text{off}, \text{bright}; \text{true}, \emptyset \rightarrow \text{off}\} \).

Please note that guards with value true, and empty clock resets are omitted in Fig. 2.1.

Example 1 shows a timed automaton representing behavior of a mug-light with two brightness modes. Here, we informally explain the behavior of this timed automaton. The initial state is location “off” and the value of clock \( x \) is 0. If “press” action fires, then state is changed to location “dim”, which means that the mug-light is dim. With this transition the value of clock \( x \) is reset to 0. The control of a timed automaton can stay in a location as long as its invariant is satisfied. Unfortunately, the example has no location invariants. At location “dim,” the control can stay any unit of time. If the value of clock \( x \) is greater than 10 units of time, “press” action changes the location to location “off,” which means the mug-light is switched off. Otherwise, i.e., the value of clock \( x \) is less than or equal to 10 units of time, “press” action changes the location to location “bright,” which means that pressing twice immediately makes the mug-light bright. At location “bright,” “press” action changes the location to location “off,” regardless of the value of clock \( x \).

Example 2 is another example to explain evaluation of a guard and an invariant.

**Example 2.** Let assume that \( C \) and \( I(l_2) \) (a location invariant for \( l_2 \)) are \( \{x, y\} \) and \( y > 6 \), respectively. Consider a transition \( l_1 \xrightarrow{a, x > 0, y \geq 3}, l_2 \).

For a clock evaluation \( \nu = (8.2, 5.1) \), the values of \( r(\nu) \), \( g(\nu) \), and \( I(l_2)(r(\nu)) \) are \( (8.2, 0) \), true, and false, respectively. The following expressions are the deriving processes.

\[
\begin{align*}
\forall d' \leq d & \implies I(l_1) \nu + d' \quad \text{(1)} \\
\nu & \xrightarrow{\nu} l_1 \\
\nu & \xrightarrow{\nu} l_2
\end{align*}
\]

The first one is called an action transition, while the other is called a delay transition.

The first rule can be interpreted as follows. If the current clock evaluation satisfies the guard, and after some of clocks in \( r \) are reset, the new evaluation \( r(\nu) \) also satisfies the invariant of location \( l_2 \), then \( (l_1, \nu) \xrightarrow{\nu} (l_2, r(\nu)) \) can be fired.

The rest rule can be interpreted as follows. For some real \( d \), and any \( d' \) such that \( d' \leq d \), the obtained clock evaluation \( \nu + d' \) satisfies the invariant of location \( l_1 \), then the control
can stay in location $l_1$, but $d$ units of time has elapsed. In other words, the control can stay in $l_1$ until $d$ units of time has elapsed.

Please note that an action transition does not consume time, while a delay transition consumes time staying in the same location.

**Definition 2.11** (run of a timed automaton). For a timed automaton $\mathcal{A}$, a run $\sigma$ is a finite or infinite run of its corresponding LTS.

$$\sigma = (l_0, \nu_0) \xrightarrow{\alpha} (l_1, \nu_1) \xrightarrow{\alpha} (l_2, \nu_2) \xrightarrow{\alpha} \ldots,$$

where $\alpha \in \mathcal{A} \cup \mathbb{R}_{\geq 0}$.

In usual, as a run of a timed automaton, we only consider an alternate run of delays and actions, in which delay transitions and action transitions alternately occur.

**Example 3.** One of possible runs of $\mathcal{A}_L$ is

$$(\text{off}, (0)) \xrightarrow{\text{off}, (0.5)} (\text{dim}, (0)) \xrightarrow{\text{dim}, (9.8)} (\text{bright}, (9.8)) \ldots.$$ 

Please note that in the run of Example 3, delay transitions and action transitions alternately occur.

For further detail about time automata, refer to [4] and [20].

## 2.2 Model Checking

Model checking of an automaton can be formulated as follows.

**Definition 2.12** (Model Checking). Input: an automaton $A$

Input2: a temporal logic expression $p$

Output: $A \models p$ or $A \not\models p$

Output(optional): If $A \not\models p$, then a counter-example $CE$

In usual, Computational Tree Logic (CTL) is used as a temporal logic for a timed automaton [4].

Intuitively $A \models p$ means that the behavior (possible runs) of $A$ satisfies the property expressed in $p$. Automaton $A$ is also called a model. Thus, model checking is checking process whether a logic expression $p$ holds under the model represented in $A$.

Typical properties are $\mathcal{A}Gq$, $\mathcal{E}Fq$ and so on. $\mathcal{A}Gq$ and $\mathcal{E}Fq$ mean that “for any path, always $q$ holds,” and “for some path, eventually $q$ holds,” respectively. $\mathcal{A}G$ and $\mathcal{E}F$ are called temporal operators.

For a state $s$, we can consider a property $\neg EFs$, which means that starting from the initial state, the automaton cannot reach the state $s$.

**Definition 2.13** (Reachability Problem). Model checking of a property $\neg EFs$ (on $A$) is called reachability problem (on $A$).

Reachability problem is a fundamental and essential problem for model checking since the algorithm for reachability problem is core of that of general model checking algorithm.

In this paper, we consider only reachability problem. Counter-example $CE$ is usually a run of automaton $A$ which specifies concretely that property $p$ does not hold.

For reachability problem, its counter-example is a run to reach state $s$.

Nevertheless the number of states produced by a timed automaton is infinite due to the cardinality of reals, reachability problem is decidable [4], since time space can be divided into finite equivalence classes.

In papers [4] and [10], a data structure DBM is introduced to represent clock constraints. Several operations on DBM are also introduced. Using these operations, we can efficiently calculate time space of timed automata.

**Definition 2.14** (DBM (Difference Bound Matrix)). DBM is a set of differential inequalities on two clock variables, and represents a state space which satisfies all inequalities over it (the state space is called a zone).

$DBM$ represents these set of inequalities as a $|C_0| \times |C_0|$ matrix, where $C_0 = C \cup \{0\}$. Symbol $0$ is a special variable which means a constant value $0$.

The $(i, j)$-th entry $(D_{i,j})$ of the matrix stands for a differential inequality of $x_i - x_j$ for $x_i, x_j \in C_0$.

Suppose there is an inequality $x_i - x_j \leq n$ for $\forall n \in \{<, \leq\}$, the $(i, j)$-th entry $D_{i,j}$ is represented by $(n, n)$. When $x_i - x_j$ is unbounded, the entry $D_{i,j}$ is represented by $\infty$.

In addition, the upper bound and lower bound of $x_i$ itself are indicated by $D_{0,i}$ and $D_{1,i}$, respectively.

A zone is the solution set of a clock constraint that is the maximal set of clock assignments satisfying the constraint [4]. It is well-known that such sets can be efficiently represented and stored in memory as DBMs.

There are several model checkers. Typical model checkers produce one counter-example when a property does not hold.

Algorithms of model checking are essentially exhaustive search of whole possible runs. Therefore, if the number of states becomes larger, the complexity becomes larger exponentially or intractable. Such a situation is called “state explosion.” Thus, we have to reduce the number of states by automatic abstraction.

## 3 CEGAR FOR TIMED AUTOMATA

In usual, CEGAR loop firstly generates small abstract model from the original model. The first abstract model is small enough to perform model checking, however it is usually “over-approximated,” i.e., many states are extremely merged into a same state. Therefore, model checking process usually produces a spurious counter-example for the first abstract model.

Using the counter-example, CEGAR loop automatically generates a next abstract model, which has more states than the former. Using the next abstract model, we perform model checking again. Such iteration relaxes the over-approximation step by step. At some point of the iteration, we would obtain an appropriate abstract model for model checking.

### 3.1 Basic Algorithm

This section provides the base algorithm on abstraction refinement technique for the timed automata given in [18] and [19]. As mentioned above the algorithm in [18] and that of [19] is similar in abstract level. However, this paper proposes an extended method of [19], therefore, we describe the base algorithm based on [19].
The abstraction assumption should hold during CEGAR loop.

CEGAR loop [8] consists of the following four steps, namely Initial abstraction, Model checking, Simulation, and Refinement.

Figure 2 shows the basic flow of CEGAR loop.

1. **Initial abstraction**
   An original model $M_0$ and a property $p$ are given as input, and we abstract the original model $M_0$ and obtain an initial abstract model $M_1$.

   We abstract the model preserving the abstraction assumption.

2. **Model checking**
   We perform model checking on the abstract model $M_i$. If a model checker outputs $M_i \models p$, then we can conclude that $M_0 \models p$ by the abstraction assumption. Then, we stop the loop. Otherwise, i.e., the model checker outputs $M_i \not\models p$. Also a counter-example $\hat{\rho}_i$ is generated. We have to check every counter-example in $P_i$ on the original model $M_0$, where $P_i$ is a set of concretized runs in $M_0$, each of which is obtained from $\hat{\rho}_i$ by applying inverse of abstraction function $h$.

3. **Simulation**
   We check every concretized run in $P_i$ on the original model $M_0$. If one of them is executable on $M_0$, then we conclude that $M_0 \not\models p$, because the found run is a real counter-example on $M_0$ and the property $p$. If none of them is executable on $M_0$, we have to refine $M_i$ so that model checking on $M_{i+1}$ does not produce the counter-example $\hat{\rho}_i$.

   We should notice that checking every run in $P_i$ on $M_0$ can be performed symbolically using symbolical presentation on $P_i$ or $\hat{\rho}_i$. We say that $\hat{\rho}_i$ is spurious when none in $P_i$ is executable on $M_0$.

4. **Refinement**
   If $\hat{\rho}_i$ is spurious, then we refine $M_i$ so that model checking on $M_{i+1}$ does not produce the counter-example $\hat{\rho}_i$. The $M_{i+1}$ is obtained automatically using $\hat{\rho}_i$. We repeat the loop by go to Model checking with $M_{i+1}$.

In our previous work [19], we give a concrete algorithm of CEGAR for a timed automaton. In the work, we only consider the reachability property as $p$. Thus, we check that $\neg EF_{l_c}$, where $l_c$ is an error location. The error location is a location where we think the control never reach.

The following subsections describe the details of each step.

### 3.2 Initial Abstraction

In Initial abstraction, we remove all of clock attributes from the given timed automaton [19].

**Definition 3.2** (Abstraction Function $h$). For a timed automaton $\mathcal{A}$ and its semantic model (LTS) $(S, s_0, \Rightarrow)$, an abstraction function $h : S → \hat{S}$ is defined as follows:

$$h((l, v)) = l.$$

The inverse function $h^{-1} : \hat{S} → 2^S$ of $h$ is also defined as $h^{-1}(\bar{s}) = (l, D(l))$ where $\bar{s} = l$ and $D(l)$ is a region satisfying $I(l)$ representing by DBM.

**Definition 3.3** (Abstract Model). An abstract model $\hat{M} = (\hat{S}, \hat{s}_0, \Rightarrow)$ of a given timed automaton $\mathcal{A}$ is defined as follows:

- $\hat{S} = L$;
- $\hat{s}_0 = l_0$; and
- $\Rightarrow = \{(l_1, a, l_2) | l_1 \triangleleft R \Rightarrow l_2 \in T\}$.

For $\mathcal{A}$, using its LTS $(S, s_0, \Rightarrow)$, we can say that $\Rightarrow$ is $\{(h(s_1), a, h(s_2)) | s_1 \frac{d}{a} s_1', s_1' \frac{d}{a} s_2' \in \Rightarrow\}$.

The $i$-th abstract model $M_i = (\hat{S}_i, \hat{s}_0, \Rightarrow_i)$ is obtained from the $i$-th timed automaton $\mathcal{A}_i = (A_i, L_i, l_i, O_i, C_i, I_i, T_i)$ by Definition 3.3.

**Definition 3.4** (Abstract Counter-Example). A counter-example $\hat{\rho}_i$ on $\hat{M} = (\hat{S}, \hat{s}_0, \Rightarrow)$ is a run of states of $\hat{S}$ and labels. An abstract-counter-example $\hat{\rho}$ of length $n$ is represented in $\hat{\rho} = \hat{s}_0 \Rightarrow \hat{s}_1 \Rightarrow \hat{s}_2 \Rightarrow \cdots \Rightarrow \hat{s}_{n-1} \Rightarrow \hat{s}_n$. A set $P$ of runs on $\mathcal{A}$ obtained by concretizing a counter-example $\hat{\rho}$ is also defined as follows using the inverse function $h^{-1}$:

$$P = \{s_0 \Rightarrow s_0' \Rightarrow s_1 \Rightarrow s_1' \Rightarrow s_2 \Rightarrow s_2' \Rightarrow \cdots \Rightarrow s_n | \bigwedge_{i=0}^{n-1} (s_i \in h^{-1}(\hat{s}_i) \land d_i \in R_{\geq 0} \land s_i \frac{d}{a} s_i' \land s_i' \frac{d}{a} s_{i+1})\}.$$

We assume that a counter-example is a finite run [19]. We restrict the property to check as reachability, this assumption is reasonable. For a case of loop structures, see [19].

Example 4 shows an example of Initial Abstraction.

**Example 4.** Figure 3 shows a timed automaton and its abstract model.

The original timed automaton is $A_0 (= M_0)$. Its abstract model $M_0$ is just an automaton without clock constraints.
3.3 Model Checking

Abstract model $\hat{M}_i$ is a just automaton, therefore, we can use several model checkers at this step. In Paper [19], we use UPPAAL to model check. In our new proposed method, however, we use our original model checker in order to produce multiple counter-examples.

Example 5. For an abstract model $\hat{M}_0$ in Fig. 3, a property $\neg\text{EF } C$ does not hold, since clearly we can reach state $C$ from the initial state $A$.

Any appropriate model checker outputs $\hat{M}_0 \not\models \neg\text{EF } C$ and its counter-example $A \rightarrow B \rightarrow C$.

3.4 Simulation

Using the DBM library provided by UPPAAL team, we have developed a simulation program. Let $P_i$ be a set of concretized counter-examples produced by $\hat{\rho}_i$, which is a counter-example of $\hat{M}_i$.

Instead of checking each element of $P_i$, we use DBM and $\hat{\rho}_i$ to simulate on $\hat{A}_0$ using symbolic simulation technique.

Example 6. Figure 4 shows an example process of Simulation.

Simulation checks whether $A \rightarrow B \rightarrow C$ is possible on the original $A_0$ using symbolic simulation technique. At location $A$, we use a DBM structure representing $x = 0 \land y = 0$, which stands for the initial state. Since $A$ has no invariant, we change the DBM structure to represent $x = y$, which shows that clocks $x$ and $y$ increase their values at the same rate. According to the counter-example, we move to location $B$. At location $B$, we obtain a DBM structure representing $x = y \land x \leq 1$. At this point, we find that transition $B \rightarrow C$ cannot fire since the guard of transition $B \rightarrow C$, i.e., $y = 2$ and current clock constraint $x = y \land x \leq 1$ are conflict. Thus, $x \leq 1 \land y = 2 \land x = y$ is false.

We can find that at location $B$ there are no transitions due to time constraints.

3.5 Refinement

The $(i + 1)$-th abstract model $\hat{M}_{i+1}$ is obtained from a timed automaton $A_{i+1}$ using the abstraction function $h$. The $(i + 1)$-th timed automaton $A_{i+1}$ is obtained from the $i$-th timed automaton $A_i$ and a counter-example $\hat{\rho}_i$.

Paper [19] shows a concrete algorithm for refinement (see Appendix A). We call the algorithm Algorithm 1 (or Refinement). Algorithm 1 has two inputs $A_i$ and $\hat{\rho}_i$, and outputs $A_{i+1}$.

Figure 5 summarizes the relation among the models. In usual, Algorithm 1 appends additional locations and transitions to $A_i$ so that $\hat{M}_{i+1}$ can tell two states which are merged in $\hat{M}_i$ as a result of over-approximation.

Example 7 shows an example process of Refinement.
Applying Algorithm 1, the refinement algorithm, we can obtain
the refined timed automaton $A_{i}$ and its corresponding
abstract automaton $M_{i}$.

We can also see that on $M_{1}$ we cannot reach the error
location $C$.

Paper [5] shows that clock conditions in a form of $x - y < c$
cannot be dealt with. Therefore, we assume that the following
assumptions in the paper.

Assumption 1.
1. We only check reachability: $\neg \exists F F_{c}$ for model checking.
2. The target timed automaton is diagonal-free, which means
that the timed automaton does not contain clock condi-
3. We assume that a counter example is a finite run.

Hereafter, we assume that Assumption 1 always holds in
this paper.

4 OUR NEW REVISED CEGAR LOOP

Our revised CEGAR loop differs in Model Checking, Sim-
ulation, and Refinement from the previous one.

Here, we describe each of them.

4.1 Model Checking

Normally, a model checker produces at most one counter-
examples. In our algorithm, we use master-worker config-
uration. Each worker performs model checking and generates
a counter-example which we expect to be different to others. We
describe how each worker generates a counter-example
which we expect to be different to others, in Section 5.

4.2 Simulation

If one of counter-examples obtained by workers can be ex-
cuted on $A_{0} = M_{0}$ symbolically, then we conclude that
$A \not\preceq \neg \exists F F_{c}$. Otherwise we perform Refinement using the
counter-examples.

4.3 Refinement

The master gathers counter-examples from the workers, and
performs MultipleRefinement (Algorithm 2) shown in Fig. 7.

Using Algorithm 1, Algorithm 2 in Fig. 7 applies each
counter-example $\hat{\rho}$ in a given $S_{i}$. The result is sequentially
reflected in the given timed automaton $A_{i+1}$. In the “for loop
body,” if a $\hat{\rho}$ is not executable on the current tentative $A_{i+1}$,
then for such a counter-example, Algorithm 1 is not applied.
The next counter-example in $S_{i}$ is chosen and the process is
repeated.

4.4 The Difference between Our Previous
Approach and the New Approach

Here, we describe the difference between our previous
approach [19] and the new proposed approach.

\begin{center}
\begin{tabular}{|c|c|}
\hline
\textbf{MultipleRefinement} & \textbf{Output $A_{i+1}$} \\
\hline
\textbf{Inputs $A_{i}, S_{i}$} & \textbf{$\rho^{*} \in S_{i}$} \\
\hline
\textbf{Output $A_{i+1}$} & \textbf{$\rho^{*}$} \text{ is a counter example produced by worker $j$} \\
\hline
\textbf{for $\rho : S_{i}$ do} & \textbf{\textbf{refinement}} \text{(}$A_{i+1}, \rho$) \\
\hline
\textbf{end for} & \text{Return} $A_{i+1}$ \\
\hline
\end{tabular}
\end{center}
model $\hat{M}'_k$.

Please note that our new method does not fix its Selection Scheme. In other words, its Selection Scheme dynamically changes in every sequence in the loop.

We summarize the difference between the original CEGAR and the proposed CEGAR in Fig. 9.

The following question arises.

Even we assume that $k < n$ holds, we cannot conclude that $M'_k$ is the same as one of $\hat{M}_1, \ldots, \hat{M}_n$. The reason is that the set $\{\hat{p}_0, \ldots, \hat{p}_{k-1}\}$ is not subset of $\{\hat{p}_0, \ldots, \hat{p}_{n-1}\}$. Please recall that $\hat{p}_i$ is determined by the fixed Selection Scheme and a current abstract model $\hat{M}_i$, while $\hat{p}_i$ is determined by any uncertain Selection Scheme and the initial abstract model $\hat{M}_0$ (of course in general, $\hat{M}_i$).

Regardless the difference, we have to prove that $\hat{M}'_k$ is an adequate abstract model.

In this paper, we don’t prove that $\hat{M}'_k$ is one of $\hat{M}_1, \ldots, \hat{M}_n$, because it is not correct in logical.

Instead of it, we prove that $\hat{M}'_k$ preserves Abstraction assumption for the reachability problem.

### 4.5 Proof of the Algorithm

The problem is to ensure that Abstraction assumption is preserved for simultaneous application of multiple counter-examples.

Theorem 1 proves that Abstraction assumption is always preserved nevertheless the order of applying multiple CEs might vary.

**Theorem 1.** For a given set of counter-examples $S_i$, each of which are generated from model checking on $\mathcal{A}_i$, $\hat{M}_{i+1}$ obtained by Algorithm 2 (and abstraction function $h$) preserves Abstraction assumption.

Before the proof of Theorem 1, we describe the following propositions.

**Proposition 1.** Termination of Algorithm 1 [19]

Algorithm 1 terminates for reachability problem.

**Proposition 2.** Preservation of Abstract Assumption [19]

Algorithm 1 preserves Abstraction assumption.

First we give proof of Theorem 2, which is weaker than Theorem 1.

**Theorem 2.** For a given set of counter-examples $S_i$, each of which are generated from model checking on $\mathcal{A}_i$, if $\hat{M}_i$ preserves Abstraction assumption, then $\hat{M}_{i+1}$ obtained by Algorithm 2 (and abstraction function $h$) also preserves Abstraction assumption.

Please note that $S_i$ is a set of counter-examples generated from $\mathcal{A}_i$ with one application of model checking.

The previous approach obtains each $\mathcal{A}_{i+1}$ by applying $\rho_i$ which is generated from $\mathcal{A}_i$ to $\mathcal{A}_i$.

We have to take care of a counter-example which is in $S_i$ but not in $S$.

Theorem 2 holds nevertheless above difference exists. The proof, therefore, uses divide cases.

The following proposition Lemma 4.1 is used in both proofs of Theorems 2 and 3.

**Lemma 4.1.** If $\rho_j$ is executable on $\mathcal{A}_{(i+1)(j-1)}$ then $\rho_j$ is also a counter-example on $\hat{M}_{(i+1)(j-1)}$.

A proof of Theorem 2 can be given by induction on the number of application of “for loop body” of Algorithm 2.

**Proof.** Let $j$ be the number of application of “for loop body” of Algorithm 2.

We denote a tentative timed automaton and its abstract model by $\mathcal{A}_{ij}$ and $\hat{M}_{ij}$, respectively. $\mathcal{A}_{ij}$ stands for a tentative timed automaton obtained from $\mathcal{A}_i$ by $j$ times application of “for loop body.” $\hat{M}_{ij}$ also stand for its corresponding abstract model. Therefore, $A_{ij} = A_{(i+1)(j-1)}$ and $\hat{M}_i = \hat{M}_{(i+1)(0)}$ hold.

We use proof by induction, induction on $j$.

**Basis:**

$A_{(i+1)(0)} = A_i$. Thus, $\hat{M}_{(i+1)(0)}$ is also $\hat{M}_i$. Hence, from the precondition of Theorem 2, we can say $\hat{M}_{(i+1)(0)}$ preserves Abstraction assumption.

**Inductive Step:**

Let us assume that we have already performed $(j-1)$ times the loop body, and obtained a tentative timed automaton namely, $A_{(i+1)(j-1)}$.

Let also assume that $\hat{M}_{(i+1)(j-1)}$ preserves Abstraction assumption as an inductive assumption.

Now we consider a counter-example $\rho_j$ in $S_i$.

**Case 1:** $\rho_j$ is not executable on $A_{(i+1)(j-1)}$:

In such a case, Algorithm 1 is not applied. Thus $A_{(i+1)(j)} = A_{(i+1)(j-1)}$ holds. Hence, $\hat{M}_{(i+1)(j)} = \hat{M}_{(i+1)(j-1)}$ also holds. $\hat{M}_{(i+1)(j)}$ also preserves Abstraction assumption by the inductive assumption.

**Case 2:** $\rho_j$ is executable on $A_{(i+1)(j-1)}$:

In such a case, Algorithm 1 can be applied. The condition “$\rho_j$ is executable on $A_{(i+1)(j-1)}$” implies that “$\rho_j$ is also a counter-example on $\hat{M}_{(i+1)(j-1)}$,” by Lemma 4.1. By this fact, Proposition 2 and the inductive assumption, we can conclude that $\hat{M}_{(i+1)(j)}$ also preserves Abstraction assumption.

In any case, $\hat{M}_{(i+1)(j)}$ preserves Abstraction assumption.

Proof by induction, we can say that $\hat{M}_{i+1}$ preserves Abstraction assumption.
Proof. Basis:  
Since $M_0$ preserves Abstraction assumption [19], we can say $M_0$ preserves Abstraction assumption.

Inductive Step:  
We assume that $M_i$ preserves Abstraction assumption. By Theorem 2 we can prove that $M_{i+1}$ preserves Abstraction assumption.

Theorem 3. Termination of CEGAR loop
CEGAR loop using Algorithm 2 terminates.

Proof. By Proposition 1 and the fact that $S_i$ is finite set, Algorithm 2 also terminates.

Next we prove the termination of CEGAR loop.

Let a sequence $\rho_0, \rho_1, \ldots, \rho_d$ which are executable counter-examples selected from $S_i$ using Algorithm 2. The index is selection order in Algorithm 2.

From Lemma 4.1, we can say that there is a corresponding loop sequence where each of the loop is application of $\rho_j (0 \leq j \leq d)$, in a VIRTUAL CEGAR loop (See Fig. 10). VIRTUAL CEGAR is a similar CEGAR to our original CEGAR, but it uses different Selection Schemes for each application of the loop body.

Please note that the corresponding $\rho$ is chosen from the set of possible counter-examples of the corresponding timed automaton with a certain Selection Scheme. Thus, each Selection Scheme is not the same but dynamically changed in VIRTUAL CEGAR.

In a similar way to paper [19], we can say the size of states in $M_i$ is also finite. Therefore, CEGAR loop terminates.

Figure 11 shows the difference between VIRTUAL CEGAR and our Original CEGAR.

Example 8. Let consider a timed automaton in Fig. 4.5. Due to the clock constraints, neither a transition from $B$ to $C$ nor from $D$ to $E$ is firable.

There are two counter-examples: $A \rightarrow B \rightarrow C \rightarrow E$ and $A \rightarrow B \rightarrow D \rightarrow E$.
the master and workers. Each worker performs Model Checking and Simulation for its assigned abstract model.

For efficiency, we introduce a modified algorithm, Algorithm 2’ shown in Fig. 16.

The major differences between Algorithms 2 and 2’ is that Algorithm 2’ does not check the executability. It improves the efficiency. However, it means that Algorithm 2’ might perform Refinement using pseudo counter-example information. Such a situation, however, does not occur because Algorithm 1 reconstructs $\text{suc}l_i=\langle l_0, D_0; l_1, D_1; \ldots; l_k, D_k \rangle$ before it transforms the timed automaton. $\text{suc}l_i$ is a feasible path with regard to the counter-example. Therefore, the counter-example is not executable if and only if $\text{suc}l_i$ is an empty list. If $\text{suc}l_i$ is empty, no transformation is performed. Consequently, Algorithm 2’ also works correctly.

In our implementation, each worker performs model checking and simulation in the same cycle. This invention reduces cost of exchange of data among model checking and simulation steps.

The abstract model is the same among workers. Thus, we have to give different parameters to workers in order for each worker to generate different counter-examples.

As described after we use two strategies to generate counter-examples: shortest traces and the fastest traces. For both of the shortest traces and the fastest traces, the following parameter is used to generate different counter-examples. There might be many shortest (fastest) counter-examples. Among them, what counter-example is chosen by the worker can be a parameter. In order to select different counter-example, we use worker id and random selection for the selection. Of course, if the number of worker is less than that of shortest counter-examples, then some workers might choose the same counter-example.

6 EXPERIMENTS

6.1 Overview

We have performed experiments using two typical examples. One is Fischer’s mutual exclusion protocol. Several processes with the same shape of an automaton share a critical section. Mutual exclusion is established in a protocol using clock variables. Therefore, it is a typical symmetric structure.

Another one is Gear Controller [17]. It is a model consisting of an engine, a gearbox, a human interface, a gear controller, and a clutch. It is a parallel system of hetero six components.

Before applying our tool, we need to obtain a single timed automaton presentation of Fischer’s protocol (and Gear controller) since our proposed method cannot deal with a network of timed automata, which is used in UPPAAL verifier in general.

We performed the experiments under the following environment:

Master

CPU: Intel(R) Core™ 2 Duo

CPU L7700 1.80GHz

MM: 2.00GB
The purposes (research questions) of the experiments are as follows.

1. How efficiently our proposed method works?
2. Are there any difference between:
   (a) types of model structures?
   (b) types of counter-examples used in CEGAR?

Research question 1 can be observed from how CPU times and the number of iteration are reduced in increasing the number of workers.

Research question 2(a) can be observed by comparing the two examples.

Research question 2(b) is hard to answer. We, however, compare using two strategies, the fastest trace and the shortest trace. The fastest trace uses multiple counter-examples with smallest time delay. The shortest traces use multiple counter-examples with shortest (in number of steps) traces. There are many strategies on producing counter-examples. UPPAAL, however, only supports the above two options. Therefore, we think it is reasonable that we compare the two options.

6.2 Results

As CPU time, we measure the elapsed times for the computation. The results are averages of five trials of the same configurations.

Figures 17 and 18 show the results of the number of iteration. The number of nodes stands for the number of workers.

In both of Fischer’s protocol and Gear Controller, the number of iteration decreases according to the number of workers. The shortest trace for Gear Controller has little effect.

Figures 19 and 20 show the results of the CPU times. The performance is improved according to the number of workers, in Fischer’s protocol while Gear Controller shows worse behaviors. The fastest trace also loses its acceleration but the shortest trace requires more time from four workers.

7 DISCUSSIONS

We can see that the numbers of iteration are improved in both of the cases, while CPU times are not. This observation supports that our proposed method is potentially effective (w.r.t RQ1). Also w.r.t RQ2(a) and RQ2(b), we find there are some differences.

However, we have to consider the reason why CPU time is not improved. Two possibilities are considered on the results.

One is the following hypothesis: Refinement with multiple counter-examples certainly refines parts of the automaton, however, which are not essential parts of the automaton for verification of property $p$. Thus, the refinement increases the size of the automaton, which increases CPU time.

The other one is the following hypothesis: The same counter-examples are generated. If some of workers generate the same counter-examples, then the efficiency becomes worse. Such a phenomenon occurs because the random selections do not guarantee that every counter-example is different to others.

Based on the above observations, we have performed the following additional experiments. For the first hypothesis, we have evaluated the number of states. If it increases according to the number of workers, then we can conclude that unnecessary states are generated.

Second we have also evaluated the ratio of unique counter-examples, which is a good index for the second hypothesis.

7.1 The Number of States

Figures 21 and 22 show the number of states. Fisher’s protocol has gradual increase, while fastest trace of Gear Con-
controller has strong increase.

7.2 The Quality of Counter-Examples

Figures 23 and 24 show the ratio of unique counter-examples. If the ratio is equal to 1.0 then it means that every counter-example is different to each other. The shortest traces show that increase of the same counter-examples according to the number of workers.

7.3 A Solution

The results support both of the hypotheses. In order to increase the quality of the counter-examples, priority among the counter-examples is considered. Using the priority, we can control level of the refinement by filtering counter-examples used for refinement. We think, however, that there is no silver bullet, in other words the priority cannot be determined statically and in advance. As an approximate solution, we adopt threshold on the length of counter-examples. The idea is that we only use shorter counter-examples than threshold by the length of the shortest counter-example. From Fig. 19 and 21, we can observe that the shortest trace option is good. Therefore, it is said that the shorter counter-examples are worth to use.

In order to avoid duplication of counter-examples, we think \( k \)-shortest path algorithm is worth to try. The algorithm is provided by Eppstein [12] and Jiménez [15].

Since UPPAAL uses more sophisticated data structure than DBM which we use and it also uses partial order reduction technique whereas we don’t use any further improvements.

Therefore, we show the comparison between naïve approach and our approach in order to show the improvements.

We think that the experiments show our approach reduces the number of iteration, which also will improve the size of states of abstraction models. The proposed method works better than naïve CEGAR loop does. It is because the proposed method can deal with larger system than the naïve CEGAR, in some cases. The CPU time is also improved. It implies that the main idea that we simultaneously apply the multiple counter-examples will improve the performance because it reduces the number of iteration. We also have to find further improvements such as detecting redundant counter-examples and reducing applies of counter-examples which do not contribute to refinement.

As a conclusion we can say that the main idea that we simultaneously apply the multiple counter-examples will improve the performance, however, there is some room to improve the performance.

8 CONCLUSION

8.1 Summary

This paper proposed a CEGAR loop for timed automata where multiple counter-examples are simultaneously applied. This device strongly reduces the number of iteration loops. The experiments show the promising results. Also we have obtained a candidate criterion for more effective multiple CEGAR.
8.2 Future Work

It is a good idea that if the model becomes too large against to a reasonable CPU time deadline, we reconstruct the model using a subset of the previous set of the counter-examples. Such a scheme can control the size of the abstract model finer.

Another idea of future work will be finding effective criteria for filtering better multiple counter-examples. We also want to try the idea that utilizing modular checking provided in paper [13] and to reconstruct our method based on approach in [18]. Extension of the class of the property is also considered. For example, we want to try to provide CEGAR loop for some subset TCTL [2].
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Refinement 

Inputs $A_i$, $\bar{p}$ 

Output $A_{i+1}$ 

$\text{IsRemovable}(A_{i+1}, \text{succ} list, e_j)$ then $A_{i+1} := \text{RemoveTransition}(A_{i+1}, e_j)$
else
if $j = 1$ then $A_{i+1} := \text{DuplicateInitialLocation}(A_{i+1}, (l_0, D_0))$
else $A_{i+1} := \text{DuplicateInitialLocation}(A_{i+1}, (k_0, D_k))$
end if
end for
return $A_{i+1}$

Figure 25: Algorithm 1: Refinement Algorithm for a counterexample

Appendix A

Figure 25 shows the algorithm of Refinement, Algorithm 1. Algorithm 1 uses a counter-example $\bar{p}$ and generates a refined timed automaton. It uses functions, Duplication(), RemoveTransition(), and DuplicateInitialLocation(). Functions Duplication(), RemoveTransition() and DuplicateInitialLocation() are functions to duplicate locations and transitions, to remove unnecessary transactions, and to duplicate the initial location, respectively. For the definitions of these functions, please refer [19].
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