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Abstract- Currently, academic papers and their authors can be 

mainly evaluated by the statistics in Bibliometrics such as 

number of citations, h-index, and impact factor. However, it 

usually takes at least half a year or more for Bibliometrics-

based approaches to evaluate academic papers. Open access 

journals, which do not restrict browsers, are spreading espe-

cially in recent years. Further, the number of viewing aca-

demic papers published in open access journals and the num-

ber of posting articles about the papers to social media con-

tinue to increase year after year. Such data can be treated as 

time-series data with immediacy. Therefore it is thought that 

if the academic papers as time-series data can be analyzed by 

proper data mining techniques such as clustering, it will be 

possible to extract the characteristics of highly-cited scientific 

papers. Instead of conventional evaluation of scholarly papers 

based on Bibliometrics, this paper discusses a method for es-

timating scientific papers with the potential of being highly 

cited in future based on the associated time-series data.  

Keywords: open access journal; time-series data; Dynamic 

Time Warping; clustering; BIRCH 

1 INTRODUCTION 

Recently, open access journals (OAJ), which do not restrict 

viewing, are spreading in the world, especially in US and the 

ratio of such journal papers over all academic papers is in-

creasing accordingly [1]. In general, since OAJ publish ac-

cepted papers worldwide in one week or so, the academic pa-

pers can be accessed and viewed without restrictions by any 

user. Compared to traditional journals, OAJ can ensure the im-

mediacy of the scientific papers by proving shorter periods 

from submission to publication. On the other hand, traditional 

surveys about academic papers are based on so-called Biblio-

metric indices such as the total number of papers published by 

one author and the number of citations per paper. And such 

traditional surveys based on Bibliometrics tend to take long 

time just like submitted papers take long time to be published. 

Very recently, as methods to evaluate the scientific papers in 

the immediate term, alternative Bibliometrics called Alt-

metrics, which use the posts to social media, such as Twitter 

(micro blogging), Facebook (blogging), and Mendeley (social 

bookmarking), and analyze the contents and numbers, are 

gathering attention. Typical services for evaluation of scien-

tific papers by using Altmetrics include altmetric.com and Im-

pactStory. In Japan, Ceek.jp Altmetrics, a university-origi-

nated venture has begun to provide Altmetrics-based services 

[2]. In this paper, we mean by Altmetrics both methods for 

quantitative measurement of impacts of research products 

such as journal papers and data sets using the social media 

responses and activities as to measuring the future influences 

of emergent researches based on the results [3]. 

So we have thought that it is necessary to clarify the rela-

tionships between Altmetric indices such as traffic data (i.e., 

number of views) and social media posts and Bibliometric in-

dices such as citation data. In the preliminary experiment, we 

have found weak or very weak correlations between the num-

ber of views or downloads as of the first month after publi-

cation and that of citations of the scientific papers. This detail 

will be explained in Section 3 of this paper. Since these corre-

lations are negligible, we have clustered academic papers pub-

lished in OAJ with immediacy by paying attention to the 

counts of views and downloads so as to predict Bibliometric 

indices such as the counts of citations. We have used time-

series data consisting of the numbers of views and downloads 

of papers per month for three or six months in clustering. Our 

final objective, which we have not fully obtained yet, is to es-

timate papers with the possibility of being highly cited in the 

future by performing machine learning, that is, learning clas-

sifiers for such papers based on clustering results. If the ob-

jective is fully attained, it will be possible to know the tech-

nological trends at the very early stage. Figure 1 illustrates the 

big picture of our research as the flow of the associated pro-

cesses. In this paper, we focus on the clustering of the aca-

demic papers based on the time- series data. Section 2 de-

Figure 1: Big Picture of Our Research. 
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scribes the relevant works. Section 3 explains the normaliza-

tion of the time series data. Section 4 and section 5 describe 

our clustering method and experiments using the method, re-

spectively. Section 6 summarizes the contribution of our work 

and describes future challenges.  

2 RELATED WORK 

Most of works that cluster time-series data focus on the fre-

quency. As clustering time-series data based on the frequen-

cies as features, subsequence time-series clustering [4] is often 

used. So as to exactly handle the frequency of time-series data 

as the features, time-series data longer than a certain length are 

required. However, as our work focuses on the immediacy of 

the scientific papers published in OAJ, we use only data rec-

orded every month for at most 12 months from publication, 

that is, 12 pieces of time-series data. Therefore, we use the 

shape of a wave as features of the time-series data. Then we 

can calculate dissimilarity (i.e., distance) of the time-series 

data using Dynamic Time Warping DTW [5]. 

Recently, studies on Altmetrics are becoming very active and 

are expected to complement Bibliometric evaluation of scien-

tific papers. Posts to Twitter (i.e., Tweets) referring to aca-

demic papers published in OAJ are observed for several days 

just after publication, according to Gunther [6], thereby ena-

bling the prediction of the number of citations. However, the 

number of collected Tweets mentioning scholarly papers is not 

so large, partially because it is rather difficult to exhaustively 

find correspondences between academic papers and tweets. 

Nakahashi et al [7] have done automatic mapping between ac-

ademic papers and Tweets and have attained better perfor-

mance than the previous works. However, their research have 

used only tweets referring to papers presented in the traditional 

academic meetings. There still remain a lot of works to do so 

as to automatically find correct correspondences between 

Tweets and scholarly papers on the web, such as OAJ. 

3 NORMALIZATION OF TIME-SERIES 

DATA 

We used the data of academic papers published in Public Li-

brary Of Science (PLOS) [8], one of US-based OAJ. We used 

the API provided by the PLOS and obtained the data of aca-

demic papers for two times, on 7/20/2013 and 12/22/2013.  

While the numbers of views are equal to those of accesses to 

web pages provided to individual academic papers by PLOS 

(html views), the numbers of downloads are equal to those of 

the saved PDF (pdf views). The numbers of views and down-

loads are monthly calculated from the published month. They 

constitute time-series data. The numbers of citations as to 

some papers are also calculated at fixed intervals from the 

published month. The numbers of citations as to others, how-

ever, are those of citations accumulated from the published 

date to the collected date. Then we used the accumulated num-

bers of citations in a uniform fashion.  

We acquired academic papers on 7/20/2013 whose number 

n = 52,386 and calculated the correlation coefficient r between 

the numbers of citations and those of views as of the first 

month of papers since publication and we obtained a very 

weak correlation (r = 0.0695) (See Table I). As to the same set 

of papers, we also calculated a correlation coefficient r be-

tween the numbers of citations and those of downloads as of 

the first month and obtained a weak correlation (r = 0.2852) 

(See Table II). The corresponding scatter charts are illustrated 

in Fig. 2 and Fig. 3. Then we judged these correlations negli-

gible and decided to use time-series data of views and down-

Figure 2: Number of Citations vs. Number of Views. 

Figure 3: Number of Citations vs. Number of Downloads. 

Table 1: Correlation between Numbers of Citations and 

Numbers of Views as of 1st Month. 

Table 2: Correlation between Numbers of Citations and 

Numbers of Downloads as of 1st Month. 
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loads instead. We normalized these time-series data by divid-

ing all the values by those as of the first month. Figure 4 shows 

examples of normalized time-series data as to the numbers of 

downloads of 14 samples published in 2/2004 for the first 12 

months. 

4 CLUSTERING 

We examined two different clustering techniques for time- 

series data. First, we made vectors out of the time-series data 

and conducted k-means clustering based on the cosine meas-

ure as to the vectors. Next, we calculated dissimilarities be-

tween two pieces of the time-series data by Dynamic Time 

Warping (DTW) and conducted clustering based on the dy-

namic time warping squashed trees, an extension of CF tree. 

4.1 K-Means Clustering 

4.1.1 Vectorizing Time-Series Data 

First, let ai be the number of views or downloads (exactly, 

the ratio over the value for the first month) recorded for i-th 

month as to the scientific papers A. As a whole, the time series 

data for the paper A is represented as A = a1, a2,..., aI. Next we 

vectorize the time-series data as follows. So as to focus on the 

rate of change of each component of the time series data along 

the time line, we consider a sub-vector for the change of two 

consecutive elements. The x-component of the sub-vector is 

constantly 1 because the value is always one month. Each y-

component of the sub-vector is represented as (ak+1-ak). There-

fore, vectorized time-series data for the paper A is represented 

as a set of sub-vectors by the following formulas:  

𝑉𝐴 = {𝑣𝐴(1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑣𝐴(2)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, … , 𝑣𝐴(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, … , 𝑣𝐴(𝑘𝐼−1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ } (1) 

𝑣𝐴(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = {1, 𝑎𝑘+1 − 𝑎𝑘} (2) 

Figure 5 shows two examples of vectorized time series data. 

4.1.2 K-Means Method 

Here we consider the similarity between the academic pa-

pers A and B. The similarity between corresponding sub-vec-

tors is calculated by using the cosine measure. Let the angle 

between them be θk. Then the cosine similarity between two 

vectors 𝑣𝐴(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ and 𝑣𝐵(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ is represented by the formula (3)

(See Fig. 5). Note that as 0 ≤cos θk ≤ 1, two vectors is similar 

if the cosine similarity is close to 1 or dissimilar if close to 0. 

Further, by using the total sum cossum and the total product 

cosprod of the cosine similarity between corresponding sub-

vectors, which are defined in the formulas (4) and (5), respec-

tively, the similarity of the academic papers A and B (i.e., the 

vector sets VA and VB ) s is expressed as s = (cossum, cosprod). 

Suppose that I and J are the lengths of the time-series data A 

and B, respectively. Every piece of time series data has the 

same length, that is, I = J. 

cos 𝜃𝑘 =
𝑣𝐴(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗∙𝑣𝐵(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

|𝑣𝐴(𝑘)|
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗∙|𝑣𝐵(𝑘)|

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
(3) 

cos𝑠𝑢𝑚 = ∑ cos𝜃𝑘
𝐼−1
𝑘=1 (4) 

(0 ≤ cos𝑠𝑢𝑚 ≤ 𝐼 − 1)
cos𝑝𝑟𝑜𝑑 = ∏ cos 𝜃𝑘

𝐼−1
𝑘=1 (5) 

(0 ≤ cos𝑝𝑟𝑜𝑑 ≤ 1)

Here we cluster academic papers by using k-means cluster-

ing based on this similarity measure s. Beforehand, we sorted 

data for the whole academic papers according to the descend-

ing order of DOI (Digital Object Identifier) and divided into 

k groups as initial clusters. The centroid of the cluster is cal-

culated as the vector set Vm expressed by the formula (6). Let 

Figure 4: Examples of Normalized Time-Series Data. 

Figure 5: Vectorization of Time-Series Data. 

Figure 6: Example of Warping Path in DTW. 
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N be the total number of the papers. The initial centroids are 

calculated by using the initial clusters.  

𝑉𝑚 =
∑ 𝑉𝑛

𝑁
𝑛=1

𝑁
= {

∑ 𝑣𝑛(1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑁
𝑛=1

𝑁
, … ,

∑ 𝑣𝑛(𝐼−1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑁
𝑛=1

𝑁
} (6) 

In one repetition, the similarities between each paper and all 

the centroids are calculated. If there is another cluster to which 

the paper is more similar than the current cluster, the paper is 

moved to the former cluster. In case of any movement at the 

end of the repetition, the centroids of the clusters are updated. 

This process is repeated until the number of academic papers 

to move is less than a certain threshold, that is, stable. 

4.2 Dynamic Time Warping Squashed Tree 

Clustering 

4.2.1 Dynamic Time Warping 

The Dynamic Time Warping (DTW) algorithm can calculate 

the dissimilarity between a pair of time-series data. The algo-

rithm can map multiple points in one piece of time- series data 

to a single point in another piece of time series data, thereby 

allowing non-linear transformation as to the time axis. 

Let us consider a pair of 12-month time-series data for two 

academic papers A and B. The time-series data are represented 

as A = (a1,a2,…,a11, a12) and B = (b1,b2,…,b11, b12). Then we 

construct a 12×12 matrix (i.e., table) by corresponding A and 

B to the row and column, respectively. In this table, grid points 

fk = (aik, bjk) represent correspondences between A and B. The 

series F = (f1,f2,…, fk,…, fK) is called warping path. An exam-

ple is shown in Fig. 6. The distance between aik and bjk is de-

noted by δ(fk) and is calculated by the formula (7). Using this 

distance, the evaluation function Δ(F) for the warping path F 

is calculated by the formula (8). Here wk is a positive weight 

to fk and is calculated by the formula (9). 

δ(𝑓𝑘) = |𝑎𝑖𝑘 − 𝑏𝑗𝑘| (7) 

∆(𝐹) =
1

𝐼+𝐽
∑ 𝑤𝑘

𝐾
𝑘=1 ∙ 𝛿(𝑓𝑘) (8) 

𝑤𝑘 = (𝑖𝑘 − 𝑖𝑘−1) + (𝑗𝑘 − 𝑗𝑘−1) (9) 

𝑖0 = 𝑗0 = 0
Here ik and jk which are integers between 1 and 12 denote 

subscripts of components a and b of a grid point fk, respec-

tively. I and J are the lengths of the time-series data A and B, 

respectively. The smaller Δ (F) is, the smaller the dissimilarity 

between A and B is. In other words, mapping is better in that 

case. The warping path F with the minimum Δ (F) is the short-

est warping path of A and B. In that case Δ (F) is used as the 

dissimilarity between the two time series data. This is calcu-

lated by using the function mlpy.dtw_std provided by the ma-

chine learning library mlpy [9] in the programming language 

Python. 

4.2.2 Dynamic Time Warping Squashed Trees 

Dynamic time warping squashed tree (DTWS tree) [10] is a 

height-balanced binary tree, a variant of CF tree, when BIRCH, 

a typical hierarchical clustering method is adapted to time-se-

ries data. This method clusters time-series data based on 

DTW-dissimilarities by exhaustive searching, doing data 

compression.  

First, let us consider the node vector CF of the original CF 

tree. Generally using N0 as the number of elements belonging 

to the node, the linear sum of vectors LS0 = Σk = 1, N0 Xk, and 

the squared sum SS0 = Σk = 1, N0 (Xk) 2, the node CF of the CF 

tree is represented as CF = (N0, LS0, SS0). On the other hand, 

the node vector DTWS of the DTWS tree corresponds to the 

CF vector but the squared sum SS0 is omitted from the CF and 

is represented as DTWS = (N, ATW). Here N is the number of 

time-series data belonging to the node DTWS and ATW is the 

average vector of time-series data. ATW is calculated as fol-

lows: First the average of two time-series data A and B is cal-

culated as ATWβ = (x1, x2, xk,…, xK). Here xk correspond to fk, 

calculated by the formula (10). As the average vector ATWβ

is, in general, longer than the original time-series data A and 

B (K ≥ I = J). Thus ATWβ is un-normalized with respect to the 

length. Then we compress it in order to obtain ATW = (y1, 

y2,…, yk ',…, yI) in accordance with the original time-series 

data. If the path for xk extends diagonally on the warping path, 

Table 4: Results of K-Means Clustering (K=10). 

Figure 7: Computation of ATW. 

Table 3: Data Used in the Experiments. 
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its length will be 1; If the path for xk extends either horizontally 

or vertically, its length will be 0.5. Based on this calculation, 

ATWβ is compressed to ATW. The value of yk′ is calculated, 

that is, equal to that of xk by the formula (11) if the length to 

xk from the starting point of the time-series data is integer, oth-

erwise it is calculated as linear interpolation between the two 

consecutive elements by using the formula (12). As to the time 

warping path in Fig. 6, the processes of the above calculation 

are shown in Fig. 7. 

𝑥𝑘 =
𝑎𝑖𝑘+𝑏𝑗𝑘

2
(10) 

𝑦𝑘′ = {
𝑥𝑘 (11)

𝑥𝑘 + 𝑥𝑘+1

2
(12)

 The procedures of the DTWS tree are similar to those of 

the CF tree. The dissimilarity between the time-series vector 

to be added and the average time-series vector of the node is 

calculated based on DTW. If there exists a node with the min-

imum dissimilarity, less than a prescribed threshold, the new 

vector is added to the node.  

5 EXPERIMENTS 

5.1 Outline of the Experiments 

For the experiments, we used data that were collected from 

the scientific open access journal PLOS twice on 7/20/2013 

and 12/22/2013, respectively. The data for the scientific pa-

pers include the numbers of views and those of downloads of 

each paper as of each month as time-series data starting just 

after the publication and the number of citations of each paper 

as of the time of collection. We collected data as to 52,555 

scientific papers on 7/20/2013, among which 52,386 papers 

have information as to citations. Further, from the collection, 

we selected scientific papers which have 3-month, 6-month, 

and 12-month numbers of views and of downloads as of 

7/20/2013. Data collected on 7/20/2013 and 12/22/2013 are 

called Data1 and Data2, respectively (See Table III). We used 

two clustering methods described in Sections 4.1 and 4.2 for 

comparison. In one run of experiments, we clustered the same 

collection of academic paper data separately based on the 

numbers of views and of downloads. As a result, we obtain 

two sets of clusters. By making intersections of two sets of 

clusters, we obtained one set of clusters as a final result. We 

evaluated the final set of clusters in terms of the number of 

citations. The average number of citations is 11.81 and the 

median is 5 in Data1. The low-cited papers are defined as 

those with less than 10 citations. The highly-cited papers are 

assumed to belong to the top 10 % of the whole collection 

with respect to citations. In the top 10% subset of Data1, the 

minimum number of citations is 87. For the simplification of 

the judgment when evaluating clustered results, the threshold 

for the highly-cited papers is set to 90 in our experiments. 

Therefore, the intermediately-cited papers are defined as 

those with 10≤citations<90. Table III shows some statistics 

about our scientific paper collections prepared for the experi-

ments. The “intermediately- and highly-cited” papers and the 

“highly-cited” papers denote the items cited times ≥10 and 

those cited times≥90”, respectively.  

5.2 Results 

5.2.1 K-Means Clustering 

We conducted k-means clustering on 3-month time-series 

data with respect to both views and citations as k = 10 and 25. 

Because each result consists of 10 or 25 clusters, the academic 

Table 5: Results of K-Means Clustering (K=25). Table 7: Results of DTWS Tree Clustering of Three-

Month Time-Series Data. 

Table 6: Kruskal-Wallis Test of the Results by K-Means 

Clustering (K=10). 

63International Journal of Informatics Society, VOL.8, NO.2 (2016) 59-66



papers are divided into 10 × 10 or 25 × 25 clusters. However, 

there also exist clusters which contain no elements. Then clus-

ters with more than 400 elements are picked up and described 

in Table IV and Table V for k = 10 and k = 25, respectively. 

In the tables, “# of papers”, “Cited≥10”, and “ratio(%)” denote 

the number of elements in the cluster, the number of elements 

cited for 10 or more times, and the ratio over the cluster (%), 

respectively. By k-means clustering, no clusters with only in-

termediately- and highly-cited academic papers could be 

found. However, the Kruskal-Wallis test, a nonparametric 

method, was conducted on 100 clusters constructed by k-

means clustering (i.e., k=10) using Kruskal.test function of the 

R language [11]. Table VI shows the results of the Kruskal-

Wallis test. As p1, p2 ≤ significance level α = 0.01 from Table 

VI, it has been confirmed that there exist significant differ-

ences between the median numbers of citations of clusters. 

Note that, because there exist three clusters with less than two 

elements in the results and the tests were performed on the rest 

and thus the number of degrees of freedom was 96.  

5.2.2 DTWS Tree Clustering 

DTWS tree clustering was performed on 3-month, 6-month, 

and 12-month time-series data with respect to the number of 

views and of citations. DTWS tree is a clustering method us-

ing exhaustive searching based on thresholds. Then, the size 

of clusters and the number of clusters change, depending on 

the given thresholds. For both the numbers of views and of 

downloads, the threshold X takes one of 26 different val-

ues:{0.3, 0.5, 0.7, 1, 1.5, 2, 3, 5, 7, 10, 13, 15, 17, 20, 22, 25, 

27, 30, 32, 35, 37, 40, 42, 45, 47, 50}. And time-series data 

have 3 different lengths. Then we get 2,028 clusters as a final 

result. From the result, we excluded clusters whose size were 

less than 10. Thus, we evaluated the result, focusing on clus-

ters in the result whose size is larger than or equal to 10. Table 

VII shows the results of 3-month time-series data. In Table 

VII, "Xhtml" and "Xpdf" denote the thresholds for the numbers 

of views and of downloads, respectively. "All" and "10 papers 

or more" denote the total number of clusters and the number 

of clusters which contain 10 or more elements, respectively. 

Further, "intermediately- and highly-cited" and "Num" denote 

the number of and the total paper cardinality of clusters, re-

spectively, where 90 or more percent of the elements are in-

termediately- and highly-cited papers.  

Table VII describes only results containing mostly interme-

diately- and highly-cited academic papers. In DTWS tree, no 

clusters with only highly-cited academic papers could be 

found, either. However, using 3-month time-series data, with 

32 as the view-threshold and 47 as the download-threshold, 

approximately 80% of the intermediately- and highly-cited 

papers in Data1 could be successfully extracted. Similarly, ap-

proximately 72% of the intermediately- and highly-cited pa-

pers in Data2 could be extracted with 42 as the view-threshold 

and 15 as the download-threshold. As for 12-month time-se-

ries data, approximately 93% of the intermediately- and 

highly-cited papers in Data1 could be extracted with 37 as the 

view-threshold and 50 as the download-threshold. Approxi-

mately 79% of the intermediately- and highly-cited papers in 

Data2 could be extracted with 50 as the view-threshold and 40 

as the download-threshold. 

Further, evaluation of the clustering results was done focus-

ing on one of the clusters using the F-value calculated from 

Table 8: Recall, Precision, and F-Value of Intermediately- 

and Highly-Cited Papers. 

Table 9: Number of Clusters in Top Clusters Ranked by 

F-Value for Intermediately- and Highly-Cited Papers.

Table 10: Recall, Precision, and F-Value of Highly-Cited 

Papers. 

Table 11: Number of Clusters in Top Clusters Ranked by 

F-Value for Highly-Cited Papers.
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the precision ratio P and recall ratio R of the results. R, P, and 

F are calculated by the formulas (13), (14), and (15), respec-

tively. The precision ratio is expected to increase as the num-

bers of citations increase in a course of time. The weight β for 

the recall ratio is set to β = 3.5 in the formula (15). 

𝑅(%) =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑝𝑎𝑝𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟

 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑝𝑎𝑝𝑒𝑟𝑠
× 100 (13) 

𝑃(%) =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑝𝑎𝑝𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟

𝑝𝑎𝑝𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟
× 100 (14) 

𝐹(%) =
(𝛽2+1)×𝑃×𝑅

𝛽2×𝑃+𝑅
(15) 

All the resultant clusters are sorted in the descending order 

of F-values with respect to the intermediately- and highly-

cited scientific papers. Among them, the top 10 clusters are 

shown with precision ratios, recall ratios, and F-values in Ta-

ble VIII. By inspecting Table VIII, it is known that there exist 

clusters with recall ratios over 75% and precision ratios over 

90% for the intermediately- and highly-cited scientific papers. 

It is also known that 9 out of 10 clusters are based on 3-month 

time series data. The numbers as to the top 100 clusters, top 

200 clusters, and top 300 clusters sorted by the F-values for 

the 3-month-, 6-month-, and 12-month time-series data are 

shown in Table IX. From Table IX, it is known that clusters 

from 3-month time-series data are relatively highly ranked 

with respect to F-values.  Similarly, the top 10 clusters for 

the highly-cited papers sorted by F-values are shown in the 

descending order in Table X. From Table X, it is known that 

there exist clusters with recall ratios over 90% and precision 

ratios over 75%. The numbers as to the top 100 clusters, top 

200 clusters, and top 300 clusters sorted by the F-values with 

respect to highly-cited papers for the 3-month-, 6-month-, and 

12-month time-series data are shown in Table XI. From Table

XI, it is known that clusters based on 3-month- and 6-month

time-series data are relatively highly ranked.

5.2.3 Discussion 

By k-means clustering, only highly-cited academic papers 

could not be extracted. In other words, at least under the k-

means clustering, vectors made from time-series data of num-

bers of views and of downloads cannot effectively represent 

the characteristics of only highly-cited academic papers. How-

ever, by the results of the Kruskal-Wallis test, it is confirmed 

that there exist significant differences among the medians of 

numbers of citations as to clusters. 

By merging multiple clusters with 90% or more precision 

ratios as to intermediately- and highly-cited papers based on 

DTWS tree clustering, 80% or more of the papers could be 

recalled. Further, it was found that there existed clusters con-

taining intermediately- and highly-cited papers with the recall 

ratios of 75% or more and the precision ratios of 90% or more. 

It was also found that there existed clusters containing highly-

cited papers with the recall ratios of 90% or more and the pre-

cision ratios of 75% or more. This indicates that vectors made 

from time-series data consisting of numbers of views and 

downloads can predict intermediately- and highly-cited papers 

under the DTWS tree clustering. The numbers of citations in 

the Data2 represent those of the scientific papers published 8 

or more months ago. Therefore, by clustering 3-month time-

series data by DTWS tree clustering, at best approximately 

77% of the intermediately- and highly-cited papers published 

8 or more months ago could be detected. Also, at best approx-

imately 98% of the highly-cited papers academic papers could 

be detected. Further, clusters containing rather many low-

cited scientific papers could be found. In summary, by clus-

tering the 3-month time-series data by using DTWS tree clus-

tering, each of low-, intermediately- and highly-, and highly-

cited academic papers could be detected with high likelihood. 

In this experiment, the number of days from publication was 

not sufficiently considered. Thus, the numbers of citations of 

papers with different publication dates were equally treated. 

It is expected that a clustering scheme considering exactly the 

number of days from publication can cluster the academic pa-

pers with higher accuracy.  

6 CONCLUSION 

We have clustered academic papers published in open ac-

cess journals by using time series data of the numbers of views 

and downloads. We used k-means clustering and clustering 

DTWS tree clustering and compared the performances. As a 

result, clusters mostly containing intermediately- and highly-

cited papers could be discovered. Indeed, the result described 

in this paper cannot directly confirm that highly-cited papers 

in the first year in open access journals can be predicted by at 

least the first three-month time series data of views and down-

loads based on the extracted features of these clusters. How-

ever, the obtained observation at least suggests that creation 

of classifiers based on the time-series data of downloading 

and browsing is promising. The discovery that clustering 

based on the time-series data can isolate highly-cited papers 

is significant for the relevant researchers and practitioners. 

Therefore, the following approaches to classification are 

among our future plan. To be more concrete, one possible ap-

proach is to directly use clusters created in the way proposed 

in this paper as a kind of classifier and classify papers into 

“will-be”-highly-cited papers if they are most similar to the 

clusters mostly consisting of highly-cited papers with respect 

to the first three-month time-series data. Another approach is 

to create a classifier based on the time-series data by using 

clusters (i.e., highly-cited, intermediately-cited, or low-cited) 

obtained by the proposed way as the training set. Of course, 

the latter approach will draw heavily upon further researches 

about how to represent features of time-series data and which 

methods to choose as a classifier. 
DTWS tree clustering experiments in 3 different lengths of 

time-series data were compared. However, in k-means clus-

tering, k was uniquely fixed and only 3-month time-series 

data were used. For this reason, there remain possibilities that 

the results were not properly compared among the two clus-

tering methods. It is thought that other advanced methods 

such as x-means can remedy some of the above problems and 

improve the comparison results.  

We used the numbers of views and downloads as of every 

month. This is because PLOS releases time-series data every 

month. However, if finer-grained time-series data, for exam-

ple, of every day, are available, more accurate clustering of 

scholarly papers may be possible. Further, a wide range of 
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academic papers have been posted on PLOS. Therefore, by 

clustering papers in restricted areas, more specialized charac-

teristics may be detected. 

Further, as using 12-month time-series data for clustering 

lacks the immediacy of estimated papers, clustering based on 

data provided by Altmetrics such as posts in social media and 

links in social bookmarks is expected to overcome the prob-

lem. From our experimental results, the clustering results are 

expected to provide the features required for machine learning, 

that is, classification of highly-cited papers. 
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Abstract - Systems for manufacturing using IoT (Internet of 
Things) solutions attract attention recently. In the IoT solu-
tions, all the relevant elements are connected to internet
and all the information are gathered from processes from 
manufacturing to logistics for data analysis, aiming at the 
construction of flexible manufacturing systems.  

In relation to the network connection and the distributed 
input/output control method, which are key technologies for 
IoT, we report in this paper on a pioneering basic technolo-
gy, which is the input/output control method in real time 
processing for CNC.  We conceptualized and adopted in our 
products in the 1990s. The basic idea is to define the com-
munication method which is high reliable and suitable for 
the real time control for the CNC and to achieve modulari-
zation and distribution of the components of the CNC. The 
cumulative number of products shipped with this I/O control 
method incorporated exceeded 5,000,000.  

Keywords: network, Internet of Things, distributed control, 
CNC, flexible manufacturing systems 

1 INTRODUCTION  

Solutions using IoT (Internet of Things) technologies at-
tract attention recently. In the IoT solutions, all the relevant 
elements are connected to the internet, and all the infor-
mation of the processes from manufacturing to logistics are 
gathered, aiming at the construction of flexible manufactur-
ing systems based on the analysis of such big data[1]. On 
the production sites, such IoT solutions are also expected to 
be incorporated into the manufacturing process. Efforts are 
made to incorporate all the relevant information into the 
manufacturing process to facilitate grasping of the current 
status or each step of the manufacturing process until com-
pletion[2]-[4]. The relevant information covers the follow-
ing: order information provided by the sales department and 
incorporated into the production system, parts orders made 
from the purchasing system, manufacturing/production in-
structions to the production sites, control information for 
machining or assembly, and in-process product identifica-
tion information based on sensor technologies. In the field 
of parts machining, NC machine tools play a central role in 
IoT, and the use of them makes it possible to establish a link 
between the parts machining information based on the man-
ufacturing data (including part programs) and the part in-
formation obtained from the input/output (I/O) control. 

In relation to the network connection and the distributed 
input/output control method, which are key technologies for 
IoT, we report in this paper on a pioneering basic technolo-
gy, which is the input/output control method in real time 
processing for CNC we conceptualized and adopted in our 

products in the 1990s. The basic idea for this I/O control 
method is to define the communication method suitable for 
the real time control for the CNC[5]. With this I/O control 
method, a compact, low-cost and safety network can be 
achieved using serial communication. This method enables 
to modularize the components of the CNC, connect them 
through a network, and achieve distribution of the compo-
nents to build a flexible system suitable for the purpose[6]. 
The cumulative number of communication modules shipped 
with this control method incorporated exceeded 5,000,000. 
It can be said that this control method contributed to the 
development of the precursor of today's CNC. 

2 RELATED TECHNOLOGIES 

2.1 Configuration and Functions of the CNC  

Figure 1 shows the configuration of the CNC. The CNC 
consists of the display and operation unit, NC unit, drive 
units, servo motors, and spindle motor. The display and op-
eration unit is used to create part programs, operate the ma-
chine, and display the part programs, machining status, and 
machine status. 
The NC unit is used to analyze part programs, output the 
machine movement distance to the servo drive units as a 
movement command, and control the machine movement. 
The NC unit is also used for sequence control for machining. 
The servo drive units are used to control the servo motors 
for the tool nose path control. The spindle drive units are 
used to control the spindle motor for rotating the tool to 
achieve the cutting work. 
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motor

Detector
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Figure 1: Configuration of the CNC. 
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2.2 Tool Path Control in the CNC 

The CNC executes part programs for driving the multi-
axis machine tools (for example, X axis, Y axis, Z axis, etc. 
and the spindle) to move the tool nose position or move a 
part and cut the part 

Figure 2 shows the details of the position control pro-
cessing. The CNC analyzes the part programs, adds the tool 
information to the analysis result, and calculates the tool 
path data. Then, the NC unit calculates the movement dis-
tance per unit time for each control axis by an interpolating 
operation. Figure 3 shows the interpolation processing of the 

CNC, to control two axes (X axis and Y axis) simultaneous-
ly. In Fig. 3, the command for the movement from A to B is 
generated as follows: at first, the movement distance FΔT, 
which is the product of the speed F and the unit time ΔT, is 
calculated, and then, the distance is decomposed into the x-
axis component of the movement distance FΔtx and the y-
axis component of the movement distance FΔty. 

The position commands calculated in the NC unit are sent 
to the servo drive units. The servo drive units control the 
position/speed and the current for driving servo motors 
based on the position/speed command values sent by the NC 
unit and the feedback information sent by the detector at-
tached to each servo motor.  

2.3 Sequence Control in the CNC 

In the sequence control (machine I/O control function), in-
put signals are used to monitor the machine status or to ob-
tain the sensor information, and output signals are used to 
control the actuators. 

The CNC controls the machine tools operations by calcu-
lating the movement command values at a fixed time inter-
val and sending them to the drive units, implementing the 
sequence control of the machining procedure, and indicating 
status information on the display. In the sequence control, 
the CNC executes sequence programs. In response to the 
sensor information input signals sent in synchronization 
with the control cycle in the CNC, the machine control sig-
nals are output. It is essential to ensure real time sequence 
control processing with an accuracy of 0.1 msec because the 
processing is synchronized with the positioning control cy-
cle in the CNC. 

Figure 4 shows the time division for real time control pro-
cessing in the CNC. For one axis, CNC calculates a com-
mand value and speed, and performs miscellaneous syn-
chronization control in the first half of the interpolation pe-
riod T. In the second half of the interpolation period T, the 
system performs servo control, machine sequence control, 
and data processing for display and communication. For 
controlling eight axes (at the maximum), the interpolation 
periods for eight axes are regarded as one cycle for the con-
trol operation.  

2.4 Conventional Parallel I/O Control Method 
and Issues 

Figure 5 shows the schematic block diagram of the ma-
chine I/O control interface in the NC unit. The conventional 
machine I/O signal control is performed using a parallel I/O 
function of the NC unit main CPU. In this method, the ma-
chine status is checked using the parallel input signal from 
the NC unit main CPU (ON/OFF control, +24 V/0 V), and 
the machine operations are controlled using the parallel out-
put signal (ON/OFF control, +24 V/0 V). For this type of 
I/O control, several tens to one hundred signal wires are 
connected inside the power panel and externally for the sen-
sor information input and the actuator control.  

In the parallel I/O control method, each signal requires a 
wire connection between the NC unit and the actuator. Thus, 
the method involves issues such as the degradation of work-

Figure 2: Position Control Processing in the CNC. 

Figure 3: Interpolation Processing in the CNC. 

Figure 4: Real Time Control Processing in the CNC.

Figure 5: Schematic Block Diagram for Parallel 
I/O Control. 
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ability caused by the increase in the number of signals and 
wire bundles, and the lowering of reliability due to noises, 
etc. caused by the longer wire length.  

Also, in the parallel I/O control method, data is directly 
transmitted between the NC unit and the machines or actua-
tors. Therefore, the NC unit has to have numerous circuits to 
support the I/O control points according to the machine 
specifications. The lineup of the NC unit ranges from the 
high-end model to the general market model depending on 
the number of control axes and the control performance. In 
other words, the maximum number of I/O control points is 
determined for each class of the model. Therefore, there are 
issues with the NC unit cabinet volume for using the high-
end model according to the drive control specifications. In 
such cases, it is inevitable to choose a NC unit with a large 
cabinet which supports a lot of I/O control points even when 
the machine requires less I/O control points. More specifi-
cally, the NC unit cabinet volume cannot be selected flexi-
bly without any restraints because the fact that the NC unit 
has to contain the I/O control circuits prevents downsizing 
of the NC unit cabinet. 

2.5 Conventional I/O Control Method for Se-
rial Communication and Issues 

Figure 6 shows an example of the schematic block dia-
gram of machine I/O control for a regular serial communica-
tion. The machine I/O control interface in the NC unit con-
sists of the I/O buffer and the communication control part 
for serial communication. The distributed remote I/O unit 
consists of the communication control part and the I/O con-
trol circuit. By transmitting the I/O signals for controlling 
the machine tools through serial communication, it is possi-
ble to mitigate the issues such as the degradation of worka-
bility caused by the increase in the number of wire bundles 
for signals, and the lowering of reliability due to noises 
caused by the longer wire length. 

In the 1990s, CPUs were in most cases mounted on both 
the input and output devices to establish serial communica-
tion. The master communication control part of the NC unit 
consists of CPU and memory dedicated to communication 
and communication control circuit. Likewise, the slave 
communication control part of the distributed remote I/O 
unit requires CPU and memory dedicated to communication, 
communication control circuit, and I/O control circuit. 
Therefore, there are issues that a large circuit area is re-
quired, and the method incurs higher costs as compared to 
the parallel I/O control method. In addition, the develop-
ment of software for CPU dedicated to communication is 
required both in the NC unit and the distributed remote I/O 
unit. 

2.6 Serial Communication Processing by the 
Main CPU and Issues 

To reduce the hardware cost for serial communication, it 
may be possible for the main CPU of the NC unit to perform 
serial communication processing instead of the CPU in the 
communication control part. 
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Figure 7: Processing Flow for Conventional 
Serial Communication. 

Figure 6: Schematic Block Diagram for Regular 
Serial Communication. 
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Figure 7 shows the serial communication processing flow 
of the main CPU for the conventional serial communication. 
At power-on, the main CPU sends the data frame to request 
the status information of each distributed remote I/O unit. 
After receiving the status information from all units, connec-
tion status of each unit is checked. When all distributed re-
mote I/O units are available for the communication, the 
online communication mode (normal I/O mode) is started. 
The main CPU generates output data frame and sends the 
frames to each distributed remote I/O unit. The main CPU 
then receives data frames sent from each unit. When no er-
ror is found with the data frames, the main CPU processes 
the input data. When an error is found with the data frames, 
the input data is discarded. These procedures are repeated in 
the online communication mode. 

When software processing of the communication control 
part of the NC unit is performed by the main CPU, the load 
for the main CPU is increased. Furthermore, increasing of 
the distributed remote I/O units causes to increase the load. 
However, as mentioned in the description for Fig 4, real 
time processing for the CNC must be performed at a prede-
termined time period and the drive control command must 
be completed within a certain time limit. To ensuring the 
accuracy of real time control, there are issues that a further 
high-performance main CPU is required, which results in 
increased cost. 

3 PROPOSED METHOD 

3.1 Distributed Remote I/O Control Method 

The feature of the distributed remote I/O control method 
introduced in this paper is as follows. In the first place, sim-
plification of communication procedure and reduction of 
data enable to achieve the communication between the NC 
unit and the distributed remote I/O unit only by electronic 
circuits. In the second place, the definition of the supposed 
failure mode in advance achieves the fail-safe system with-
out performing software processing. This method enables 
downsizing of the system, lowers costs, improves reliability, 
and enhances the safety.  

Figure 8 shows a configuration of the CNC using the dis-
tributed remote I/O control method. In Fig. 8, the machine 
I/O control interface of the NC unit is used as the distributed 
remote I/O communication control part. The I/O control 
circuits are separated from the NC unit and contained in the 
distributed remote I/O units. The machine requiring numer-
ous I/O control points can be supported by increasing the 
number of distributed remote I/O units. Consequently, the 
NC unit cabinet volume is no more dependent on the num-
ber of I/O control points. 

3.2 Hardware for Distributed Remote I/O 
Communication 

The increased cost is the major issue to perform machine 
I/O control for CNC using serial communication. Proposals 
for cost reduction are as follows: 
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(1) Reduction of the number of signal communication
wires
A half-duplex method is adopted for serial commu-

nication between the NC unit and the distributed re-
mote I/O units. As compared to a full-duplex method, 
the number of communication wires can be reduced to 
one, and the wire rod, connector, and cable manufac-
turing costs can be reduced. In order to establish high-
ly reliable data communication with the half-duplex 
method, a dedicated time-dividing communication 
procedure is defined to fit the characteristics of the 
CNC. 
 Adoption of the EIA-485 differential system for the

communication physical layer (data communication
circuit)
 Adoption of the HDLC communication method
 In order to establish half-duplex communication, the

communication cycle order is determined, and data
transmission is enabled only during the transmission
period.

(2) Elimination of CPU dedicated to communication
The conventional I/O control method for serial com-

munication in Fig. 6 requires using CPU in the commu-
nication control part. For elimination of CPU dedicated
to communication, simplification of communication
procedure is needed. The frame size and data format
suitable for the machine I/O control of the CNC func-
tions are defined to minimize the communication pro-
cessing. The communication pattern is defined to per-
form periodic communication in automatic synchroniza-
tion with the CNC internal processing. Furthermore,
processing at the time of power-on and processing at er-
ror are defined in the process of defining the data format
and the communication procedure.  These definitions
achieve serial communication between the NC unit and
the distributed remote I/O units without using CPU.

(3) Integration of the communication control part hard-
ware into a one-chip LSI
With the predetermined frame size, data format, and

procedure, the electronic circuits of the communication
control part perform communication without using

Figure 8: CNC Configuration Using the Distributed Re-
mote I/O Control Method. 
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CPU. It enables integrating the communication control 
part into a one-chip LSI both on the NC unit and the 
distributed remote I/O unit sides, downsizing and cost 
reduction of the communication control part. 

(4) Simplification of the software processing by the main
CPU
For I/O signal control processing of the NC unit, the

main CPU reads the input data from the I/O buffer and 
writes the data to the I/O buffer in the communication 
control part in Fig. 6. These operations are performed ei-
ther for the parallel I/O control or the I/O control for se-
rial communication. Therefore, software processing by 
the main CPU can be simplified because the hardware 
automatically communicates with the distributed remote 
I/O units as mentioned in (2) and updates the data in the 
I/O buffers. Software processing to input or output the 
data can be performed without being aware of using se-
rial communication.  

(5) Simplification of processing on the distributed remote
I/O unit side
The distributed remote I/O unit has the I/O control cir-

cuits which was built into the NC unit conventionally, 
and the one-chip LSI, mentioned in (3) in the communi-
cation processing part.  

In remote I/O communication processing for the CNC, 
data frames are periodically generated from the output 
buffer at a predetermined time interval and sent to the 
distributed remote I/O units. The communication pro-
cessing part of the distributed remote I/O unit receives 

data frames sent from the NC unit. When no error is 
found with the data frames, the distributed remote I/O 
unit outputs the received data as the machine control 
signal. Then, after the predetermined period of time, the 
distributed remote I/O unit generates data frames using 
the data taken as the machine input and sends them to 
the NC unit. This series of operations are performed 
without using CPU dedicated to distributed remote I/O 
unit communication or performing software processing. 

(6) Ensuring reliability and safety of the system
To ensure reliability and safety of the system, pro-

cessing at the time of power-on and at error are defined 
in the process of defining the data format and the com-
munication procedure. Also, a fail-safe operation is de-
fined for the machine I/O signal control at error. 

3.3 Distributed Remote I/O Communication 
Procedure 

In order to perform two-way serial communication be-
tween the NC unit and the multiple distributed remote I/O 
units, the NC unit performs a time dividing communication 
with each unit. The following two modes are defined for 
communication: the offline status communication mode, and 
the online communication mode (normal I/O mode). The 
two modes can be distinguished by the difference in the 
frame header pattern. 

Based on the status information of the distributed remote 
I/O units stored in its communication control part, the NC 
unit generates output data frames in the online communica-
tion mode and sends the frames to the distributed remote I/O 
units. The NC unit then receives data frames sent from the 
distributed remote I/O units. When no error is found with 
the data frames, the NC unit processes the input data. When 
the count for errors found with frames sent from the distrib-
uted remote I/O units exceeds a predetermined value, the 
NC unit determines that a system error has occurred and 
stops the system. 

3.4 Restraints on the Communication Proce-
dure 

As a CPU-less approach is used for communication pro-
cessing in the distributed remote I/O control method, the 
following restraints apply to the communication. 
(1) When the distributed remote I/O units receive the data

sent from the NC unit, they send data to the NC unit af-
ter a predetermined time period because two-way com-
munication is performed using one communication line.

(2) The NC unit sends data to the multiple distributed re-
mote I/O units in a time dividing manner. Each unit
send data to the NC unit only when the header pattern
of the received data matches the predetermined station
number of the own station.

(3) The two communication modes, the offline status com-
munication mode and the online communication mode,
are defined. The mode is switched between those two in
accordance with the header pattern.

(4) It is necessary to determine the amount of data trans-
mitted from the distributed remote I/O units to the NC

Starting offline status communication automatically
between the communication control part of the NC unit
and that of the distributed remote I/O unit and then
receiving status information in the communication
control part of the NC unit.

System start up.

Analyzing the connection status of each distributed 
remote I/O unit.

Generating the online communication frame.

Receiving online data frame from  each 
distributed remote I/O unit.

Checking the communication status (receiving  
completion or receiving error) and analyzing data.

Sending online data frame to each distributed 
remote I/O unit.

Figure 9: Processing Flow for Distributed Remote I/O 
Control Method. 
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unit and the number of stations (the distributed remote 
I/O units) in advance. 

4 IMPLEMENTATION SCHEME 

4.1 Circuitry to Implement the Distributed 
Remote I/O Control Method 

Figure 10 shows the configuration of the CNC for the dis-
tributed remote I/O control method. Eight distributed remote 
I/O units can be connected with communication network. (In 
Fig. 10, the distributed remote I/O unit stations from #2 to 
#6 are eliminated.) Half-duplex communication is used for 
serial communication. The communication control part 
(master function) and I/O buffer are integrated into a one-
chip LSI in the NC unit. The communication control part 
(slave function) and control circuit such as multiplexer are 
integrated into a one-chip LSI in the distributed remote I/O 
unit. Also, half-duplex communication is established by 
controlling the communication control signal (RTS signal) 
to achieve reducing the number of communication signal 
wires. Input signals from sensors and a setting switch are 
selected by the switching signal (Mode signal) in the dis-
tributed remote I/O unit. In the offline status communication 
mode, setting switch information of the distributed remote 
I/O unit is send to the NC unit. In the online communication 
mode, sensor information obtained through input control 
circuit is send to the NC unit.  Output data received from the 
NC unit is output to actuators through output control circuit.  

The input and output control circuit are separated from the 
NC unit and contained in the distributed remote I/O unit. 
When it is required to increase the number of I/O control 
points, it is thus possible to increase the number of distribut-
ed remote I/O units and connect them to the serial commu-
nication line. 

4.2 Implementation of the Distributed Remote 
I/O Control Method 

In the distributed remote I/O control method, the NC unit 
state changes among the following: initial operation at pow-
er-on, offline status communication mode, and online com-
munication mode. After initialization at power-on, the NC 
unit obtains information on the type and settings of the dis-
tributed remote I/O units in the offline status communication 
mode. After this, the NC unit mode transfers to the online 
communication mode. Figure 9 shows the processing flow 
in the NC unit. Figure 11 is the timing chart for shifting to 
the online communication mode. 

The NC unit sends data frames in synchronization with the 
clock of the remote I/O communication cycle. After a prede-
termined time period, the distributed remote I/O units send 
the data frames to the NC unit. Communication with eight 
distributed remote I/O units can be performed in one cycle. 
When the main CPU sends the mode switching instruction 
signal (MPU-MODE) to change the mode to the online 
communication mode, the synchronous signal (SYNC-
MODE) is output in synchronization with the clock to 
change the header pattern of the data frame. The communi-

cation control part of the NC unit sends the data frames re-
peatedly until it receives the response of normal reception 
completion from all distributed remote I/O units. After the 
NC unit receives the response of normal reception comple-
tion from all distributed remote units, the complete signal 
(STS-FIN) is output to change the mode to the online com-
munication mode. (Figure 11 shows an example of the com-
plete signal (STS-FIN). When no communication error oc-
curs in the first cycle of mode switching, STS-FIN is output 
at the end of the first cycle. When a communication error 
occurs in the first cycle of mode switching and the NC unit 
receives a response of normal reception completion in the 
second cycle, STS-FIN is output at the end of the second 
cycle.)  

Figure 12 is the timing chart for transferring of communi-
cation frames between the NC unit and eight   distributed 
remote I/O units, and shows the data frame configuration. 
Each communication control signal (RTS) controls a send-
ing data frame either in the NC unit or the distributed remote 
I/O unit. (In the Fig. 12, RTS signals of the distributed re-
mote I/O unit stations from #4 to #7 are eliminated) 
The NC unit sequentially sends data frames to multiple dis-
tributed remote I/O units in a time dividing manner, and 
each distributed remote I/O unit sends a data frame to the 
NC unit after a predetermined time period. The maximum 
number of stations is defined in advance for connecting dis-
tributed remote I/O units. The NC unit can sequentially send 
data to each distributed remote I/O unit, and receive the data 
sent from each distributed remote I/O unit. In this control 
method, the NC unit can complete the data communication 
with the distributed remote I/O units within a one-cycle in-
terval. By repeating this procedure, the NC unit can perform 
the real time processing of the data I/O with a fixed cycle. 

Every station is controlled by polling with using half-
duplex serial communication. When the number of commu-
nication station is increasing, the delay time becomes grater. 
In the distributed remote I/O control method, the maximum 
number of station is defined eight on a serial communication 
line. The communication stations are controlled by polling. 
To perform the machine I/O control for the CNC, I/O data 
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Figure 10: Configuration for Distributed Remote I/O 
Control Method. 
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has to update within a one-block processing period of the 
CNC as shown in Fig. 4. In the implementation, a communi-
cation processing period (as shown a one-cycle interval in 
Fig. 12) is set to be fast enough to update I/O data more than 
10 times within a one-block processing period.  

Figure 13 shows the data format of send and receive data 
frames in each mode. The length of the data frame is fixed 
14 bytes. The data frames consist of the flag pattern (3bytes), 
the header pattern (2 bytes), the data (4 bytes), the CRC 
check (2 bytes) and the flag pattern (3bytes). A flag se-
quence is assigned in the first part and the last part of the 
frame. The flag is a byte in a general data frame of HDLC. 
In this distributed remote I/O communication, the flag pat-
tern is composed of 3 bytes to prevent malfunction when a 
flag pattern is misrecognized. The header pattern is used to 
control communication and to recognize the station number. 
The length of data is fixed 4 bytes. 32 bits data is small 
enough to control devices and get information from sensors 
of machine tools. 
(1) These  are  the  send  frames  from  the  NC  unit  to  the

distributed remote I/O unit and from the distributed re-
mote I/O unit to the NC unit in the online communica-
tion mode (normal I/O mode).The header patterns from
FF00 to FF0F which consist of 16-bit data are assigned
for the online communication from the NC unit to the
distributed remote I/O unit. The header pattern 5200 is
assigned for the normal response header pattern from
the distributed remote I/O unit to the NC unit, and 4500
is assigned for the error response header pattern from
the distributed remote I/O unit to the NC unit.

(2) These are the send frames from the NC unit to the dis-
tributed remote I/O unit and from  the distributed re-
mote I/O unit to the NC unit in the offline status com-
munication mode. The header patterns from 4900 to
490F are assigned for the offline status communication
from the NC unit to the distributed remote I/O unit. The
response header patterns from the distributed remote
I/O unit to the NC unit are the same as the online com-
munication. DO#0-3 are send data (output data) to the
distributed remote I/O unit and DI#0-3 are send data
(input data) to the NC unit. ID#0 is the identification
code on the type of the distributed remote I/O unit and
ID#1 is the information on settings of the distributed
remote I/O unit. ID#2 and ID#3 are other status infor-
mation.

Figure 14 shows I/O control circuits of a distributed re-
mote I/O unit for the normal digital I/O control. Each bit of 
the I/O data has its own meaning. When the NC unit sends 
data in a data frame to a distributed remote I/O unit, the data 
is then output from the distributed remote I/O unit as its 
output signal. Then, when the distributed remote I/O unit 
takes in an input signal, the distributed remote I/O unit sends 
the data in a data frame to the NC unit, and the data is then 
used as the input data in the NC unit. 

4.3 Implementation of the Distributed Remote 
I/O Units 

By defining the data format for the distributed remote I/O 
control method, versatility was achieved for the communica-
tion function. Also, the I/O functions of the NC unit are in-
tegrated to use the control method through the distributed 
remote I/O units, and not dependent on the conventional 
individual interface circuits. Thus, it is possible to configure 
CNC using the distributed remote I/O units. 
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In the transmission data format, the data sent from the NC 
unit can be used as a command or output data, and the data 
received by the NC unit can be used as input data or status 
data. Each set of 8/16/32 bits of the data has its own mean-
ing. Figure 15 shows the examples of various types of com-
munication data format for distributed remote I/O. In Fig. 15, 
the example (1) shows the data format for the operation 
shown in Fig. 14. Each bit of the I/O data has its own mean-

ing. The example (2) shows the following data formats: one 
which is sent from the NC unit to the display for combining 
the command to display data and the data itself, and one 
which is sent from the distributed remote I/O unit to the NC 
unit for reporting the display status data. 

The example (3) shows the following data formats: one 
which is sent from the NC unit to the distributed remote I/O 
unit for sending the command to read the number of pulses 
generated from the manual pulse generator in a built-in cir-
cuit of the distributed remote I/O unit and the address to 
specify the manual pulse generator's station number, and one 
which is sent from the distributed remote I/O unit with 16-
bit data of pulse number. The example (4) shows the follow-
ing data formats: one which is sent from the NC unit to the 
distributed remote I/O unit for sending the command to read 
analog voltage information and the parameter to specify the 
station number of an analog voltage input circuit, and one 
which is sent from the distributed remote I/O unit with 16-
bit data of analog voltage information. 

In the conventional CNC, the necessary I/O interface cir-
cumethod, individual I/O interface circuits are provided in 
the distributed remote I/O units. Thus, the I/O functions 
required for the NC unit are achieved by using the distribut-
ed remote I/O units. Examples of the functions are as fol-
lows: outputting display data sent from the NC unit to the 
display, outputting the analog voltage command, reading the 
number of pulses of the pulse generator into the NC unit, or 
reading the analog voltage information. 

Figure 16 shows a distributed remote I/O unit configura-
tion for inputting the analog voltage information to the NC 
unit when the CNC contains distributed remote I/O units. 
When the NC unit sends a command to read analog voltage 
data to the distributed remote I/O unit which has an analog 
voltage input circuit, the distributed remote I/O unit detects 
the command in its communication control circuit, performs 
AD conversion of the analog voltage input through its sam-
ple hold circuit, and send the digitalized voltage data as its 
transmission data to the NC unit. The NC unit reads the ana-
log voltage information at a predetermined time period and 
provides necessary controls on the real time basis. 

4.4 Implementation of the Distributed Remote 
I/O Communication Procedure 

In this section, we explain about the distributed remote I/O 
processing flow in the CNC unit and the distributed remote 
I/O units shown in Fig. 17. 

4.4.1 Initial Operation at Power-on and Of-
fline Status Communication Procedure 

(1) After initialization at power-on, the distributed remote
I/O unit reads its own station number from the hardware
setting (setting switch). The offline status communica-
tion mode is the initial setting for the distributed remote
I/O units.

(2) After initialization at power-on, the communication
control part of the NC unit sequentially requests each
distributed remote I/O unit in the offline status commu-
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nication mode in a time dividing manner to send the 
type and setting information of the unit. Each unit 
checks the header pattern (address part) of the data sent 
from the NC unit, and receives the data only when the 
header pattern corresponds to its own setting switch. 

(3) The distributed remote I/O units distinguish the offline
status communication mode from the online communi-
cation mode, which is the normal I/O mode, by the dif-
ference of the header pattern (address part) of the data
frame sent from the NC unit.

(4) In the offline status communication mode, when the
distributed remote I/O unit recognizes that the data is

addressed to its own station and receives the data, the 
distributed remote I/O unit generates a data frame 
which contains the status information of its own station 
(unit type and setting information) in the data part. 

(5) After a predetermined time period, the distributed re-
mote I/O unit determines the communication control
signal RTS as valid, and sends the data frame to the NC
unit. The communication control part of the NC unit se-
quentially sends requests to obtain the type and setting
information from the distributed remote I/O unit in a
time dividing manner, and obtains the information on
the number of stations and the unit type for all units
connected with the one communication line. Then, the
NC unit obtains the status information of all the distrib-
uted remote I/O units connected. After confirming the
normal status for all of the distributed remote I/O units,
the NC unit switches the mode from the offline status
communication mode to the online communication
mode.

4.4.2 Online Communication Procedure 

(6) In the online communication mode, the NC unit period-
ically sends the data frame to each distributed remote
I/O unit which contains the output data addressed to
each unit. Each distributed remote I/O unit checks the
header pattern of the data sent from the NC unit, and re-
ceives the data only when the header pattern corre-
sponds to its own setting switch.

(7) The distributed remote I/O unit receives the data frame
addressed to its own station, reads the input data from
the input signal interface circuit, and generates a data
frame which contains the input data.

(8) After a predetermined time period, the distributed re-
mote I/O unit determines the communication control
signal RTS as valid, and sends the data frame to the NC
unit.

(9) The distributed remote I/O unit checks the data frame
sent by the NC unit for any error.

(10) When no error is found in the data frame, the distribut-
ed remote I/O unit determines that the output data in the
data frame is valid, and sends the output data to the in-
terface circuit. Thus, the distributed remote I/O unit re-
ceives the data sent by the NC unit, and then outputs the
data to the machine tools or actuators. When any error
is found in the data frame, the previous data is retained
as the output data.

(11) By repeating steps from (7) to (10) above, the NC unit
performs sequence control for the machine tools.

4.5 Implementation of Safety and Reliability 

In the distributed remote I/O control system, communica-
tion processing is performed with a fixed cycle in a CPU-
less hardware configuration and the following operations are 
performed to ensure communication reliability and safety of 
machine tools. 
(1) When the distributed remote I/O unit does not detect

any data frame sent from the NC unit for a pre-

Initializing the communication control part and
reading own station number from setting switch.

System start up.

Yes

NoIs the data frame send to own 
station ?

(1)

(2)

Online communication mode ?

Reading  a status of the own station and
generating offline transmission frame.

Offline status communication mode

Online communication mode
Reading an input information from the input interface

part and  generating online transmission frame.

Transmission of an online transmission frame.

Disabling transmission driver IC.(A RTS  signal is invalid.)

Enabling transmission driver IC.(A RTS  signal is valid.)

Set output signals to the output interface part.

Is the frame from NC
unit valid?

Yes

No

No(3)

(5)

(4)

(7) (6)

(10)

(9)

(8)

Enabling transmission driver IC.(A RTS signal is valid.)

Disabling transmission driver IC.( A RTS signal is invalid.)

Transmission of an offline transmission frame.

Figure 17: Processing Flow for Distributed  Remote I/O 
Control Method. 
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determined time period or longer, the distributed remote 
I/O unit automatically resets its own output. 

(2) When the distributed remote I/O unit detects an error in
the received data frame, the distributed remote I/O unit 
does not update the output signal. The distributed re-
mote I/O unit changes the header pattern of the data 
frame and sends the data frame to the NC unit to let the 
NC unit recognize the data frame error. 

(3) The NC unit stops the system when it does not receive
the data frame sent from the distributed remote I/O unit.

(5) The NC unit stops the system when the count for errors
found with frames sent from the remote distributed I/O
units exceeds a predetermined value.

5 EVALUATION 

5.1 Downsizing of the NC Unit and the Dis-
tributed Remote I/O Units 

In the distributed remote I/O control method, a half-duplex 
communication method is adopted to simplify the communi-
cation wiring/circuit configuration. In addition, each elec-
tronic circuit is integrated into an LSI in the communication 
control part either on the NC unit or the distributed remote 
I/O unit side. Furthermore, the development of the device 
package technology and the implementation technology 
enabled electronic circuits to implement on a compact size 
board. The distributed remote I/O control method enabled to 
modularize the components of the CNC and connect them 
with serial communication network. This control method 
and the development of technologies mentioned above ena-
bled the use of the more compact NC unit and distributed 
remote I/O units. Figure 18 shows a comparison of cabinet 
volume by CNC generation. 

In the 1st generation CNC, many DIP (Dual Inline Pack-
age) devices were used for the electronic circuits. The I/O 
control circuits were provided in the NC unit. When the 
machine required numerous machine control signals, nu-
merous circuit boards were required for machine I/O control, 
which resulted in increase in the NC unit cabinet volume. In 
the 2nd generation CNC, the device package was changed 
from DIP to SMT (Surface Mount Type). 
Also, the I/O control circuits were separated from the NC 
unit to the distributed remote I/O control unit. Therefore, the 
NC unit could be significantly downsized owing to the high 
integration of the electronic circuits and downsizing of de-
vice. In the 3rd generation CNC, the NC unit volume was 
20% smaller than the conventional one. 

Instead, the I/O control circuits were contained in the dis-
tributed remote I/O units. Owing to the integration of the 
additional circuits into an LSI in the communication control 
part and downsizing of devices, the distributed remote I/O 
unit volume was 50% smaller than the conventional I/O 
control circuit in the 1st generation CNC. 

By adopting the distributed remote I/O control method in 
the products, the system volume of the NC unit and the dis-
tributed remote I/O unit in the 3rd generation CNC was 25% 
smaller than the conventional one, which contributed to the 
downsizing of the cabinet. 

5.2 System Cost Reduction 

5.2.1 HARDWARE COST REDUCTION 

In the distributed remote I/O control system, a half-duplex 
method using a single signal wire was adopted for commu-
nication. Therefore, costs involved with serial communica-
tion could be reduced for wire rods, connectors, etc. In the 
1990s, the development of ASIC which integrated CPU and 
user circuits was not practical or widely available yet. By 
simplification of communication procedure, the communica-
tion control part was configured using electronic circuits 
without using CPU and memory. Furthermore, we cloud to 
develop communication LSIs which integrated the electric 
circuits into a one-chip LSI, reducing the circuit cost by one-
third or more as compared to the conventional communica-
tion method. The cost was almost equivalent to that of the 
conventional configuration for which serial communication 
was not used. 

It was significantly beneficial for cost reduction to config-
ure the communication control part without using CPU. 
Considering the fact that the LSIs are still used in today's 
products, it can be said that the use of LSI still achieves high 
enough cost performance. 

5.2.2 Simplification of the Software Pro-
cessing 

After power-on, the hardware-configured communication 
control part of the NC unit automatically entered the offline 
status communication mode, and sequentially sent data 
frames to the distributed remote I/O units, requesting status 
information. When the distributed remote I/O units connect-
ed in the system received the data frame addressed to their 
own stations, they automatically sent their status infor-
mation to the NC unit. As the status information was sent to 
the communication control part of the NC unit, the NC unit 
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only had to check the status of each distributed remote I/O 
unit during software processing for initialization. Thus, it 
was possible to simplify the software processing. In the 
online communication mode, the NC unit writes the control 
command and parameters in the I/O buffer of the communi-
cation control part. After a predetermined time period, the 
NC unit reads the I/O buffer of the communication control 
part. It was possible to simplify the software processing be-
cause the information of the external devices could be easily 
read through the distributed remote I/O units without much 
concern for the serial data communication. 

In the distributed remote I/O control method, the simplifi-
cation was achieved without increasing the load for the main 
CPU to perform communication processing. Therefore, it 
was not necessary to replace the main CPU of the NC unit 
with a high-performance CPU, which enabled suppression 
of cost increase. 

5.3 Flexible System Configuration 

The number of I/O signal control points depends on the 
machine tools configuration. In the conventional NC unit, 
the number of I/O control points of each class of the NC unit 
is fixed for its hardware configuration. By adopting the 
compact-sized distributed remote I/O units in the products 
and configuring the system using multiple units as required, 
it was made possible to configure the machine I/O control 
part of the CNC flexibly to support the number of I/O con-
trol points required by the machine tools. 

Also, versatility was achieved for the communication 
function by defining the command and the data as shown in 
the examples of communication data format in Fig. 15. Thus, 
it was possible to use distributed remote I/O units with a 
wider variety of functions as follows: other than for in-
put/output of the normal I/O signals, it was possible to use 
distributed remote I/O units for outputting the data to the 
display, inputting the number of pulses and outputting or 
inputting the analog voltage signal to and from the peripher-
al devices. The wide selection of the distributed remote I/O 
units allowed the NC unit configuration to support the I/O 
type or the number of points of the machine to be controlled, 
and flexibility of system configuration was further improved. 
Table 1 shows the distributed remote I/O unit types.  

The conventional CNC requires wire connections from 
one power panel to all machine components in the system. 
By using distributed remote I/O control method, the distrib-
uted arrangement of the NC unit, drive units, and distributed 
remote I/O units are made possible according to the configu-
ration of the machines. 

For example, when a machine has a building block struc-
ture and auxiliary devices may be added depending on spec-
ifications, it is possible to make a power panel for the ma-
chine and connect it to the machine, and make dedicated 
power panels for auxiliary devices and arrange the distribut-
ed remote I/O units to be connected to the power panels. 
Thus, it was made possible to configure a system by con-
necting the power panel of the machine and the power panel 
of the auxiliary devices using serial communication. This 
approach did not need the change on the machine power 
panel side. The auxiliary devices could be added only by 

connecting serial communication cables. Thus, it was made 
possible to reduce additional wiring works, add optional 
machine tools functions easily, and increase flexibility of the 
system. 

Also, owing to the downsizing of the NC unit, the NC unit 
can be flexibly placed on various locations, not only inside 
the power panel as before, but also on the back side of the 
display part of the display and operation unit, for example. 

5.4 Reliability and Safety of the System 

5.4.1 Reliability at Power-on 

In the distributed remote I/O control method, the CNC is 
configured by connecting the NC unit and the distributed 
remote I/O units through communication. We evaluated 
whether the NC unit recognizes distributed remote I/O units 
connected to the NC unit, and how the system operates 
when misrecognition occurs after initialization at power-on. 

After initialization at power-on, the NC unit requested in-
formation on the type and settings of the distributed remote 
I/O units in the offline status communication mode. After 
this hardware information was obtained, the NC unit 
switched the mode to the online mode. In the above opera-
tion, when the actual machine information was not con-
sistent with the NC unit setting information, inconsistency 
was regarded as an alarm and the CNC operation did not 
start. As a result, we confirmed that the actual system con-
figuration is checked without fail when the system mode 
transfers to the normal online mode from the initial status 
after power-on, and the system is highly reliable in prevent-
ing malfunction when a connected device is misrecognized. 

5.4.2 Reliability and Safety at Fault Condi-
tions 

In terms of communication functions, we evaluated how 
the reliability and safety of the system can be assured in case 
of communication failures between the NC unit and the dis-
tributed remote I/O units. 

Under normal conditions, the NC unit periodically sends 
data to the distributed remote I/O units and receives data 
from the distributed remote I/O units after a predetermined 
time period, following a predetermined procedure. When a 
communication break or cable disconnection occurred, no 
data frame was sent from the distributed remote I/O units, 
the NC  unit determined that a communication break or ca-
ble disconnection was occurring, and stopped the system. 

Table 1: List of Distributed Remote I/O Units. 

Distributed remote
I/O unit type

Digital
input

Digital
output

Pulse
counter

Analog
input

Analog
output

A 32 32
B 64 48
C 64 48 1ch
D 32 32 2ch
E 32 32 4ch 1ch
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When noise was present and the count for errors in the data 
frame sent by the distributed remote I/O module exceeded a 
predetermined value, the NC unit also stopped the system. 

We confirmed that the NC unit assures system safety by 
monitoring the data frame sent from the distributed remote 
I/O units. 

On the other hand, the distributed remote I/O units check 
the communication status with the NC unit by monitoring 
the data frame sent from the NC unit. 

When an incident such as a cable disconnection or break 
occurred, the distributed remote I/O unit reset the machine 
control signal output since it did not detect a data frame sent 
from the NC unit for a predetermined time period. When the 
NC unit stopped the system for some reasons, the NC unit 
detected the system stop with a watchdog using its internal 
timer, and the signal sent from the distributed remote I/O 
units was turned off. The distributed remote I/O unit detect-
ed that no data frame was sent from the NC unit for a prede-
termined time period, and reset the machine control signal 
output. Based on the above, we confirmed that the machine 
control signal can be reset even when the NC unit enters an 
error status and stops the system. Also, when the distributed 
remote I/O unit detected an error in the received data frame, 
the distributed remote I/O unit held and did not update the 
machine control signal output. 

We confirmed that the above measures ensure the safety of 
the highly reliable system against abnormal stops of the NC 
unit or communication failures such as communication 
breaks. 

5.5 Widespread Use of the Distributed Re-
mote I/O 

The CNC using the distributed remote I/O control method 
started to be shipped to the market in the late 1990s. The 
hardware circuits of the communication control part, a core 
of the distributed remote I/O control, were integrated into a 
one-chip LSI in the communication control part. Two types 
of LSIs were developed: one with a master function is 
equipped on the NC unit, and the other with a slave function 
is equipped on the distributed remote I/O units. 

Owing to the subsequent development of semiconductor 
technologies, the LSI of the communication control part is 
also used as the intellectual property (IP) core of FPGA or 

ASIC. Figure 19 shows the annual shipment amount of the 
LSIs for the communication control part with the master or 
slave function and the IP cores. The annual shipment 
amount in 1997 when the shipment started is used as refer-
ence. The distributed remote I/O control method is now 
widely available in the market. The most recent annual 
shipment amount of products is more than 10 times of that 
of the first year of shipment, and the cumulative number 
exceeded 5,000,000. 

6 CONCLUSION 

We reported on the distributed remote I/O control method 
in the CNC. When serial communication started to be wide-
ly available in the 1990s, integrating CPU and user circuits 
into a one-chip LSI was not practical or widely available yet. 
Using communication CPUs caused increasing cost and 
decreasing power of competitive products. Simplification of 
communication procedure and reduction of data enabled to 
achieve the communication between the NC unit and the 
distributed remote I/O unit only by electronic circuits and 
integration into a one-chip LSI. With this communication 
control method, we established a compact and low-cost net-
work for machine I/O control of CNC, without compromis-
ing the real time performance of the CNC. Thus we modu-
larized the components of the conventional CNC according 
to their functions and achieved downsizing and optimization 
of the individual modules. Consequently, we achieved dis-
tribution of the component modules of the NC unit and im-
proved flexibility of system configuration while maintaining 
high reliability and safety of the system. Modularization and 
distribution of the modules by the distributed remote I/O 
control method herein was a pioneering solution. The con-
cept of the idea is the origin and the inheritance for the to-
day's CNC. 

The basic idea for this I/O control method is to define the 
communication control method suitable for the real time 
control for the CNC. Specifying the purpose and simplifying 
the related information are the key factors to solve issues. 
We presume that the concept of the idea will also be mean-
ingful in the coming age of IoT. We anticipate further con-
tributions to the development of the new systems for manu-
facturing in the future.  
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Abstract - Internet of Thing (IoT) systems have been at-
tracting attention as one of the solutions for new services
in the Internet. They usually employ a client-server model
due to a difficulty of end-to-end communication in practi-
cal networks. However, scalability will be a major issue in
IoT systems because billions of IoT devices will be installed
around the world in recent years. The authors have been pro-
posed a new IP mobility mechanism called NTMobile (Net-
work Traversal with Mobility) to realize end-to-end commu-
nication in IoT systems because end-to-end communication
can improve system scalability by reducing traffic through
servers. Conventional implementation employed a kernel mod-
ule mechanism for NetFilter because the kernel module im-
plementation is the best way of realizing high throughput per-
formance. On the contrary, the kernel module should be main-
tained according to changes in NetFilter specifications. This
paper designs an application based IP mobility scheme on
Linux systems, where the developed IP mobility library can
realize the IP mobility function in an application layer on
Linux systems. As a result, developers can realize an end-
to-end communication model by employing the enhanced IP
mobility library. The proposed design ensures compatibil-
ity between the developed library and the conventional NT-
Mobile. Therefore, developers can select the implementation
scheme according to the required performance.

Keywords: IP Mobility, Accessibility, Application library,
Linux, NTMobile.

1 INTRODUCTION

Recent microcomputer boards implement some network in-
terfaces to cooperate with another microcomputer boards ac-
cording to the increase of demand for IoT (Internet of Things)
systems [1], [2]. Almost all microcomputer boards for IoT
systems are usually installed in a private network due to a se-
curity policy and limitation of assignable global IP addresses.
Typical private networks prohibit access from the global In-
ternet to a node in their private networks. Therefore, inter-
connectivity between IoT devices is a big issue even if they
should communicate with each other to realize their specific
service. Additionally, operating systems select an interface to
access to the Internet according to network condition of each
interface and access policies when an IoT device is a mobile
node [3]. Therefore, IoT systems also require a seamless con-
nectivity scheme because their IP address typically changes
when they switch the interface even if they should communi-
cate with each other to realize their specific service.

IP mobility protocols are a solution to the requirement for
inter-connectivity and seamless connectivity in IoT systems
because they can realize continuous communication when an
IP address for an interface changes due to switching of access
networks [4]–[9]. They are classified into three types: IP mo-
bility schemes for IPv4, IP mobility schemes for IPv6, and
IP mobility schemes for both IPv4 and IPv6. Mainstream of
IP mobility schemes is for IPv6 because IPv6 is suitable for
mobility. On the contrary, the number of implementations for
IPv4 is quite few though some mechanisms have been pro-
posed [10]–[12]. DSMIPv6 (Dual Stack Mobile IPv6) [13]
supports both IPv4 and IPv6 networks. However, it still does
not support inter-connectivity between IPv4 and IPv6.

IPv4 continues to be the mainstream protocol under the
present circumstances of the Internet. Additionally, some In-
ternet service providers start the service with large scale net-
work address translator (LSN) in order to meet the shortage
of IPv4 global addresses [14]–[16]. As a result, IP mobil-
ity in a private network behind a NAT becomes an impor-
tant issue. STUN (Simple Traversal of UDP through NATs)
[17], TCP hole punching [18], TURN (Traversal Using Relay
NAT) [19], and ICE (Interactive Connectivity Establishment)
[20], [21] have been proposed for a NAT traversal. These con-
ventional work requires implementation of the special mech-
anisms in an application. Additionally, some IoT devices
may use IPv6 addresses because IPv6 networks have enough
number of IP addresses and some devices are suitable for an
IPv6 protocol stack. Therefore, inter-connectivity between
IPv4 and IPv6 networks is also an essential function to real-
ize inter-operation between IoT devices.

The authors have developed a new IP mobility technology
called NTMobile (Network Traversal with Mobility) [22]–[24].
The features of NTMobile are an IP mobility and an acces-
sibility in both IPv4 and IPv6 networks. Therefore, each
client of NTMobile can communicate with each other even
when they use a different IP protocol version because they
can communicate with virtual IP addresses that are indepen-
dent addresses from physical IP addresses. NTMobile sys-
tems have some servers: account server (AS), direction co-
ordinator (DC), notification server (NS), relay server (RS),
and cache server (CS). DC and RS serve an IP mobility and
an accessibility functions for each client, AS serves an au-
thentication service, and CS serves an offline data-exchange
service. Our implementation assumes Linux systems. The
implementation design is classified into a signaling daemon
and a packet manipulation module for the Linux kernel. As
a result, we have confirmed that our implementation scheme
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Figure 1: System model of NTMobile

can realize high throughput performance. On the contrary, we
find a maintenance issue for the packet manipulation module
because netfilter module in Linux systems sometimes changes
their specification according to the upgrade of a Linux kernel.

This paper proposes a new design of an application based
IP mobility for NTMobile nodes. The original design can pro-
vide NTMobile functions by an application library instead of
the special kernel module. Therefore, application program-
mers can obtain IP mobility and accessibility functions by us-
ing of proposed application library.

2 NTMOBILE

NTMobile can realize IP mobility and accessibility for IPv4
and IPv6 networks. Figure 1 shows the overview of NTMo-
bile system model. The NTMobile system consists of an ac-
count server (AS), some direction coordinators (DCs) with
some relay servers (RSs), cache servers (CSs), Notification
Servers (NSs) and NTMobile nodes. AS serves authentica-
tion service to all DCs, and each DC controls their RSs, CSs,
NSs and NTMobile nodes. NTMobile node has IP mobility
and accessibility functions by communicating with AS and its
DC. Each DC has a virtual IP address pool for its NTMobile
nodes, and assigns an address to each NTMobile node in a
registration process. Each NTMobile node constructs a UDP
tunnel between NTMobile nodes according to a signaling di-
rection from its DC, and communicate with each other by us-
ing their virtual IP addresses. As a result, each NTMobile
node can communicate continuously even if a real IP address
at interfaces is changed because the virtual IP addresses are
independent from physical IP addresses. The details of the
system components are as followings.

2.1 Account Server (AS)

AS is an individual server that manages authentication in-
formation. Therefore, AS can distribute node information
of each NTMobile node to initialize a setting for NTMobile
nodes. Additionally, it bears responsibility for authentication
by replying login response message when a NTMobile node
makes inquiries about its authentication to AS. AS also dis-
tributes a shared key for encryption between the NTMobile
node and DC.

2.2 Direction Coordinator (DC)

DC manages location information of each NTMobile node
and indicates signaling processes for tunnel construction be-
tween NTMobile nodes. Each DC also owns the DNS (Do-
main Name Server) function. Therefore, DC can easily find
another DC by searching a NS (Name Server) record in DNS.
In addition, DC manages virtual IP addresses for NTMobile
nodes to prevent a duplication of an address assignment. DC
assigns them to each NTMobile node in a registration process.
In the tunnel construction process, it indicates the tunnel con-
struction processes to both NTMobile nodes.

2.3 Notification Server (NS)

NTMobile typically uses a UDP protocol to communicate
between a NTMobile node and its DC. Therefore, the NTMo-
bile node should send keep-alive messages to its DC when it
uses a private address under a NAT router. NS can provide a
notification service with a TCP connection between NS and
the NTMobile node. Therefore, the employing NS can reduce
the amount of messages for keep-alive. Additionally, NS also
supports APNS (Apple Push Notification Service) for iOS and
GCM (Google Cloud Messaging) for Android OS.
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2.4 Relay Server (RS)
The relay server function is to relay tunnels between NT-

Mobile nodes when both NTMobile nodes exist under differ-
ent NAT routers or exist under different version networks such
as IPv4 and IPv6 networks. DC manages some relay servers
to realize load balancing and to avoid a single point of failure.
It also chooses a relay server to activate the relay function for
dedicated NTMobile nodes.

2.5 Cache Server (CS)
The function of cache servers is storing data temporary

for non-realtime data exchange between NTMobile nodes. A
correspondent NTMobile node can download the stored data
since CS stores the data for a certain period.

2.6 NTMobile Node
Functions of NTMobile nodes are to realize IP mobility and

accessibility in IPv4 and IPv6 networks. They obtain their
own information from AS in the initialization phase when

they connect to the NTMobile network at first. Then, they in-
form their own network information to their DC because DC
should manage network information of each NTMobile node
to realize IP mobility and accessibility. They also update the
own network information when they switch access networks.

3 APPLICATION BASED IP MOBILITY

This paper proposes a new design of an application based
IP mobility and accessibility for NTMobile nodes. The pro-
posed design provides APIs (Application Programming Inter-
face) for NTMobile functions: an initialization, an authenti-
cation, a tunnel construction request, and network sockets for
NTMobile communication. It also provides a virtual IP ad-
dress for the network sockets. Our API provides BSD com-
patible network sockets for application developers. There-
fore, application developers can easily apply their network
application with virtual IP addresses for NTMobile network.
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3.1 System Model
Figure 2 shows the overview design of the proposed appli-

cation based IP mobility and accessibility system for NTMo-
bile nodes. Figure 3 shows the overview design of conven-
tional kernel module. The conventional kernel module per-
forms IP capsulation/decapsulation and encryption/decryption
processes in Linux kernel. The design also provides a virtual
network interface for applications. The conventional imple-
mentation consists of a shared library for common NTMo-
bile functions, daemon programs for a NTMobile node, an
account server, a direction coordinator, a relay server, and a
notification server, and a kernel module for a NTMobile node.
The source size of the conventional shared library, daemon
program for a NTMobile node, and the kernel module is 23K
lines, 10K lines and 12K lines respectively. Therefore the
overhead of the NTMobile program is acceptable size for a
small resource hardware.

On the contrary, the proposed application library is inserted
between an original network socket in Linux OS and a de-
veloper’s application. In the proposed design, we also em-
ploy the shared library to implement the common NTMobile
functions. Additionally, we develop a new application library
including functions for a transport layer, a daemon program
of a NTMobile node and a kernel module. We employ lwIP
[25] as a transport layer. The source size of lwIP and appli-
cation library is 55K lines and 10K lines respectively. As a
result, we think that our proposed design is still acceptable
for a small resource hardware such as M2M and IoT devices.
The application can request to the proposed application li-
brary for initialization of NTMobile node functions, an au-
thentication for NTMobile network, and a tunnel construction
request to a correspondent node. The actual data communi-
cation is performed with special network sockets for NTMo-
bile functions. The application library can perform IP capsu-
lation/decapsulation and encryption/decryption processes be-
tween the special network sockets and the original Linux net-
work sockets.

3.2 Application Programming Interface

The proposed design provides APIs (Application Program-
ming Interface) for NTMobile functions: an initialization, an
authentication, a tunnel construction request, and network sock-
ets for NTMobile communication. The following is the APIs
for an application.

• Authentication API

The proposed library assumes a specific authentication
scheme with a user account and a password. There-
fore, an application should request authentication with
the user account information through the authentica-
tion API. The authentication API requests the negoti-
ation module for authentication processes. The negoti-
ation module should obtain the NTMobile node infor-
mation when the application library has no configura-
tion. Then, it also requests AS to authenticate with the
account information. Finally, it registers the network
information to the DC.

• Name Resolution API

NTMobile network employs FQDN (Fully Qualified Do-
main Name) as an identifier for a NTMobile node. There-
fore, an application should request a tunnel construc-
tion with a FQDN of a correspondent node through the
name resolution API. The name resolution API requests
the negotiation module to construct a UDP tunnel to
the correspondent node. The negotiation module also
requests to NTMobile node’s DC to construct a UDP
tunnel. Finally, it also reports to the application about
the completion of the tunnel construction process.

• NTMobile Network Socket API

NTMobile network socket API is connected to an orig-
inal Linux socket when the tunnel construction process
is completed. The application starts communication
over the UDP tunnel when they receive this informa-
tion about completion of the tunnel construction pro-
cess from the negotiation module.

3.3 Library Modules
The proposed library consists of three main modules for ne-

gotiation, handover, and packet manipulation. The following
is the functions of each module.

• Negotiation Module

The negotiation module serves as a signaling function
for NTMobile communication. Therefore, application
developers do not care about the detail process of NT-
Mobile communication because the negotiation module
can handle IP mobility and accessibility functions in
NTMobile. The negotiation module registers the spe-
cific information for packet manipulation into the tun-
nel table.

• Handover Module

The handover module should check the network inter-
face status to detect a change of the access network. It
also handles reconstruction of the UDP tunnel to the
correspondent node when IP address changes due to an
access network change.

• Packet Manipulation Module

The packet manipulation module consists of two main
functions: a virtual TCP/IP stack and a capsulation func-
tion. The virtual TCP/IP stack provides a transport
layer function such as TCP and UDP to an application.
The capsulation function handles the encapsulation and
decapsulation for a UDP tunnel according to the infor-
mation in the tunnel table.

3.4 Signaling Process
Figures 4, 5, 6 and 7 show the signaling processes in NT-

Mobile. These figures are assumed that NTMobile node MN
in a global IPv4 network requests to communication with NT-
Mobile node CN in a private IPv4 network. Then, NTMobile
node MN changes the network from the global IPv4 networks
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to a private IPv4 network. Direction coordinators DCMN and
DCCN are the management servers for NTMobile node MN
and CN respectively. The detail signaling process is as fol-
lows.

• Authentication

Figure 4 shows the signaling processes for login in NT-
Mobile. MN should request authentication to join the
NTMobile network. First, MN connects AS to obtain
the configuration for the authentication of MN. Then,
MN requests authentication to AS with MN’s account
information and the obtained information from AS. Af-
ter authentication, MN registers the information about
the access network to DCMN for IP mobility. Finally,
MN registers the information of MN to NSMN to re-
ceive the notification of the tunnel request from CN.

1. The application calls the authentication API with
the account information.

2. The negotiation module on MN connects AS to
obtain the configuration of MN when the config-
uration of NTMobile has not completed.

3. AS replies the configuration information when the
account information is valid.

4. The negotiation module registers the obtained con-
figuration information.

5. The negotiation module requests authentication to
AS by transmitting the login request message.

6. AS generates a shared key for encryption between
MN and DCMN and distributes to DCMN the shared
key.

7. DCMN replies the acknowledgement message to
AS.

8. AS informs the shared key for encryption between
MN and DCMN, and a FQDN of DCMN by reply-
ing the login response message.

9. The negotiation module registers the information
about the access network to DCMN by transmit-
ting the registration request message.

10. DCMN requests NSMN to provide a notification
service using TCP connection for MN.

11. NSMN replies the acknowledgement message to
DCMN when it prepares the notification service
for MN.

12. DCMN updates the network information of MN,
and replies the registration response message.

13. The negotiation module transmits a keep alive mes-
sage to keep the NAT table on the route.

14. MN registers the information of MN to NSMN.

15. NSMN replies the acknowledgement message to
MN.

16. The negotiation module transmits a keep alive mes-
sage to keep the NAT table on the route.

17. The negotiation module on MN returns the result
of the authentication to the application.

• Tunnel Construction

Figure 5 shows the signaling processes of tunnel con-
struction in NTMobile. MN requests the tunnel con-
struction to DCMN to communicate to CN by trans-
mitting the direction request message containing the
FQDN of CN. Then, DCMN finds DCCN with the NS
record of CN’s FQDN. DCMN accesses DCCN to ob-
tain the information about the access network of CN.
DCMN selects a tunnel route from the obtained infor-
mation of CN. In this situation, DCMN selects the di-
rect communication route. Each DC indicates a tunnel
construction processes to each NTMobile nodes. Fi-
nally, CN under the NAT router constructs the tunnel
to MN.

1. The application calls the name resolution API to
construct a UDP tunnel to NTMobile CN.

2. The negotiation module requests the tunnel con-
struction to DCMN by transmitting the direction
request message. The direction request message
contains the FQDN of CN.

3. DCMN makes inquiries about NS record for the
FQDN of CN since DCCN is the domain name
server and manages the domain for the FQDN of
CN.

4. DCMN generates a shared key for encryption be-
tween DCMN and DCCN and distributes to DCCN

the shared key.

5. DCCN replies the acknowledgement message to
DCMN.

6. DCMN requests the information for CN to DCCN

by transmitting the NTM information request mes-
sage.

7. DCCN replies the information about CN by re-
plying the NTM information response message.

8. DCMN requests the tunnel construction to CN to
DCCN by transmitting the route direction mes-
sage.

9. DCCN requests the notification to CN to NSCN.

10. NSCN sends the notification to CN using a type
compatible with CN’s device.

11. CN replies the acknowledgement message to DCCN.

12. DCCN forwards the route direction message to
CN.

13. CN replies the acknowledgement message to DCCN.

14. DCCN also replies the acknowledgement message
to DCMN.

15. DCMN indicates the tunnel construction to CN to
MN by transmitting the route direction message.

16. The negotiation module on MN replies the ac-
knowledgement message to DCMN.
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17. CN transmits the tunnel request message to MN
according to the direction from DCMN because
MN has a global IP address in this case.

18. MN replies the tunnel response message to CN to
complete the tunnel construction process.

19. The negotiation module notifies the completion of

the tunnel construction process to the application.

20. The negotiation module transmits a keep alive mes-
sage to keep the NAT table on the route.

21. The application starts the communication through
the constructed UDP tunnel. Then, it transmits
packets by using the special NTMobile socket.
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• Data Communication

Figure 6 shows the signaling processes of data com-
munication in NTMobile. The data communication be-
tween MN and CN is performed as encapsulated packet
through the constructed tunnel. Therefore, the capsula-
tion module performs the capsulation and decapsula-
tion processes to conceal the change of the real IP ad-
dress. The application uses the special socket API to
perform the data communication.

1. The virtual TCP/IP stack in the packet manipula-
tion module serves the transport layer function to
the application.

2. The encapsulation and decapsulation module per-
forms the encapsulation of virtual IP packets to
CN.

3. The encapsulated packet is transmitted to CN.

4. The encapsulated packet is transmitted from CN.

5. The encapsulation and decapsulation module per-
forms the decapsulation the encapsulated packet
from CN.

6. The virtual TCP/IP stack in the packet manipula-
tion module sends the decapsulated packet to the
application.

• Change The MN Network

Figure 7 shows the signaling processes when MN chan-
ges the access network. The handover module of NT-
Mobile always observes the IP address of own network
interface to detect the change of an access network.
MN registers the information about the access network
to DCMN when it detects the change of the access net-
work. Then, the same tunnel construction procedures
will be performed to reconstruct the tunnel. In this situ-
ation, DCMN selects the relay communication through
RS. Each DC indicates the tunnel construction process
to each NTMobile nodes. Finally, MN constructs the
tunnel to CN through RS.

1. Linux kernel can notify the change of network
configuration through netlink socket.

2. The handover module notifies the negotiation mo-
dule that the access network of the device has cha-
nged.

3. The negotiation module registers the new infor-
mation about the access network to DCMN by trans-
mitting the registration request message.

4. DCMN requests NSMN to provide a notification
service using TCP connection for MN.

5. NSMN replies the acknowledgement message to
MN.

6. DCMN updates the network information of MN,
and replies the registration response message.

7. The negotiation module transmits a keep alive mes-
sage to keep the NAT table on the route.

8. MN registers the information of MN to NSMN.
9. NSMN replies the acknowledgement message to

MN.
10. The negotiation module transmits a keep alive mes-

sage to keep the NAT table on the route.
11. The negotiation module requests the tunnel con-

struction to DCMN by transmitting the direction
request message. The direction request message
contains the FQDN of CN.

12. DCMN makes inquiries about NS record for the
FQDN of CN.

13. DCMN generates a shared key for encryption be-
tween DCMN and DCCN and distributes to DCCN

the shared key.
14. DCCN replies the acknowledgement message to

DCMN.
15. DCMN requests the information for CN to DCCN

by transmitting the NTM information request mes-
sage.

16. DCCN replies the information about CN by re-
plying the NTM information response message.

17. DCMN requests RS to relay the communication
between both NTMobile nodes.

18. RS prepares the tunnel forwarding between both
NTMobile nodes, and replies the acknowledge-
ment message to MN.
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19. DCMN requests the tunnel construction toward CN
to DCCN by transmitting the route direction mes-
sage.

20. DCCN requests NSCN to transmit a notification to
CN.

21. NSCN sends the notification to CN using a type
compatible with CN’s device in response to a re-
quest from DCCN.

22. CN replies the acknowledgement message to DCCN.

23. DCCN forwards the route direction message to
CN.

24. CN replies the acknowledgement message to DCCN.

25. DCCN also replies the acknowledgement message
to DCMN.

26. DCMN indicates the tunnel construction to CN to
MN by transmitting the route direction message.

27. The negotiation module on MN replies the ac-
knowledgement message to DCMN.

28. CN transmits a keep alive message to keep the
NAT table on the route.

29. MN transmits the tunnel request message to RS
according to the direction from DCMN because
both NTMobile nodes do not have a global IP ad-
dress in this case.

30. RS transmits the tunnel request message to CN
according to the direction from DCMN.

31. CN replies the tunnel response message to RS to
complete the tunnel construction process.

32. RS replies the tunnel response message to MN to
complete the tunnel construction process.

33. The negotiation module notifies the completion of
the tunnel construction process to the application.

34. The negotiation module transmits a keep alive mes-
sage to keep the NAT table on the route.
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• Route Optimization

Figure 8 shows the signaling processes of route opti-
mization in NTMobile. MN may be able to optimize
the communication route by changing the route directly
when it uses RS for the relay communication. Each NT-
Mobile node transmits the tunnel request message to
its own corresponding node to check the direct accessi-
bility. They can change the route from the relay com-
munication to the direct communication when either of
NTMobile node can receive the tunnel request message
from its own corresponding node. When neither NT-
Mobile nodes can receive the tunnel request message,
they use RS for the relay communication.

1. CN transmits the tunnel request message to MN.
In this case, the message cannot reach MN.

2. MN transmits the tunnel request message to CN.
In this case, the message can reach CN.

3. CN replies the tunnel response message to MN to
complete the tunnel construction process for the
direct communication.

4. Both NTMobile nodes change the tunnel route from
the route through RS to the direct route.

• Tunnel communication in a same real private address

Figure 9 shows the tunnel communication where a same
real private IP address RIP is assigned to both MN and
CN. In this situation, MN and CN use virtual IP ad-
dresses VIPMN and VIPCN respectively. Therefore,
the application also applies these virtual IP addresses
for communication. In the tunnel communication, the
IP packet including these virtual IP addresses is encap-
sulated in the packet manipulation module. As a result,
the packet manipulation module changes the IP address
field from these virtual IP addresses to the real IP ad-
dresses RIP and RIPRS The source address changes
from RIP to RIPNATMN through NATMN. RS trans-
fer the received packet from MN. Hence, the addresses
changes from the pair of RIPNATMN and RIPRS to the
pair of RIPRS and RIPNATCN. The destination ad-
dress changes from RIPNATCN to RIP through NATCN.
Finally, CN receives this packet from MN through RS.

• Tunnel communication with cascading NATs

Figure 10 shows the tunnel communication where a
same real private IP address RIP is assigned to both
MN and CN and CN exists under the cascading NAT
routers. In the tunnel communication, the IP packet
including virtual IP addresses is encapsulated in the
packet manipulation module. As a result, the packet
manipulation module changes the IP address field from
these virtual IP addresses to the real IP addresses in
the similar manner in Fig. 9. Finally, CN receives this
packet from MN through RS.

4 EVALUATION

4.1 Processing Overhead

We have measured the processing overhead in a NTMobile
network. We have prepared the evaluation environment in
Fig. 11. Table 1 shows the detail information about each
component.

In the evaluation, we have measured each period for the
NTMobile signaling. The results represent an average of 100
trials. In the measurement, we used ping tool to measure
round trip time (RTT) and NSLOOKUP tool to measure a
name resolution period for an AAAA record. Tables 2 and 3
show the RTT for each link. We can find that the RTT be-
tween servers is around 0.1[ms] and RTT between a server
and a NTMobile node is around 1[ms]. The difference comes
from the hardware performance.

Table 4 shows the processing period for each NTMobile
signaling. The results show that the developed implemen-
tation requires about 200[ms] for authentication and a reg-
istration. The authentication is required when a NTMobile
node joins a NTMobile network. Therefore, 200[ms] are ac-
ceptable time for the login process. The registration is re-
quired when a NTMobile node changes an access network. It
is also acceptable for updating an own network information.
The tunnel construction period is an important for a usabil-
ity. From the results, we can find that the tunnel construction
period is less that 200[ms]. It is a known fact that TCP con-
nection setup requires a three-way handshake. Being com-
pared to the period for the three-way handshake, the tunnel
construction period is also acceptable.
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Table 1: Machines specification
AS, DCMN, DCCN, RSMN, NSCN MN, CN

OS CentOS 6.7 Ubuntu 12.04
Kernel Linux 2.6 Linux 3.2
CPU Intel Xeon 2.8GHz Virtual 1core 1.8GHz
Memory 512MB 512MB

Table 4: Processes period
Delay time [ms]

Process min avg max
Authentication 152.0 179.1 226.6
Registration & Notification Registration (without NS) 57.4 64.7 71.3
Registration & Notification Registration (with NS) 172.3 194.6 233.5
Notification Registration - ACK (TCP) 48.9 55.1 63.4
Tunnel Construction (without NS) 137 169 191
Direction Request - Route Direction 112.0 134.6 151.8
Tunnel Request - Tunnel Response 13.8 29.3 45.5
Tunnel Construction (with NS) 170 197 226
Direction Request - Route Direction 133.5 154.3 174.2
Tunnel Request - Tunnel Response 13.8 29.3 45.5

Table 2: RTT between servers
RTT [ms]

Connection pair min avg max
AS - DCMN 0.117 0.140 0.170
AS - DCCN 0.110 0.121 0.174
DCMN - RSMN 0.128 0.148 0.173
DCCN - NSCN 0.133 0.155 0.177

Table 3: RTT between servers and nodes
RTT [ms]

Connection pair min avg max
AS - MN 0.99 1.45 1.87
AS - CN 0.91 1.39 2.20
DCMN - MN 0.91 1.38 1.97
DCCN - CN 0.97 1.42 2.26
RSMN - MN 0.91 1.39 1.81
RSMN - CN 1.00 1.38 2.22
NSCN - CN 0.92 1.35 3.04

4.2 Processing Transmission Delay

We have measured transmission delays in real IP networks
to evaluate the overhead due to transmission delay in practical
networks. Figure 12 shows the definition of each transmission
delay in NTMobile network.

Table 5 shows the number of each transmission delay to
construct a communication tunnel. Therefore, the total over-
head due to the transmission delay is the summation of each
delay. Tables 6 and 7 show the measurement results of trans-
mission delay on ping tool in real wired networks and in LTE
networks. The results are the average of 1,000 trials and 100
trials respectively. Table 8 shows the query period for the
DNS mechanism with NSLOOKUP tool. From the evalua-
tions in Tabs. 5, 6 and 7, the estimated tunnel construction
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Figure 12: Transmission delay in NTMobile network

period is 491 [ms] for direct communication and 689 [ms] for
relay communication. The main factor of the overhead comes
from the transmission delay in LTE networks. We think that
the overhead can be acceptable in practical situations because
it occurs only when users try to start a communication.

5 CONCLUSION

This paper has extend the IP mobility mechanism called
NTMobile (Network Traversal with Mobility) to designed an
application based IP mobility scheme on Linux systems, where
the developed IP mobility library can realize the IP mobility
function in an application layer on Linux systems. As a result,
developers can realize an end-to-end communication model
by employing the enhanced IP mobility library.
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Table 5: Number of delay path for tunnel construction process
Connection path Route name Times

DMN−DC 2
DNS 1

DDC−DC 6
Direct DDC−NS 1

DCN−NS 1
DCN−DC 3
DMN−CN 1
DMN−DC 2

DNS 1
DDC−DC 6
DDC−RS 2

Relay DDC−NS 1
DCN−NS 1
DCN−DC 3
DMN−RS 2
DCN−RS 3

Table 6: Transmission delay in wired networks
Target host Trial Average time [msec]
google.com 1,000 6.222
yahoo.co.jp 1,000 7.3215

Table 7: Transmission delay in LTE networks
Target host Trial Average time [msec]
google.com 100 59.365
yahoo.co.jp 100 63.79

Table 8: Query period of DNS lookup
Target domain Trial Average time [msec]
aitech.ac.jp 100 12.54
yahoo.co.jp 100 12.9
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Abstract – With an increase in navigation systems by porta-

ble terminals and car navigation devices, ITS which supports 

comfortable and effective driving has been evolved. Howev-

er, in existing systems, it is difficult to offer real-time infor-

mation to users since it needs to collect information from 

sensors and to analyze the collected information. Road in-

formation has to be provided timely so that drivers can pass 

through safe and comfortable roads. In this research, we use 

a still-picture Internet broadcasting system as a technique to 

share road information. It enables users to share the road 

information timely and to choose a road which is easy to 

pass. In addition, we implement an automatic photography 

function and conduct an experiment of the photography tim-

ing as a broadcaster. In this paper, we describe the design 

and implementation of our proposed system and evaluation 

experiments about the right photography timing of the au-

tomatic photography function. From the result of the exper-

iments, we found road information was required more in the 

bad road situation such as rain and snow, and the road in-

formation could be grasped easily by introducing audience 

requests to the photography timing. 

Keywords: Road Information Sharing, Still-Picture Internet 

Broadcasting, Photography Timing 

1 INTRODUCTION 

ITS (Intelligent Transport System) technology which ad-

dresses traffic information has been developed in recent 

years with the introduction of recent information technology 

to deal with increased volume of traffic. The road situation 

changes from moment to moment due to change of road 

surface conditions, weather conditions, traffic volume and 

various factors. The road information is an important factor 

and has high demand for drivers. 

VICS (Vehicle Information and Communication System) 

[1] is one of systems to get road information in Japan. VICS

provides road information which is collected by an infor-

mation center via communication and broadcasting media

such as FM multiplex broadcasting. Drivers can receive the

road information by their car navigation systems and utilize

it to select an appropriate route to the destination. However,

VICS takes time to provide the road information to the driv-

ers because the center needs to collect and analyze infor-

mation. In addition, the ways of providing road information

is limited to text, audio and map display. It is difficult for

the drivers to understand the detailed road situation. The

road information should be timely and provided in an easy-

to-understand way. 

Meanwhile we have studied a still-picture Internet broad-

casting system [2]-[4] which uses still-pictures and audio 

streaming instead of video streaming to realize practical 

broadcasting via row-speed or limited high-speed cellular 

network by reducing data traffic. This system can broadcast 

anywhere using smartphones even if only connected to row-

speed network. To provide timely and easy-to-understand 

road information, we propose a road information sharing 

scheme based on the still-picture Internet broadcasting sys-

tem. The proposed system provide road information to users 

who want to know the road situation for route selection us-

ing still-pictures and audio streaming in real-time. To pro-

vide still-pictures and audio streaming, cooperative drivers 

set their smartphones on their cars. The broadcasting system 

works on the smartphones and automatically takes still-

pictures and sends the still-pictures to the broadcasting serv-

er at the right time not to disrupt their driving operation. 

Users can select a car and view the broadcasting to get the 

road information in a certain area. The users can also com-

municate with the driver and get more detailed road infor-

mation by the drivers through the communication.  

In this paper, at first, we explain features and issues of ex-

isting traffic information systems. Secondly, we describe 

detail of the road information sharing scheme with a still-

picture Internet broadcasting system.  Then, preliminary 

experiment is conducted using the implemented prototype 

system to study appropriate timing to take still-pictures. At 

last, we introduce several photography timing algorithms to 

the prototype system and evaluate the algorithms. 

2 ISSUES OF EXISTING SYSTEMS AND 

OUR APPROACH 

There are probe vehicle systems [5] to get road infor-

mation. The probe vehicle system collects wide-area road 

information from probe vehicles which have various sensors 

and reduces cost for sensor installation. One of the services 

of the probe vehicle system, there is a vehicle tracking map 

which is provided by Honda [6]. This service shows whether 

the road is travelable or not on the map based on collected 

information from probe vehicles and aims to support driving 

in disaster area. It was used in 2007’s the Niigataken 

Chuetsu-oki Earthquake and 2011’s the Great East Japan 

Earthquake. This fact means road information is in great 

demand.  
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There are several issues in the probe vehicle system. At 

first, the road information from probe vehicle system lacks 

timeliness. For example, a service provider checks road 

information to avoid traffic jams in advance but the road 

could be backed up when the user arrived. This is because 

the probe vehicle system takes time to collect and analyze 

the road information from probe vehicles and the 

information lacks timeliness. Secondly, the road information 

is not flexible and intuitive. Typical road information which 

is provided by the probe vehicle system and VICS is 

predetermined by service providers and shown as text and 

icons. The users cannot know road situation in detail. 

Thirdly, the probe vehicle system requires dedicated sensor 

devices such as a specific car navigation system and it is 

difficult to prepare many probe vehicles. To get wide-are 

road information in real-time, the dedicated sensor devices 

should be eliminated. From these issues, it is important to 

provide flexible road information timely in an easy-to-

understand way without dedicated sensor devices. 

We focused on drive broadcasting which is one of the 

broadcasting styles to show driving landscape using in-

vehicle camera and communication devices. The audience 

enjoys the driving landscape and communicating with the 

broadcaster. The drive broadcasting is a popular content in 

live streaming services such as Ustream [7] and NicoNico 

Live [8]. The drive broadcasting can share road information 

timely. However, it has an issue about network 

communication. In the drive broadcasting, 3G/4G cellular 

network devices are used generally. Although 3G cellular 

network covers wide-area, it is too low-speed for video 

streaming. The video can be frequently stopped and low-

quality. While 4G cellular network provides enough network 

bandwidth, it usually has limitation of amount of data traffic 

per day and month. Cellular carriers in Japan make 

communication speed slow when the subscriber uses 

hundreds of megabytes in a day or several gigabytes in a 

month. Therefore, the data traffic should be reduced for 

drive broadcasting. 

3 PROPOSED SYSTEM 

We have studied a still-picture Internet broadcasting 

system using smartphones which uses still-pictures and 

audio streaming instead of video streaming to reduce data 

traffic. Even if only 3G cellular network is available, the 

system realizes stable broadcasting. However, the previous 

study did not specify the use cases. In this research, we use 

the still-picture Internet broadcasting system for drive 

broadcasting to share road information.  

The proposed system provides road information in real-

time by live still-picture broadcasting so that users can 

choose safe and comfortable roads. The live still-picture 

broadcasting enables the users to understand road situation 

intuitively and also realize stable broadcasting anywhere by 

reducing data traffic. The users also can communicate with 

any broadcasters and ask a question about road situation. 

Figure 1 shows the proposed system model. The 

broadcaster sets a smartphone on his/her car. The 

smartphone sends still-pictures and audio stream to the 

proposed system in order to share road information. It is on 

the assumption that the still-pictures are taken and sent 

automatically at the right timing. The broadcast programs 

are shown on a map. 

 Audience can select a broadcast program on the map and 

view the broadcasting by using their PCs or smartphones. 

The PCs/smartphones receive the still-pictures and audio 

stream from the proposed system. The audience can 

interactively ask a question about road situation to the 

broadcaster through the proposed system and the broadcaster 

can reply to the question to complement the road situation 

which is not understood by the still-pictures and audio 

stream. 

The proposed system realizes timely road information 

sharing between broadcasters and audience and helps 

audience understand the road situation by still-pictures and 

interactive communication with broadcasters. Because it 

also does not require dedicated sensor devices and just uses 

smartphones, anyone can share road information and wide-

area road information can be covered when there are a lot of 

broadcasters. 

The use case of the proposed system is as follows. The 

broadcasters are people who drive for commuting or trip. 

The motivation of the broadcasters is to enjoy 

communicating with audience like fellow passengers. The 

audience are people who have a plan to go to the 

broadcasting place for commuting or trip and want to know 

Figure 1: The proposed system model 
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the road situation. The audience can confirm traffic, road 

surface, and weather and so on by viewing the broadcasting 

to select routes.  

4 PROTOTYPE SYSTEM 

We implemented a prototype system based on the system 

model to conduct a preliminary experiment. A client 

software for broadcasters was developed on a smartphone 

and two client software for audience were developed on a 

smartphone and PC. Android smartphones were used for the 

client development. 

Figure 2 shows the system architecture. At first, a broad-

caster launches a broadcaster client on the smartphone and 

starts broadcasting. The audio broadcast function on the 

broadcaster client sends audio stream to a server using 

RTMP. The still-picture broadcast function on the broad-

caster client sends still pictures which are encoded by 

JPEG2000 to the server. Since the broadcaster cannot touch 

the smartphone in driving, the automatic photography func-

tion takes still-pictures at right timing automatically. In this 

implementation, the timing is fixed time interval but it is 

variable. 

On the server, Red5 which is a flash streaming server re-

ceives the audio stream from the broadcaster client. When 

an audience client connects to the server and select a broad-

casting, the Red5 sends the audio stream to the connected 

audience clients. The audience client receives and plays the 

audio stream. The still-pictures are also sent to the connect-

ed audience clients through a still-picture server which is 

implemented in Java. The audience client receives and dis-

play the latest still-picture. 

The audience client can send text comments to the broad-

caster through a comment server which is implemented in 

Java. The broadcaster client display the comments and read 

out the comments so that the broadcaster can communicate 

with audience without watching the smartphone in driving. 

The broadcaster client does not have the comment input 

function because the broadcaster cannot touch the 

smartphone in driving. The broadcaster hears the comments 

from audience and speaks about the reply to them. 

The location of the broadcaster client is tracked by GPS on 

the smartphone and sent to the server. The server associates 

the location with the broadcasting and stores the location 

information in real-time. The audience can view the list of 

broadcastings on the map and select a broadcasting which 

they want to watch. 

 Figure 3 shows the user interface for the broadcaster client. 

The real-time camera image is displayed on the center. On 

the bottom part, there are control buttons. The connect but-

ton is used for connecting to the server. The login button 

starts to send audio stream and still-pictures to the server. 

The send button is used for manually sending still-picture to 

the server. The logout button stops the broadcasting. The 

comments from audience are displayed over the camera im-

age and read out. 

Figure 4 shows the user interfaces for the audience clients. 

The upside is smartphone version and the downside is PC 

version. The smartphone version is developed as an Android 

application and the PC version as a Web application. On 

start-up, the both audience clients show current broadcasting 

points on the map. When a broadcasting point is selected, 

the user interface is changed and the correspondent broad-

casting is started. The audience can input comments. The 

inputted comments are displayed over the still-picture on the 

smartphone version and the comment display field on the PC 

version. 

Figure 3: The user interface for the broadcaster client 

Figure 4: The user interfaces for the audience clients 

(A: smartphone version, B: PC version) 
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5 PRELIMINARY EXPERIMENT 

To check operation of the prototype system and find its is-

sues, we conducted a preliminary experiment using a real 

car. The experimental period was from May 5th to July 4th in 

2014 and the broadcasting was performed for 30 minutes in 

twice during daylight hours and night-time hours in a day. 

The subjects were 14 students of Iwate Prefectural Universi-

ty. They viewed the broadcasting using the audience client 

of PC version. The interval of the automatic photography 

was set to 30 seconds per a still-picture and the resolution of 

the still-pictures was 320x240.  

5.1 Feedbacks and Countermeasures 

From the experiment, we got several feedbacks from the 

subjects. Table 2 shows the feedbacks. The feedbacks can be 

categorized by two groups. The first group of feedbacks is 

about “broadcasting information.” The feedbacks were “I 

would like to know where the still-pictures were token” and 

“I started watching from the middle of the broadcast. I didn’t 

understand where the broadcaster came from.” These feed-

backs point out the lack of information about still-pictures. 

Since the prototype system only showed current broadcast-

ing points at the start, the audience could not understand 

location of the still-pictures and prior still-pictures on the 

route. To solve the problems, the location information 

should be added to the still-pictures and the history of the 

still-pictures should be given to the audience. We added 

these functions to the prototype system. Figure 5 shows the 

implemented function for location and history of still-

pictures. The audience can confirm the location and history 

of still-pictures shown as pins on the map and the still-

pictures are displayed by clicking on the pins. 

The second group of feedbacks is about “automatic 

photography timing.” Many subjects told about the 

automatic photography timing. The feedbacks were “I would 

like to shorten the interval of the automatic photography” 

and “I do not need so many still-pictures because the still-

pictures are similar ones.” Furthermore, some subjects told 

about what still-pictures were required to help users 

understand the road situation. For example, the typical 

feedback was “During night-time, many rayless still-pictures 

were displayed and I did not understand the road situation 

when there were not streetlights.” The still-pictures have 

higher demand in well-lighted area than in dark area. These 

results show the automatic photography timing should not 

be fixed and more flexible. If the timing was a fixed interval, 

poor demand still-pictures could be sent to audience. To 

enable audience to understand road situation more easily, the 

photography timing should be determined when the 

audience can understand the road situation from the still-

picture. 

5.2 Discussion 

Since there were strong demand for improvement of the 

automatic photography timing, we focus on developing new 

photography timing algorithm in this paper. To improve the 

photography timing, we make two hypotheses about the 

photography timing. The first hypothesis is that the demand 

of road information is changed depending on the road 

situation. For example, the demand of road information can 

be higher in a good weather condition than in a bad weather 

condition, and higher in a congested road than in a no traffic 

road. The second hypothesis is that the demand of road 

information is different from person to person. In the 

experiment, we got different feedbacks about the 

photography timing even if they watched same broadcasting. 

These are also mentioned in a related work. Münter [9] 

found drivers need more support when they don’t have 

spatial knowledge and sense of direction of the person, and 

Figure 5: Location and history of still-pictures 

Table 1: Feedbacks in the preliminary experiment 

Categories Feedbacks Countermeasures

Broadcasting information

* I would like to know where the still-pictures were taken.

* I started watching from the middle of the broadcast. I didn't
understand where the broadcaster came from.

* The location information should be added to the still-picutres.

* The history of the still-pictures should be given to the audience.

Automatic photography timing

* I would like to shorten the interval of the automatic photography.

* I do not need so many still-pictures because the still-pictures are
similar ones.

* During night-time, many rayless still-pictures were displayed and I
did not understand the road situation when there were not
streetlights.

* The automatic photography timing should be not fixed and more
flexible.

* The photography timing sould be determined when the audience
can understand the road situation from the still-picture
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weather condition is bad. An effective photography timing 

algorithm needs to be studied based on the hypotheses to 

provide high demand still-pictures to the audience. 

6 PHOTOGRAPHY TIMING ALGORITHM 

We developed two photography timing algorithms to 

verify the hypotheses. The first algorithm changes the 

photography timing based on road situation utilizing sensors 

of a smartphone. This algorithm takes into account the first 

hypothesis. The second algorithm changes the photography 

timing based on audience request in addition to road 

situation. This algorithm takes into account the second 

hypothesis.  

To develop the first algorithm, we researched similar road 

information services and what types of road information is 

utilized. Table 2 shows the result. The SAFETY MAP [10] 

which is provided by Honda uses sudden braking 

information for detecting unsafe points. The EuroRAP 

(European Road Assessment Programme) [11] which aims 

to reduce death and serious injury uses vehicle speed and 

road surface information. SafeRoadMaps [12] which is 

developed by University of Minnesota and Claremont 

Graduate University uses road surface, traffic and weather 

information for safety alerts. Mi Drive [13] which is 

provided by Michigan Department of Transportation 

(MDOT) uses vehicle speed and weather information for 

safety information. From these results, the first algorithm 

collects vehicle speed, sudden braking, road surface, traffic, 

and weather information by smartphone sensors and changes 

the photography timing based on these information. 

Figure 6 shows the photography timing algorithm based on 

road situation. The algorithm starts operation when the 

driver puts on the brake. If the number of brakes for a given 

length of time is greater than 5, the algorithm shorten the 

interval of photography timing because a lot of brakes mean 

current road is congested [14]. If the number of brakes is 

below 5, it checks intensity of the brake to detect a sudden 

brake. The interval of photography timing is shortened when 

acceleration of z-axis which is anteroposterior acceleration 

of the vehicle is greater than 0.5G. If the acceleration of z-

axis is below 0.5G, the algorithm checks acceleration of x-

axis which is vertical acceleration of the vehicle and its 

speed to detect irregularity of road [15]. If the road is bumpy, 

the algorithm shortens the interval of photography timing. 

Otherwise, the interval will be initialized. After that, the 

algorithm checks weather and daylight sensing intensity of 

luminance. If the weather is clouded or rainy, the algorithm 

shorten the interval of photography timing. If it is in dark, 

the algorithm initializes the interval because the still-picture 

will be black one.  

For the second algorithm which introduces audience 

request, in addition to the first algorithm, it shortens the 

interval when an audience request is received. The audience 

requests are sent from audience clients by pushing on a 

request button on the user interface. If our hypotheses are 

true, the first algorithm based on road situation will be more 

effective than the fixed interval one and the second 

algorithm will be more effective than the first algorithm. 

7 EVALUATION 

We introduced the two algorithms of photography timing 

to the prototype system and evaluate how well the system 

provide profitable road information to the audience. We 

compared the effects of the fixed interval scheme and the 

algorithm based on road situation and the algorithm based 

on road situation and audience request in an evaluation 

experiment.  

7.1 Environment 

A broadcaster drove on a predefined route near our 

university as shown in Fig. 7 and broadcasted the driving 

scene with the prototype system switching the photography 

timing algorithms. The fixed or initial interval was set to 60 

seconds. The smartphone which was used for the experiment 

was the au Galaxy S II. The maximum upload speed was 1.8 

Mbps and download speed was 3.1 Mbps. The route 

included a broad road with heavy traffic, a narrow road in 

the neighborhood of housing estate, and a narrow road with 

many slopes and curves.  

Figure 8 shows the user interface for evaluation. Subjects 

viewed the broadcasting using the audience client of PC 

version. A button for audience request, a question and 

answer section for the evaluation were added to the audience 

client. The subjects were 20 students who were from 19 to 

22 years old, 17 male students and 3 female students. We 

conducted five broadcastings under the condition as shown 

in Table 3. 

Figure 6:  the photography timing algorithm based on 

road situation 

Intensity 
of brakes

up-and-down

Normal road
(initialize interval)

z > 0.5G

Sudden brake
(shorten interval)

z  <= 0.5G

Congestion
(shorten interval)

B: Number of brakes for a given length of time 
L: Luminance
S: Vehicle speed 
x: Acceleration of x-axis
z: Acceleration of z-axis

x > 0.25G

x <= 0.25G

Vehicle
speed

Irregularity of road
(shorten interval)

S < 30km/h

Number of 
brakes

B > 5

B <= 5

S > 30km/h

Start

Intensity of 
luminance

50000lx <= L 100lx < L < 50000lx L <= 100lx

Sunny
(no change)

Clouded/Rainy
(shorten interval)

Dark
(initialize interval)

Table 2: Utilization of road information in similar services 

Service Name Vehicle
Speed

Sudden 
Braking

Road
Surface

Traffic Weather

SAFETY MAP ○

EuroRAP ○ ○

SafeRoadMaps ○ ○ ○

Mi Drive ○ ○
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7.2 Results 

Figure 9 shows the evaluation result comparing with each 

algorithm. We asked 5 questions to the subjects and they 

scored each question on 5-point scale. The blue bar shows 

the scores of the fixed interval one, the red bar is the 

algorithm based on road situation, and the green bar is the 

algorithm based on road situation and audience request. The 

first question shows usefulness of the proposed system for 

the route selection. The second question shows adequateness 

of the photography timing. The third, fourth and fifth 

questions show the understandability of weather, congestion 

and irregularity on the road respectively. For all questions, 

the green bar which is the score result of the algorithm based 

on road situation and audience request is the highest. The 

score exceed 3 point which is the average score. Especially, 

the score of the second question exceeds 4 point. The red bar 

which is the score result of the algorithm based on only road 

situation is higher than the blue bar which is that of the fixed 

interval one. Meanwhile the red bar scores below the 

average score on first, second and fifth questions. This result 

shows the audience request is effective to provide timely 

still-pictures for sharing road information. This means that 

one of our hypotheses, “the demand of road information is 

different from person to person” is verified. 

Figure 10 shows the number of still-pictures of each 

algorithm in different weather conditions. The horizontal 

axis indicates elapsed time from the beginning of the 

broadcasting. The vertical axis indicates the accumulated 

number of still-pictures. The algorithms were switched at the 

boundary of the vertical dotted line. From this graph, we 

found the number of still-pictures increased in worse 

weather conditions. Thus, the snowy condition increased the 

number of still-picture than rainy and cloudy conditions 

because the road surface was in the worse condition by 

fallen snow. The sensors of the broadcaster smartphone 

detect it and the algorithms shorten the photography interval. 

Considering the result of the questionnaire in Fig. 9 and the 

result of the number of still-pictures in Fig. 10, one of our 

hypotheses, “the demand of road information is changed 

depending on the road situation” is verified. 

Figure 7: The driving route of the experiment 

• Zone from A to B
Using fixed interval

• Zone from B to C
Using road situation algorithm

• Zone from C to D
Using road situation and 
audience request algorithm

Table 3: The condition of the broadcastings 

Date Time Weather Num of Subjects

11/17 15：40~15：50 Rainy 5

11/25 13：00~13：40 Cloudy 2

11/26 15：30~16：10 Rainy 3

12/11 13：00~13：40 Cloudy 5

12/24 13：45~14：30 Snowly 5

Figure 8: The user interface for evaluation 

Figure 9: The result of the questionnaire comparing 

with each algorithm 
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分かるか？

車両の混雑具合，渋滞の
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走行している道路の天候

は分かるか？

画像が表示されるタイミン

グはどうか？

目的地までの経路選択に

利用するか？

センサ+視聴者リクエスト

センサ情報

一定間隔

Did you want to use this system 
for the route selection?

Was the display timing of the still-
pictures appropriate?

Was the weather understandable 
on the route?

Did you understand how 
congested is the road?

Did you understand how bumpy
was the road?

Using road situation and audience request

Using road situation

Fixed interval

Score

Figure 10: The number of still-pictures of each algorithm 
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a smartphone, and based on road situation and audience re-

quest. From the evaluation, we found the algorithm based on 

road situation and audience request was most effective and 

our two hypotheses were proven.  

In future work, we will improve the usability of the pro-

posed system (e.g. the audience can see the vehicle infor-

mation of the broadcasting in addition to still-pictures, and 

can watch the past broadcast programs by archiving envi-

ronment.). We will also study a business model to provide 

more motivation to broadcast the driving. 
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Figure 11: The amount of data traffic of each algorithm 

At last, we evaluated the amount of data traffic of each al-

gorithm in order to realize stable broadcasting without large 

increase in data traffic. Figure 10 shows the amount of data 

traffic of each algorithm. The horizontal axis indicates 

weather and the vertical axis indicates the amount of data 

traffic. The green, red and blue bar means the same as  
Fig. 11.  From this graph, we found the data traffic increased 

in rainy and snowy weather conditions but the amount could 

be acceptable value. The amount of data traffic was highest 

in the snowy weather condition with audience request and it 

was about 24 MB. Comparing with the red bar, the data traf-

fic increased about 30 % in the snowy weather condition. 

However, if we used a video streaming for sharing road in-

formation by Ustream in the same condition, the data traffic 

got about 114 MB. Since the algorithm based on road condi-

tion and audience request reduces about 80 % data traffic 

comparing with the video streaming scheme and realizes 

high user satisfaction, our proposed system can be effective 

and the photography timing algorithm should be based on 

road situation and audience request.  

 Additionally we asked the subjects about attention points 

in driving a vehicle for the future research. Figure 12 shows 

the results. The most subjects answered paying attention to 

the weather and it coincide with the result of figs. 10 and 11. 

Road irregularity and frequency of congestion which were 

introduced to our algorithm were also important for half the 

number of the subjects. These factors improved scores of 

our algorithms. On the other hand, road structure such as 

number of lanes, distance and time to the destination were 

important for more than half the number of the subjects. 

These factors will be effective to improve our algorithms for 

the future. 

8 CONCLUSION 

In this paper, we proposed a road information sharing 

scheme with a still-picture Internet broadcasting system. 

From the preliminary experiment, the right photography 

timing was an issue for the system. About the photography 

timing, we proposed two hypotheses that “the demand of 

road information is changed depending on the road situa-

tion” and “the demand of road information is different from 

person to person”. Based on the hypotheses, we developed 

two photography timing algorithms which changes the pho-

tography timing based on road situation utilizing sensors of 
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Abstract - A model checking technique proves that a given
system satisfies given specifications by searching exhaustively
a finite transition system which represents the system’s whole
behavior. If the system becomes large, it is impossible to ex-
plore the whole states in reasonable time due to both of CPU
time used and memory space where the model is stored. This
is called the state explosion problem. One of the solutions to
avoid the state explosion problem is using a model abstrac-
tion technique. In usual, constructing such an abstract model
from the original model becomes error-prone. Hence, auto-
matic generation techniques of abstract models are studied.
Especially, Counter-Example Guided Abstraction Refinement
(CEGAR) is considered as a promising technique because it
automatically refines abstract model if the result is spurious,
starting from a small abstract model. We have already pro-
posed a concrete CEGAR loop for a timed automaton. This
iteration loop refines the model in fine granularity level. It
avoids the state explosion, however, the number of loops in-
creases. This paper proposes a revised technique where mul-
tiple counter-examples are simultaneously applied in the re-
finement step of CEGAR. This device reduces the number of
iteration loops. Experimental results show the improvement.

Keywords: CEGAR, Timed Automaton, Model Checking

1 INTRODUCTION

Recently, information systems play important roles in so-
cial activities, thus software reliability becomes important.
Model checking techniques [6] prove that a given system sat-
isfies given a specification by searching exhaustively a finite
transition system which represents the system’s whole behav-
ior. As systems become larger and more complicated, how-
ever, it is difficult to prove the reliability of the systems by
model checking, because they need searching for whole states
completely. For a large system, it is impossible to explore the
whole states in reasonable time. Sometimes its model size be-
comes larger than physical memory size of typical computers.
This is called the state explosion problem.

One of the solutions to avoid the state explosion problem is
a model abstraction technique.

In usual, constructing such an abstract model from the orig-
inal model becomes error-prone. Hence, automatic genera-
tion techniques of abstract models are studied.

However, such abstraction techniques in general cannot ap-
propriately control the model size. We want an appropri-
ate abstract model which is small enough to perform model
checking and also precise enough to obtain a correct answer
by model checking.

In order to obtain a better abstract model, automatic itera-
tion techniques to perform whole cycle of abstraction, model
checking, simulation, and refinement, have been studied.

Counter-Example Guided Abstraction Refinement (CEGAR)
[8] is the root of such studies.

In verification of real-time systems, a timed automaton is
used [4], which can represent behavior of a real-time system.
For a timed automaton, a real-valued clock constraint is as-
signed to each state of finite automaton (called a location).
Therefore, it has an infinite state space which is represented
in a product of discrete state space made by locations and
continuous state space made by clock variables. In a tradi-
tional way of model checking for a timed automaton, using
the property that we can treat the state space of clock vari-
ables as a finite set of regions, thus we can perform the model
checking on a timed automaton. The size of the model, how-
ever, increases exponentially with clock variables; thus, an
abstraction technique is needed.

Paper [18] firstly shows a concrete CEGAR loop for timed
automata based on predicate abstraction techniques. It uses
two abstraction models, over-approximation and under-approxi-
mation, while our previous approach [19] constructs an ab-
straction model based on only over-approximation. Their ap-
proaches are similar to our approach in a sense that a location
is divided into two state while abstraction. Paper [19] pro-
posed a concrete CEGAR loop for timed automaton. This
iteration loop refines the model in fine granularity level. It
avoids the state explosion, however, the iteration grows.

1.1 Contributions

This paper proposes a revised technique where multiple
counter-examples are simultaneously applied. This device re-
duces the number of iteration loops.

CEGAR automatically generates a moderate model to per-
form model checking, but sequential application of counter-
examples might consume time and memory space. Our method
reduces the number of iteration loops, therefore, it also re-
duces time and space.

The concrete contributions are summarized as follows.
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1. We consider a new CEGAR loop (algorithm) in which
multiple counter-examples are simultaneously applied.

2. We give proofs for the algorithm including its termina-
tion.

3. We prototyped the algorithm, performed experiments
and obtained results which show effective performance
of our proposed algorithm.

1.2 Related Work

Other related work include papers [13, 9, 11, 7, 3, 14], and
[16].

He et al. [13] has proposed a time abstraction technique and
CEGAR loop with time abstraction technique and a composi-
tional technique. The compositional technique reduces state
explosion occurring when we produce a product automaton
from a network of timed automata. Paper [9] proposes ab-
straction using lattice structure and its based model checker.
Paper [11] mentioned an abstraction method for timed au-
tomata. Papers [7] and [3] deal with hybrid automata and
provide CEGAR for the model. Paper [14] proposes CEGAR
loop for probabilistic automata. Paper [16] use SAT solvers
for model abstraction.

None of these approaches, however, deals with refinement
with multiple counter-examples.

1.3 Organization of the Paper

This paper is organized as follows. Section 2 presents intro-
ductory material related to timed automata. Section 3 presents
a short review of our previous proposed CEGAR for timed au-
tomata. Section 4 will provide our proposed multiple counter-
examples abstraction refinement loop. Section 5 will shortly
give explanation on our prototype system. Section 6 and 7
provide experimental results and discussions, respectively. The
final section concludes the paper.

2 PRELIMINARIES

Here, we give a definition of a timed automaton and its
related notions.

2.1 Timed Automaton

No one can control flow of time. One can only measure
time using clocks.

A timed automaton also uses clocks to refer time. The
clocks can be regard as precise analog clocks. Every clock
autonomously uniformly and at the same rate increases the
value, independently from the behavior of timed automaton.
A timed automaton cannot control the clocks except for reset;
it can neither put some clocks forward, backward nor stop
them. It can only reset some of clocks. The reset clocks make
their values 0. they, however, immediately increase their val-
ues again.

Definition 2.1 (Clock setC). ByC we denote a finite set of
clocks. Byxi (0 ≤ i ≤ |C| − 1) we denote an element (each
clock) inC.

When there is no confusion we might use literals (without
index)x, y, z, and so on to denote clocks.

Since each clock has its time value as a non-negative real,
notion of “clock evaluation” is needed.

Definition 2.2 (Clock Evaluation). Clock evaluationν(∈ R|C|
≥0 )

for clock setC is a |C|-dimension vector overR≥0.
An i-th elementνi of ν corresponds to the time value of

clockxi.

We use the term “evaluation” according to the original pa-
per [1]. Paper [1] defines the evaluation as a mapping from
clocks to reals, however, we defineν just as a real vector,
in this paper. Since clock evaluation changes according to
the elapsed time, and a timed automaton might reset some of
clocks to0 when a transition fires, we introduce two opera-
tions on clock evaluation.

Definition 2.3 (Operations on Clock Evaluation). For a real
valued, ν + d = (ν0 + d, ν1 + d, . . . , ν|C|−1 + d).

For a set of clocksr, r(ν) = (r(ν0), r(ν1), . . . , r(ν|C|−1)),
where

r(νi) =

{
0 : xi ∈ r,
νi : otherwise .

(1)

The first operation+d means that every clock increases its
value uniformly and at the same rate. The second operation
r(·) means that every clock specified inr are reset.

Next we define clock constraints onC, which are used as
guards and invariants of a timed automaton.

Definition 2.4 (Differential Inequalities onC). Syntax of a
differential inequalityin on a clock setC is given as follows:

in ::= xi − xj ∼ a

| xi ∼ a,

wherexi andxj ∈ C, a is a literal of an integer constant,
and∼∈ {≤,≥, <,>}.

Differential inequalitiesxi ∼ a andxi − xj ∼ a are true
iff νi ∼ a andνi − νj ∼ a are true, respectively.

Definition 2.5 (Clock Constraints onC). Syntax of a clock
constraintcc on a clock setC is given as follows:

cc ::= true | in | cc ∧ cc,

wherein is a differential inequality onC.
cci ∧ ccj is true iff both cci andccj are true.
By c(C), we denote whole set of clock constraints on a

clock setC.

Since clock constraintf can be regarded as a function

f : C → {true, false},

we introduce a notationf(ν). It is evaluated to true or false
by evaluating each clockxi asνi.

Now we can formulate a timed automaton. The semantics
of timed automaton, however, will be defined later through a
labelled transition system.
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Figure 1: An Example Timed Automaton Representing Mug-
light

Definition 2.6 (Timed Automaton). A timed automatonA is
a six-tuple(A,L, l0, C, I, T ), where
A: a finite set of actions;
L: a finite set of locations;
l0 ∈ L: an initial location;
C: a clock set;
I : L → c(C): a mapping from a location to a clock con-
straint, called a location invariant, or simply an invariant;
and
T ⊂ L × A × c(C) × 2C × L is a set of transitions, where
c(C) is a set of clock constraints; and2C is a super set of sets
of clocks.

Elements of the first and lastL stand for locations the tran-
sition starting from and going to, respectively. An element of
A is an action associated with the transition. A clock con-
straint in c(C) of the transition is called a guard. An element
in 2C is called a set of clocks to be reset.

We denote(l1, a, g, r, l2) ∈ T by l1
a,g,r→ l2.

Example 1. Figure 2.1 is an example of a timed automaton,
AL = ({press}, {off, dim, bright}, off, {x}, ∅, T ), whereT =

{off press,true,{x}→ dim,

dim
press,x≤10,∅→ bright,

dim
press,x>10,∅→ off,

bright
press,true,∅→ off} .

Please note that guards with valuetrue, and empty clock
resets are omitted in Fig. 2.1,

Example 1 shows a timed automaton representing behavior
of a mug-light with two brightness modes. Here, we infor-
mally explain the behavior of this time automaton. The ini-
tial state is location “off” and the value of clockx is 0. If
“press” action fires, then state is changed to location “dim”,
which means that the mug-light is dim. With this transition
the value of clockx is reset to 0. The control of a timed
automaton can stay in a location as long as its invariant is sat-
isfied. Unfortunately, the example has no location invariants.
At location “dim,” the control can stay any unit of time. If
the value of clockx is greater than 10 units of time, “press”
action changes the location to location “off,” which means
the mug-light is switched off. Otherwise,i.e., the value of
clock x is less than or equal to 10 units of time, “press” ac-
tion changes the location to location “bright,” which means
that pressing twice immediately makes the mug-light bright.
At location “bright,” “press” action changes the location to
location “off,” regardless of the value of clockx.

Example 2 is another example to explain evaluation of a
guard and an invariant.

Example 2. Let assume thatC andI(l2) (a location invari-
ant for l2) are {x, y} and y > 6, respectively. Consider a

transitionl1
a,x>0∧y≥3,{y}→ l2.

For a clock evaluationν = (8.2, 5.1), the values ofr(ν),
g(ν), and I(l2)(r(ν)) are (8.2, 0), true, andfalse, respec-
tively.
the following expressions are the deriving processes.
r(ν) = r(8.2, 5.1) = (8.2, 0)
g(ν) = g(8.2, 5.1) = 8.2 > 0 ∧ 5.1 ≥ 3 =true
I(l2)(r(ν)) = I(l2)(8.2, 0) = 0 > 6= false.

Dynamic of a timed automaton can be expressed via a set
of locations and a set of clock evaluations. Changes of one
state to a new state can be as a result of firing of an action or
elapse of time.

In order to define the semantics of a timed automaton, we
firstly define a labelled transition system.

Definition 2.7 (Labelled Transition System).A labelled tran-
sition system (LTS) is three-tuple(S, s0, T ), whereS, s0 ∈ S
andT are a finite set of states, an initial state, and a set of
transitions, whereT ⊂ S × (A ∪ R≥0)× S.

The first and last elements inS stand for states the transi-
tion starting from and going to, respectively.A is a finite set
of actions.

Transition(s, α, s′) of LTS is denoted bys
α⇒ s′ .

We can define a run of an LTS.

Definition 2.8 (A Run of an LTS). A run of LTS(S, s0, T ) is
defined as follows.
s0

α⇒ s′ is a run of(S, s0, T ), if s0
α⇒ s′ ∈ T .

Let σi be a run of(S, s0, T ), ending with statesi. For
si

α⇒ sj ∈ T , andσi, σi
α⇒ sj is also a run of(S, s0, T ).

Definition 2.9 (Semantics of a timed automaton). For a given
timed automatonA = (A,L, l0, C, I, T ), its corresponding
LTS(S, s0, T ) can be formalized as follows.

S = L× R|C|
≥0 .

s0 = (l0,0), where0 is a |C|-dimension vector and each
of whose elements is 0.

Transitions
α⇒ s′ is defined by Definition 2.10.

Definition 2.10(Semantics of transion of a timed automaton).
For transition l1

a,g,r→ l2, its corresponding transition of LTS
can be defined as follows.

g(ν), I(l2)(r(ν))

(l1, ν)
a⇒ (l2, r(ν))

,
∀d′ ≤ d I(l1)(ν + d′)

(l1, ν)
d⇒ (l1, ν + d)

The first one is called an action transition, while the other
is calleda delay transition.

The first rule can be interpreted as follows. If the current
clock evaluation satisfies the guard, and after some of clocks
in r are reset, the new evaluationr(ν) also satisfies the invari-
ant of locationl2, then(l1, ν)

a⇒ (l2, r(ν)) can be fired.
The rest rule can be interpreted as follows. For some real

d, and anyd′ such thatd′ ≤ d, the obtained clock evaluation
ν + d′ satisfies the invariant of locationl1, then the control
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can stay in locationl1, but d units of time has elapsed. In
other words, thecontrol can stay inl1 until d units of time has
elapsed.

Please note that an action transition does not consume time,
while a delay transition consumes time staying in the same
location.

Definition 2.11 (run of a timed automaton).For a timed au-
tomatonA , a runσ is a finite or infinite run of its correspond-
ing LTS.
σ = (l0, ν0)

α1⇒ (l1, ν1)
α2⇒ (l2, ν2)

α3⇒, . . . ,
whereα ∈ A ∪ R≥0.

In usual, as a run of a timed automaton, we only consider an
alternate run of delays and actions, in which delay transitions
and action transitions alternately occur.

Example 3. One of possible runs ofAL is

(off, (0))
0.5⇒ (off, (0.5))

press⇒ (dim, (0))
9.8⇒ (dim, (9.8))

press⇒ (bright, (9.8)) · · · .

Please note that in the run of Example 3, delay transitions
and action transitions alternately occur.

For further detail about time automata, refer to [4] and [20].

2.2 Model Checking

Model checking of an automaton can be formulated as fol-
low.

Definition 2.12 (Model Checking).
Input1: an automatonA
Input2: a temporal logic expressionp
Output:A |= p or A ̸|= p
Output(optional): IfA ̸|= p, then a counter-exampleCE

In usual, Computational Tree Logic (CTL) is used as a tem-
poral logic for a timed automaton [4].

Intuitively A |= p means that the behavior (possible runs)
of A satisfies the property expressed inp. AutomatonA is
also called a model. Thus, model checking is checking pro-
cess whether a logic expressionp holds under the model rep-
resented inA.

Typical properties areAGq, EFq and so on.AGq andEFq
mean that “for any path, alwaysq holds,” and “for some path,
eventuallyq holds,” respectively.AG andEF are called tem-
poral operators.

For a states, we can consider a property¬EFs, which
means that starting from the initial state, the automaton can-
not reach the states.

Definition 2.13(Reachability Problem). Model checking of a
property¬EFs (onA) is called reachability problem (onA).

Reachability problem is a fundamental and essential prob-
lem for model checking since the algorithm for reachability
problem is core of that of general model checking algorithm.

In this paper, we consider only reachability problem.
Counter-exampleCE is usually a run of automatonAwhich

specifies concretely that propertyp does not hold.
For reachability problem, its counter-example is a run to

reach states.

Nevertheless the number of states produced by a timed au-
tomaton is infinite due to the cardinality of reals, reachability
problem is decidable [4], since time space can be divided into
finite equivalence classes.

In papers [4] and [10], a data structure DBM is introduced
to represent clock constraints. Several operations on DBM are
also introduced. Using these operations, we can efficiently
calculate time space of timed automata.

Definition 2.14 (DBM (Difference Bound Matrix)).DBM is
a set of differential inequalities on two clock variables, and
represents a state space which satisfies all inequalities over it
(the state space is called azone).

DBM represents these set of inequalities as a|C0| × |C0|
matrix, whereC0 = C∪{ 0 }. Symbol0 is a special variable
which means a constant value0.

The(i, j)-th entry (Di j) of the matrix stands for a differ-
ential inequality ofxi − xj for xi, xj ∈ C0.

Suppose there is an inequalityxi − xj ⪯ n for ⪯∈ { <
,≤ }, the(i, j)-th entryDi j is represented by(n,⪯). When
xi − xj is unbounded, the entryDi j is represented by∞.

In addition, the upper bound and lower bound ofxi itself
are indicated byD0,i andDi,0, respectively.

A zone is the solution set of a clock constraint that is the
maximal set of clock assignments satisfying the constraint
[4]. It is well-known that such sets can be efficiently rep-
resented and stored in memory as DBMs.

There are several model checkers. Typical model checkers
produce one counter-example when a property does not hold.

Algorithms of model checking are essentially exhaustive
search of whole possible runs. Therefore, if the number of
states becomes larger, the complexity becomes larger expo-
nentially or intractable. Such a situation is called “state ex-
plosion.” Thus, we have to reduce the number of states by
automatic abstraction.

3 CEGAR FOR TIMED AUTOMATA

In usual, CEGAR loop firstly generates small abstract model
from the original model. The first abstract model is small
enough to perform model checking, however it is usually “over-
approximated,”i.e., many states are extremely merged into a
same state. Therefore, model checking process usually pro-
duces a spurious counter-example for the first abstract model.
Using the counter-example, CEGAR loop automatically gen-
erates a next abstract model, which has more states than the
former. Using the next abstract model, we perform model
checking again. Such iteration relaxes the over-approximation
step by step. At some point of the iteration, we would obtain
an appropriate abstract model for model checking.

3.1 Basic Algorithm

This section provides the base algorithm on abstraction re-
finement technique for the timed automata given in [18] and
[19]. As mentioned above the algorithm in [18] and that of
[19] is similar in abstract level. However, this paper proposes
an extended method of [19], therefore, we describe the base
algorithm based on [19].
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Figure 2: Basic Flow of CEGAR

Definition 3.1 (Abstraction assumption).The following con-
dition is called Abstraction assumption.∀i > 0 : (Mi |=
p → M0 |= p), whereMi is i-th abstract model. ModelM0

is the original model.

The abstraction assumption should hold during CEGAR
loop.

CEGAR loop [8] consists of the following four steps, namely
Initial abstraction, Model checking,Simulation, andRefine-
ment.

Figure 2 shows the basic flow of CEGAR loop.

1. Initial abstraction
An original modelM0 and a propertyp are given as
input, and we abstract the original modelM0 and obtain
an initial abstract modelM1.

We abstract the model preserving the abstraction as-
sumption.

2. Model checking
We perform model checking on the abstract modelMi.
If a model checker outputsMi |= p, then we can con-
clude thatM0 |= p by the abstraction assumption. Then,
we stop the loop. Otherwise,i.e., the model checker
outputsMi ̸|= p. Also a counter-examplêρi is gener-
ated. We have to check every counter-example inPi on
the original modelM0, wherePi is a set of concretized
runs onM0, each of which is obtained from̂ρi by ap-
plying inverse of abstraction functionh.

3. Simulation
We check every concretized run inPi on the original
modelM0. If one of them is executable onM0, then
we conclude thatM0 ̸|= p, because the found run is
a real counter-example onM0 and the propertyp. If
none of them is executable onM0, we have to refine
Mi so that model checking onMi+1 does not produce
the counter-examplêρi.

We should notice that checking every run inPi onM0

can be performed symbolically using symbolical pre-
sentation onPi or ρ̂i. We say that̂ρi is spurious when
none inPi is executable onM0.

4. Refinement
If ρ̂i is spurious, then we refineMi so that model check-
ing onMi+1 does not produce the counter-exampleρ̂i.

TheMi+1 is obtained automatically usinĝρi. We re-
peat the loop by go to Model checking withMi+1.

In our previous work [19], we give a concrete algorithm of
CEGAR for a timed automaton. In the work, we only consider
the reachability property asp. Thus, we check that¬EFle,
wherele is an error location. The error location is a location
where we think the control never reach.

The following subsections describe the details of each step.

3.2 Initial Abstraction

In Initial abstraction, we remove all of clock attributes from
the given timed automaton [19].

Definition 3.2 (Abstraction Functionh). For a timed automa-
ton A and its semantic model (LTS)(S, s0,⇒), an abstrac-
tion functionh : S → Ŝ is defined as follows:

h((l, ν)) = l.

The inverse functionh−1 : Ŝ → 2S of h is also defined as
h−1(ŝ) = (l,DI(l)) whereŝ = l andDI(l) is a region satis-
fying I(l) representing by DBM.

Definition 3.3 (Abstract Model). An abstract modelM̂ =
(Ŝ, ŝ0, ⇒̂) of a given timed automatonA is defined as fol-
lows:

• Ŝ = L;

• ŝ0 = l0; and

• ⇒̂ = {(l1, a, l2) | l1
a,g,r→ l2 ∈ T}.

For A , using its LTS(S, s0,⇒), we can say that̂⇒ is

{(h(s1), a, h(s2)) | s1
d⇒ s1′ , s1′

a⇒ s2 ∈⇒}.
The i-th abstract modelM̂i = (Ŝi, ŝi,0, ⇒̂i) is obtained

from thei-th timed automatonAi = (Ai, Li, li,0, Ci, Ii, Ti)
by Definition 3.3.

Definition 3.4 (Abstract Counter-Example). A counter-example
onM̂ = (Ŝ, ŝ0, ⇒̂) is a run of states of̂S and labels. An ab-
stract counter-examplêρ of lengthn is represented in̂ρ =

ŝ0
a1⇒ ŝ1

a2⇒ ŝ2
a3⇒ · · · an−1⇒ ŝn−1

an⇒ ŝn. A setP of runs onA
obtained by concretizing a counter-exampleρ̂ is also defined
as follows using the inverse functionh−1:

P = {s0
d0⇒ s′0

a1⇒ s1
d1⇒ s′1

a2⇒ s2
d2⇒ · · · an⇒ sn |∧n−1

i=0 (si ∈ h−1(ŝi) ∧ di ∈R≥0 ∧ si
di⇒s′i ∧ s′i

ai⇒si+1}.

We assume that a counter-example is a finite run [19]. We
restrict the property to check as reachability, this assumption
is reasonable. For a case of loop structures, see [19].

Example 4 shows an example of Initial Abstraction.

Example 4. Figure 3 shows a timed automaton and its ab-
stract model.

The original timed automaton isA0 (= M0). Its abstract
modelM̂0 is just an automaton without clock constraints.
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Figure 3: An Example of Abstraction

Figure 4: An Example of Simulation

3.3 Model Checking

Abstract modelM̂i is a just automaton, therefore, wecan
use several model checkers at this step. In Paper [19], we use
UPPAAL to model check. In our new proposed method, how-
ever, we use our original model checker in order to produce
multiple counter-examples.

Example 5. For an abstract modelM̂0 in Fig. 3, a property
¬EFC does not hold, since clearly we can reach stateC from
the initial stateA.

Any appropriate model checker outputŝM0 ̸|= ¬EF C and
its counter-exampleA → B → C.

3.4 Simulation

Using the DBM library provided by UPPAAL team, we
have developed a simulation program. LetPi be a set of con-
cretized counter-examples produced byρ̂i, which is a counter-
example ofM̂i.

Instead of checking each element ofPi, we use DBM and
ρ̂i to simulate onA0 using symbolic simulation technique.

Example 6 shows an example process of Simulation.

Example 6. Figure 4 shows an example process of Simula-
tion.

Simulation checks whetherA → B → C is possible on the
original A0 using symbolic simulation technique. At location
A, we use a DBM structure representingx = 0 ∧ y = 0,
which stands for the initial state. SinceA has no invariant, we
change the DBM structure to representx = y, which shows
that clocksx and y increase their values at the same rate.
According to the counter-example, we move to locationB.
At locationB, we obtain a DBM structure representingx =

Figure 5: Relation among the Models derived by Refinement

Figure 6: An Example of Refinement

y ∧ x ≤ 1. At this point, we find that transitionB → C
cannot fire since the guard of transitionB → C, i.e.,y = 2
and current clock constraintx = y∧x ≤ 1 are conflict. Thus,
x ≤ 1 ∧ y = 2 ∧ x = y is false.

We can find that at locationB there are no transitions due
to time constraints.

3.5 Refinement

The (i + 1)-th abstract modelM̂i+1 is obtained from a
timed automatonAi+1 using the abstraction functionh. The
(i + 1)-th timed automatonAi+1 is obtained from thei-th
timed automatonAi and a counter-examplêρi.

Paper [19] shows a concrete algorithm for refinement (see
Appendix A). We call the algorithm Algorithm 1 (or Refine-
ment). Algorithm 1 has two inputsAi and ρ̂i, and outputs
Ai+1.

Figure 5 summarizes the relation among the models.
In usual, Algorithm 1 appends additional locations and tran-

sitions toAi so thatM̂i+1 can tell two states which are merged
in M̂i as a result of over-approximation.

Example 7 shows an example process of Refinement.

Example 7. We use the same example in Example 6. Figure
6 depicts the result of applying of Refinement t the original
timed automaton.
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Applying Algorithm 1, the refinement algorithm, we can ob-
tain the refined timed automatonA1 and its corresponding
abstract automatonM̂1.

We can also see that on̂M1 we cannot reach the error lo-
cationC.

Paper [5] shows that clock conditions in a form ofx−y < c
cannot be dealt with. Therefore, we assume that the following
assumptions in the paper.

Assumption 1.

1. We only check reachability:¬EFle for model checking.

2. The target timed automaton is diagonal-free, which means
that the timed automaton does not contain clock condi-
tions in a form ofx− y < c[5].

3. We assume that a counter example is a finite run.

Hereafter, we assume that Assumption 1 always holds in
this paper.

4 OUR NEW REVISED CEGAR LOOP

Our revised CEGAR loop differs in Model Checking, Sim-
ulation, and Refinement from the previous one.

Here, we describe each of them.

4.1 Model Checking

Normally, a model checker produces at most one counter-
example. In our algorithm, we use master-worker configu-
ration. Each worker performs model checking and generates
a counter-example which we expect to be different to others.
We describe how each worker generates a counter-example
which we expect to be different to others, in Section 5.

4.2 Simulation

If one of counter-examples obtained by workers can be ex-
ecuted onA0 = M0 symbolically, then we conclude that
A ̸|= ¬EFle. Otherwise we perform Refinement using the
counter-examples.

4.3 Refinement

The master gathers counter-examples from the workers, and
performs MultipleRefinement (Algorithm 2) shown in Fig. 7.

Using Algorithm 1, Algorithm 2 in Fig. 7 applies each
counter-examplêρ in a givenSi. The result is sequentially
reflected in the given timed automatonAi+1. In the “for loop
body,” if a ρ̂ is not executable on the current tentativeAi+1,
then for such a counter-example, Algorithm 1 is not applied.
The next counter-example inSi is chosen and the process is
repeated.

4.4 The Difference between Our Previous
Approach and the New Approach

Here, we describe the difference between our previous ap-
proach [19] and the new proposed approach.

MultipleRefinement
InputsAi, Si

OutputAi+1

/* Si = {ρ̂0, ρ̂1, · · · , ρ̂k} */
/* ρ̂j is a counter example produced by workerj */
Ai+1 := Ai

for ρ̂ : Si do
if ρ̂ is executable onAi+1 then

Ai+1 :=Refinement(Ai+1, ρ̂)
end if

end for
return Ai+1

Figure 7: Algorithm 2: MultipleRefinement

Figure 8: Relation between CE and Abstract Models

Hereafter, we use a simple figure showing the relation be-
tween counter-examples and abstract model like as Fig. 8,
instead of Fig. 5.

The previous approach [19] performs model checking on
an abstract model̂Mi. If a model checker says false, then
it also produces a counter-example. Based on the counter-
example, it performs Refinement and obtains the next abstract
model ˆMi+1.

In general, for a model, multiple counter-examples may
exit, if the property to check is not valid for the model. The
conventional CEGAR loop including our previous method,
the criterion which chooses a counter-example as its output
from such candidates of counter-examples, is fixed through
the loop.

For example, we might use a criterion that always chooses
the fast found one; we might use other criteria that always
chooses the shortest counter-example; and so on. For ease of
discussion, we call such a criterion a “Selection Scheme.”

The conventional approach first fixes its Selection Scheme,
then it repeats model checking and refinements from the ini-
tial abstract modelM̂0 and it finally obtains an adequate ab-
stract modelM̂n . Let us assume that the sequence of counter-
examples used in the process is[ρ̂0, · · · , ρ̂n−1].

Please note that̂ρi is generated from the fixed Selection
Scheme and the current abstract modelM̂i.

On the other hand, our new proposed approach first gener-
ates simultaneously multiple counter-examplesρ̂′0, · · · , ρ̂′k−1

from the the initial abstract model̂M0. It then applies these
ρ̂′0, · · · , ρ̂′k−1, regardless of the order, and obtains an abstract

109International Journal of Informatics Society, VOL.8, NO.2 (2016) 103-116



Figure 9: Difference between the Original and the Proposed
CEGARs

modelM̂ ′
k.

Please note that our new method does not fixes its Selection
Scheme. In other words, its Selection Scheme dynamically
changes in every sequence in the loop.

We summarize the difference between the original CEGAR
and the proposed CEGAR in Fig. 9.

The following question arises.
Even we assume thatk < n holds, we cannot conclude that

M̂ ′
k is the same as one of̂M1, . . . , M̂n. The reason is that the

set{ρ̂′0, · · · , ρ̂′k−1} is not subset of{ρ̂0, · · · , ρ̂n−1}. Please
recall thatρ̂i is determined by the fixed Selection Scheme and
a current abstract model̂Mi, while ρ̂′i is determined by any
uncertain Selection Scheme and the initial abstract modelM̂0

(of course in general,̂Mi).
Regardless the difference, we have to prove thatM̂ ′

k is an
adequate abstract model.

In this paper, we don’t prove that̂M ′
k is one ofM̂1, . . . , M̂n,

because it is not correct in logical.
Instead of it, we prove that̂M ′

k preserves Abstraction as-
sumption for the reachability problem.

4.5 Proof of the Algorithm

The problem is to ensure that Abstraction assumption is
preserved for simultaneous application of multiple counter-
examples.

Theorem 1 proves that Abstraction assumption is always
preserved nevertheless the order of applying multiple CEs
might vary.

Theorem 1. For a given set of counter-examplesSi, each of
which are generated from model checking onAi, M̂i+1 ob-
tained by Algorithm 2 (and abstraction functionh) preserves
Abstraction assumption.

Before the proof of Theorem 1, we describe the following
propositions.

Proposition 1. Termination of Algorithm 1 [19]
Algorithm 1 terminates for reachability problem.

Proposition 2. Preservation of Abstract Assumption [19]
Algorithm 1 preserves Abstraction assumption.

First we give proof of Theorem 2, which is weaker than
Theorem 1.

Theorem 2. For a given set of counter-examplesSi, each of
which are generated from model checking onAi, if M̂i pre-
serves Abstraction assumption, then̂Mi+1 obtained by Algo-
rithm 2 (and abstraction functionh) also preserves Abstrac-
tion assumption.

Please note thatSi is a set of counter-examples generated
from Ai with one application of model checking.

The previous approach obtains eachAi+1 by applyingρi
which is generated fromAi to Ai.

We have to take care of a counter-example which is inSi

but not inS.
Theorem 2 holds nevertheless above difference exists. The

proof, therefore, uses divide cases.
The following proposition Lemma 4.1 is used in both proofs

of Theorems 2 and 3.

Lemma 4.1. If ρj is executable onA(i+1)(j−1) thenρj is also

a counter-example on̂M(i+1)(j−1).

A proof of Theorem 2 can be given by induction on the
number of application of “for loop body” of Algorithm 2.

Proof. Let j be the number of application of “for loop body”
of Algorithm 2.

We denote a tentative timed automaton and its abstract model
by Aij andM̂ij , respectively.Aij stands for a tentative timed
automaton obtained fromAi by j times application of “for
loop body.” M̂ij also stand for its corresponding abstract
model. Therefore,Ai = A(i+1)(0) andM̂i = M̂(i+1)(0) hold.

We use proof by induction, induction onj.
Basis:
A(i+1)(0) = Ai. Thus,M̂(i+1)(0) is alsoM̂i. Hence, from the

precondition of Theorem 2, we can saŷM(i+1)(0) preserves
Abstraction assumption.
Inductive Step:
Let us assume that we have already performed(j − 1) times
the loop body, and obtained a tentative timed automaton namely,
A(i+1)(j−1).

Let also assume that̂M(i+1)(j−1) preserves Abstraction as-
sumption as an inductive assumption.

Now we consider a counter-exampleρj in Si.
Case 1:ρj is not executable onA(i+1)(j−1):
In such a case, Algorithm 1 is not applied. ThusA(i+1)(j) =

A(i+1)(j−1) holds. Hence,M̂(i+1)(j) = M̂(i+1)(j−1) also

holds. M̂(i+1)(j) also preserves Abstraction assumption by
the inductive assumpition.
Case 2:ρj is executable onA(i+1)(j−1):
In such a case, Algorithm 1 can be applied. The condition
“ρ j is executable onA(i+1)(j−1)” implies that “ρj is also a

counter-example on̂M(i+1)(j−1),” by Lemma 4.1. By this
fact, Proposition 2 and the inductive assumpition, we can con-
coclude thatM̂(i+1)(j) also preserves Abstraction assump-
tion.

In any case,M̂(i+1)(j) preserves Abstraction assumption.

Proof by induction, we can say that̂Mi+1 preserves Ab-
straction assumption.
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Figure 10: Model Correspondence between the Methods

Now a proof of Theorem 1 can bealso given By induction
on i.

Proof. Basis:
SinceM̂0 preserves Abstraction assumption [19], we can say
M̂0 preserves Abstraction assumption.
Inductive Step:
We assume that̂Mi preserves Abstraction assumption. By
Theorem 2 we can prove that̂Mi+1 preserves Abstraction as-
sumption.

Theorem 3. Termination of CEGAR loop
CEGAR loop using Algorithm 2 terminates.

Proof. By Proposition 1and the fact thatSi is finite set, Al-
gorithm 2 also terminates.

Next we prove the termination of CEGAR loop.
Let a sequencêρ0, ρ̂1, . . . , ρ̂d which are executable counter-

examples selected fromSi using Algorithm 2. The index is
selection order in Algorithm 2.

From Lemma 4.1, we can say that there is a correspond-
ing loop sequence where each of the loop is application of
ρ̂j(0 ≤ j ≤ d), in a VIRTUAL CEGAR loop (See Fig. 10).
VIRTUAL CEGAR loop is a simlar CEGAR to our original
CEGAR, but it uses different Selection Schemes for each ap-
plication of the loop body.

Please note that the correspondingρ̂ is choosed from the
set of possible counter-examples of the corresponding timed
automaton with a certain Selection Scheme. Thus, each Se-
lection Scheme is not the same but dynamically changed in
VIRTUAL CEGAR.

In a similar way to paper [19], we can say the size of states
in M̂i is also finite. Therefore, CEGAR loop terminates.

Figure 11 shows the difference between VIRTUAL CE-
GAR and our OriginalCEGAR [19]. Please note that Selec-
tion Scheme is dynamically changed in VIRTUAL CEGAR.
Therefore, the refined abstract models might be different.

Example 8 shows that the case the order does not affect the
refined abstract model.

Example 8. Let consider a timed automaton in Fig. 4.5. Due
to the clock constraints, neither a transition fromB to C nor
fromD toE is firable.

There are two counter-examples:A → B → C → E and
A → B → D → E.

Figure 11: Difference between VIRTUAL CEGAR and our
Original CEGAR

Figure 12: An Example Timed Automaton

First, let’s consider the case thefirst counter-example is
applied. Algorithm 1 generates a copyB1 from locationB,
and generates a transition fromB1 to D as well as a transi-
tion fromA to B1. Finally it removes transition fromA to B
(in Fig. 4.5). Next it applies the second counter-example. It
generates a new locationD1 and removes a transition from
B1 toD (in Fig. 4.5).

Next let’s consider the case the second counter-example is
firstly applied. It generates a new locationD1 then gener-
ates alsoB1. Finally, it removes a transition fromA to B.
The result is the same as Fig. 4.5. The application of the
first counter-example does not affect the shape of the timed
automaton.

Therefore, this example produces the same refinement. Note
that we cannot reach locationE fromA in Fig. 4.5.

4.6 Modularity of Our Parallel Execution
Scheme

Our proposed parallel execution algorithm is independent
of the original CEGAR loop algorithm, therefore for any cor-
rect CEGAR loop algorithm, our parallel execution scheme
also works correctly. The above proofs also are performed in-
dependently of the original CEGAR loop algorithm because
it uses assumptions on correctness of it. In other words, these
proofs are performed based on modularity scheme.

5 PROTOTYPE SYSTEM

Figure 15 depicts the overview of our prototype system.
We use RMI framework on Java for communication between
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Figure 13: Timed Automaton Refined withB-C Transition

Figure 14: Timed Automaton Refined withD-E Transition

the master and workers. Eachworker performs Model Check-
ing and Simulation for its assigned abstract model.

For efficiency, we introduce a modified algorithm, Algo-
rithm 2’ shown in Fig. 16.

The major differences between Algorithms 2 and 2’ is that
Algorithm 2’ does not check the executability. It improves the
efficiency. However, it means that Algorithm 2’ might per-
form Refinement using pseudo counter-example information.
Such a situation, however, does not occur because Algorithm
1 reconstructssucc list = ⟨(l0, D0), (l1, D1), · · · , (lk, Dk)⟩
before it transforms the timed automaton.succ list is a fea-
sible path with regard to the counter-example. Therefore,the
counter-example is not executable if and only ifsucc list is
an empty list. Ifsucc list is empty, no transformation is per-
formed. Consequently, Algorithm 2’ also works correctly.

In our implementation, each worker performs model check-
ing and simulation in the same cycle. This invent reduces cost
of exchange of data among model checking and simulation
steps.

The abstract model is the same among workers. Thus, we
have to give different parameters to workers in order for each
worker to generate different counter-examples.

As described after we use two strategies to generate counter-
examples: shortest traces and the fastest traces. For both of
the shortest traces and the fastest traces, the following param-
eter is used to generate different counter-examples. There
might be many shortest (fastest) counter-examples. Among
them, what counter-example is chosen by the worker can be a
parameter. In order to select different counter-example, we
use worker id and random selection for the selection. Of
course, if the number of worker is less than that of shortest

specification

concrete model

counter-example

specification 

is satisfied

specification 

is unsatisfied

Initial 

abstraction

Broadcast

Refinement

Consolidate

Model Checking

Simulation

Worker

Master

abstract model

specification

refined model

specification

Figure 15: Master-Worker Configuration for Our CEGAR

MutltipleRefinement (revised)
InputsAi, Si

OutputAi+1

/* Si = {ρ̂0, ρ̂1, · · · , ρ̂k} */
/* ρ̂j is a counter example produced by workerj */
Ai+1 := Ai

for ρ̂ : Si do
Ai+1 :=Refinement(Ai+1, ρ̂)

end for
return Ai+1

Figure 16: Algorithm 2’: MultipleRefinement Algorithm
(Revised)

counter-examples, then some workers mightchoose the same
counter-example.

6 EXPERIMENTS

6.1 Overview

We have performed experiments using two typical exam-
ples. One is Fischer’s mutual exclusion protocol. Severalp
processes with the same shape of an automaton share a critical
section. Mutual exclusion is established in a protocol using
clock variables. Therefore, it is a typical symmetric structure.

Another one is Gear Controller [17]. It is a model consist-
ing of an engine, a gearbox, a human interface, a gear con-
troller, and a clutch. It is a parallel system of hetero six com-
ponents.

Before applying our tool, we need to obtain a single timed
automaton presentation of Fischer’s protocol (and Gear con-
troller) since our proposed method cannot deal with a network
of timed automata, which is used in UPPAAL verifier in gen-
eral.

We performed the experiments under the following envi-
ronment.
Master

CPU: Intel(R) Core
TM

2 Duo
CPU L7700 1.80GHz

MM: 2.00GB
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Figure 17: The Number of Iterations : Fischer’s protocol

OS: Ubuntu 10.0.4
Workers(14 cpus)

CPU: Dual Core AMD Opteron
TM

Processor 2210 HE 1.80GHz
MM: 6.00GB
OS: CentOS 5.4

The purposes (research questions) of the experiments are
as follows.

1. How efficiently our proposed method works?

2. Are there any difference between:

(a) types of model structures?

(b) types of counter-examples used in CEGAR?

Research question 1 can be observed from how CPU times
and the number of iteration are reduced in increasing the num-
ber of workers.

Research question 2(a) can be observed by comparing the
two examples.

Research question 2(b) is hard to answer. We, however,
compare using two strategies, the fastest trace and the shortest
trace. The fastest trace uses multiple counter-examples with
smallest time delay. The shortest traces use multiple counter-
examples with shortest (in number of steps) traces. There are
many strategies on producing counter-examples. UPPAAL,
however, only supports the above two options. Therefore, we
think it is reasonable that we compare the two options.

6.2 Results

As CPU time, we measure the elapsed times for the com-
putation. The results are averages of five trials of the same
configurations.

Figures 17 and 18 show the results of the number of itera-
tion. The number of nodes stands for the number of workers.

In both of Fischer’s protocol and Gear Controller, the num-
ber of iteration decreases according to the number of workers.
The shortest trace for Gear Controller has little effect.

Figures 19 and 20 show the results of the CPU times. The
performance is improved according to the number of work-
ers, in Fischer’s protocol while Gear Controller shows worse
behaviors. The fastest trace also loses its acceleration but the
shortest trace requires more time from four workers.
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Figure 18: The Number of Iterations : Gear Controller
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Figure 19: Execution Times : Fischer’s protocol

7 DISCUSSIONS

We can see thatthe numbers of iteration are improved in
both of the cases, while CPU times are not. This observa-
tion supports that our proposed method is potentially effective
(w.r.t RQ1). Also w.r.t RQ2(a) and RQ2(b), we find there are
some differences.

However, we have to consider the reason why CPU time is
not improved. Two possibilities are considered on the results.

One is the following hypothesis: Refinement with multi-
ple counter-examples certainly refines parts of the automaton,
however, which are not essential parts of of the automaton for
verification of propertyp. Thus, the refinement increases the
size of the automaton, which increases CPU time.

The other one is the following hypothesis: The same counter-
examples are generated. If some of workers generate the same
counter-examples, then the efficiency becomes worse. Such
a phenomenon occurs because the random selections do not
guarantee that every counter-example is different to others.

Based on the above observations, we have performed the
following additional experiments. For the first hypothesis, we
have evaluated the number of states. If it increases according
to the number of workers, then we can conclude that unnec-
essary states are generated.

Second we have also evaluated the ratio of unique counter-
examples, which is a good index for the second hypothesis.

7.1 The Number of States

Figures 21 and 22 show the number of states. Fisher’s pro-
tocol has gradual increase, while fastest trace of Gear Con-
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Figure 21: The Number of States : Fischer’s protocol

troller has strong increase.

7.2 The Quality of Counter-Examples

Figures 23 and 24 show the ratio of unique counter-examples.
If the ratio is equal to 1.0 then it means that every counter-
example is different to each other. The shortest traces show
that increase of the same counter-examples according to the
number of workers.

7.3 A Solution

The results support both of the hypotheses. In order to
icrease the quality of the counter-examples, priority among
the counter-examples is considered. Using the priority, we
can control level of the refinement by filtering counter-examples
used for refinement. We think, however, that there is no silver
bullet, in other words the priority cannot be determined stat-
ically and in advance. As an approximate solution, we adopt
threshold on the length of counter-examples. The idea is that
we only use shorter counter-examples than threshold by the
length of the shortest counter-example. From Fig. 19 and 21,
we can observe that the shortest trace option is good. There-
fore, it is said that the shorter counter-examples are worth to
use.

In order to avoid duplication of counter-examples, we think
k-shortest path algorithm is worth to try. The algorithm is
provided by Eppstein [12] and Jiḿenez [15].

Since UPPAAL uses more sophisticated data structure than
DBM which we use and it also uses partial order reduction
technique whereas we don’t use any further improvements.
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Figure 22: The Number of States : Gear Controller
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Figure 23: The Ratio of the Same Counter-Example : Fis-
cher’s protocol

Therefore, we show the comparison between naı̈ve approach
and our approach in order to show the improvements.

We think that the experiments show our approach reduces
the number of iteration, which also will improve the size of
states of abstraction models. The proposed method works bet-
ter than näıve CEGAR loop does. It is because the proposed
method can deal with larger system than the naı̈ve CEGAR,
in some cases. The CPU time is also improved. It implies
that the main idea that we simultaneously apply the multi-
ple counter-examples will improve the performance because
it reduces the number of iteration. We also have to find further
improvements such as detecting redundant counter-examples
and reducing applies of counter-examples which do not con-
tribute to refinement.

As a conclusion we can say that the main idea that we si-
multaneously apply the multiple counter-examples will im-
prove the performance, however, there is some room to im-
prove the performance.

8 CONCLUSION

8.1 Summary

This paper proposed a CEGAR loop for timed automata
where multiple counter-examples are simultaneously applied.
This device strongly reduces the number of iteration loops.
The experiments show the promising results. Also we have
obtained a candidate criterion for more effective multiple CE-
GAR.
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Figure 24: The Ratio of the Same Counter-Example : Gear
Controller

8.2 Future Work

It is a good idea that if the model becomes too large against
to a reasonable CPU time deadline, we reconstruct the model
using a subset of the previous set of the counter-examples.
Such a scheme can control the size of the abstract model finer.

Another idea of future work will be finding effective cri-
teria for filtering better multiple counter-examples. We also
want to try the idea that utilizing modular checking provided
in paper [13] and to reconstruct our method based on ap-
proach in [18]. Extension of the class of the property is also
considered. For example, we want to try to provide CEGAR
loop for some subset TCTL [2].
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Refinement
InputsAi, ρ̂
OutputAi+1

/* ρ̂ = l0
a1,g1,r1−→ l1

a2,g2,r2−→ · · · an,gn,rn−→ ln(ln = e) */
/* succ list = ⟨(l0, D0), (l1, D1), · · · , (lk, Dk)⟩,
where(lj , Dj) represents thej-th reachable statesetalong
with ρ̂, andlk is the last location reachable from the initial
state. */
succ list := tr(ρ̂)
/* function tr () obtainssucc list form ρ̂ */
Ai+1 := Ai

for j := succ list.lengthdownto 1 do
ej := (lj−1, aj−1, gj−1, rj−1, lj)
Ai+1 := Duplication(Ai+1, succ listj, ej)

/* Duplication of the Location and Transitions */
if IsRemovable(Ai+1, succ listj , ej) then

Ai+1 := RemoveTransition(Ai+1, ej)
/* Removal of Transitions */

break
else ifj = 1 then

Ai+1 := DuplicateInitialLocation(Ai+1, (l0, D0))
/* Duplicate the initial location and transitions

from the initial location */
end if

end for
return Ai+1

Figure25: Algorithm 1: Refinement Algorithm for a counter-
example

Appendix A
Figure25shows the algorithm of Refinement, Algorithm 1.
Algorithm 1 uses a counter-examplêρ and generates a refined timed au-
tomaton. It uses functions, Duplication(), RemoveTransition(), and Dupli-
cateInitialLocation(). Functions Duplication(), RemoveTransition() and Du-
plicateInitialLocation() are functions to duplicate locations and transitions,
to remove unnecessary transactions, and to duplicate the initial location, re-
spectively. For the definitions of these functions, please refer [19].
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