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issue of the International Journal of Informatics 
Society (IJIS) published. This issue includes 
selected papers from the Ninth International 
Workshop on Informatics (IWIN2015), which 
was held at Amsterdam, Netherlands, Sep. 6-9, 
2015.  The workshop was the ninth event for 
the Informatics Society, and was intended to 
bring together researchers and practitioners to 
share and exchange their experiences, discuss 
challenges and present original ideas in all as-
pects of informatics and computer networks. In 
the workshop 24 papers were presented in five 
technical sessions. The workshop was success-
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vided to the participants. It highlighted the lat-
est research results in the area of informatics 
and its applications that include networking, 
mobile ubiquitous systems, data analytics, 
business systems, education systems, design 
methodology, intelligent systems, groupware 
and social systems. 

Each paper submitted IWIN2015 was re-
viewed in terms of technical content, scientific 
rigor, novelty, originality and quality of 
presentation by at least two reviewers. Through 
those reviews 14 papers were selected for pub-
lication candidates of IJIS Journal, and they 
were further reviewed as a Journal paper. This 
volume includes five papers among the accept-
ed papers, which have been improved through 
the workshop discussion and the reviewers’ 
comments.  

We publish the journal in print as well as in 
an electronic form over the Internet. We hope 
that the issue would be of interest to many re-
searchers as well as engineers and practitioners 
over the world. 
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Abstract - Nowadays, smartphones are equipped with vari-

ous personal authentication functions to prevent imposters 

from misusing. However, low utilization rate of personal 

authentication functions caused by the inconvenient opera-

tions becomes the problem. To reduce the inconvenience, 

authentication methods based on behavior characteristics 

have been studied. Gait-based authentication is one of them. 

This authentication method automatically identifies individ-

uals based on walking motions measured by smartphone 

sensors. The purpose of this study is to find the appropriate 

methods in each authentication process and to improve the 

authentication accuracy. For these purpose, we tested the 

various distance calculation methods, and four fusion algo-

rithms. As this result, we found the appropriate methods in 

each process. Furthermore, by applying these appropriate 

methods to the authentication system, the authentication 

accuracy was significantly improved in comparison with 

previous studies. 

Keywords: gait-based authentication, acceleration sensor, 

gyro sensor, dynamic time warping, score level fusion 

1 INTRODUCTION 

The use of portable terminals such as smartphones has in-

creased in recent years and can be expected to increase in 

the future. Though initially used mainly for telephone calls, 

text messages, and browsing, nowadays such devices also 

serve many other important functions, such as making pay-

ments and storing private and business information. Accord-

ingly, smartphones and other portable terminals have be-

come loaded with various functions intended to prevent 

misuse by imposters. One of these is personal authentication, 

for which there are many methods, such as personal identifi-

cation numbers (PINs) and passwords. Recently, methods 

such as pattern locks, which are more difficult for an im-

poster to break, has been incorporated into the devices. Fur-

thermore, terminals with biometric identification using fin-

gerprints or face images have been developed. As these ex-

amples illustrate, developers are making serious efforts to 

prevent improper use of these devices. On the other hand, 

there are reports and news items showing that approximately 

50% of users do not use personal authentication on their 

devices, perhaps because they feel that the authentication 

methods are too difficult to use. Previous studies proposed 

easier authentication methods by extracting individual fea-

tures of device operation, such as swinging the terminal or 

tapping on the display. However these methods require con-

scious action, so they cannot perform authentication in the 

background. 

 On the other hand, it is conceivable that individual au-

thentication might be established through daily repeated 

activities. With such a method, users can unlock their termi-

nal without conscious authentication operations. Gait-based 

authentication is one example of an unconscious method of 

this type. The Ministry of Health, Labour and Welfare re-

ported that Japanese adult men walk an average of 7,099 

steps in a day. Furthermore, we think that walking is per-

formed in various situations. If gait-based authentication 

was established, the inconvenience users feel in individual 

authentication would be reduced. There are many scenes 

when we want to unlock our smartphones quickly and auto-

matically in daily life. Examples are automatic-ticket gate 

and payment with IC card of smartphone at the cash desk. 

Furthermore, this authentication system can identify the 

owner without conscious operation repeatedly. Therefore, 

this authentication system can use as the theft detecting sys-

tem. This authentication system can develop with the simple 

sensors. So, there is a research which proposed that this au-

thentication system was built into smart key system for cars. 

 We work with multi-modal authentication to improve au-

thentication performance by combining multiple methods in 

individual authentication [1]. 

Fernand et al. [2] combined faces and fingerprints to im-

prove accuracy. Zhou et al. [3] combined features of side 

face and gait using principal component analysis to identify 

people, and many other researchers have also attempted to 

improve accuracy using biometric authentication. 

However, wearing multiple sensors on various body parts 

sacrifices convenience, the advantage of gait authentication. 

For this reason, we adopt a method that combines multiple 

sensor methods measuring the same body parts using multi-

ple sensors, and a multi-sample method that measures a mo-

dality several times to improve performance. It is possible to 

equip a terminal with multiple sensors, enabling us to au-

thenticate using multiple sensors without imposing a burden 

on users. 

In this study, we use two sensors (a three-axis acceleration 

sensor and a three-axis gyro sensor) to measure human 

walking motion. We show that the proposed method, which 

combines distance information recorded by these two sen-

sors, improves authentication accuracy in comparison with 

previous studies. 
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Table 1: Summary of gait-based authentication work. 

work position Sensor 

Mäntyjärviet et al. [4] 

Gafurov et al. [5] 

Gafurov et al. [6] 

Gafurov et al. [7] 

Gracian et al. [8] 

Derawi et al. [9] 

Soumik et al. [10] 

belt 

hip 

ankle 

trouser pocket 

belt 

belt 

eight-joints 

acceleration 

acceleration 

acceleration 

acceleration 

acceleration 

acceleration 

rotation angle 

2 RELATED WORK 

There has been related work on authentication using 

wearable sensors for walking motions. The most common 

approach is to use acceleration sensors fixed at the user’s 

waist. We explain the details of that work in this section.  

2.1 Position of Sensors 

Table 1 summarizes the related work. These studies ex-

plored features and authentication methods primarily to im-

prove performance. However, they did not investigate which 

sensor positions would be acceptable for daily use. Those 

studies measured mainly using devices attached on the belt 

on the middle or side of the waist, and authenticated subjects 

based on the acceleration signals. This requires using a 

smartphone case such as a holster for attaching the terminal 

to the waist. Users might find this unacceptable, because 

gait authentication then requires them to have the container 

with them. Consequently, we decided that the trouser front-

pocket might be acceptable to users, because they can then 

have the terminal without using special tools, and we inves-

tigated performance improvement in this position. The study 

in [7] examined this position. This study aims to improve 

authentication performance in comparison to that previous 

study. 

2.2 Fusion of Multiple Sensors 

Many acceleration-based approaches to gait-based authen-

tication have been explored. 

Mäntyjärviet et al. [4] proposed three authentication meth-

ods: fast Fourier transform, correlation, and statistical fea-

tures. 

 Gafurov et al. [5]-[7] studied methods based on accelera-

tion, and made measurements by using acceleration sensors 

on various parts of subject’s bodies. They used a template 

signal and multiple time-normalized signals, with the accel-

eration sensor placed in the trouser front pocket [7]. 

Gracian et al. [8] devised the feature of gait acceleration 

for user authentication. 

Derawi et al. [9] proposed a multi-sampling method that 

authenticated using multiple signals from both templates and 

inputs. Their method calculated distances of all combina-

tions of templates and inputs with dynamic time warping 

(DTW). 

Soumik et al. [10] measured walking motions with eight 

angle sensors attached on various joints. 

Figure 1: Overview of the proposed system. 

To the best of our knowledge, there are no studies on the 

fusion of multiple sensors placed in a trouser front pocket. 

In this study, to improve authentication accuracy, we pro-

pose a method of fused distances based on acceleration and 

angular velocity placed in a trouser front pocket. 

3 PROPOSED METHOD 

3.1 Overview 

Figure 1 shows an overview of the proposed authentication 

method. This method authenticates users based on distances 

among input and template signals in the time domain. Tem-

plate signals are registered in the database in advance.  

Gait signals show similar waveforms repeatedly for each 

subject. We expect that when genuine, the distance between 

input and template signals is small, and when from an im-

poster, the distance is greater. Consequently, we considered 

that it is possible to generate a common classifier among all 

users for authentication. When we fuse distances calculated 

from multiple sensors, we use a common classifier in all 

subjects. 

 When the system employed multi-sample method, users 

need to walk long distances for multiple input signals to be 

used for authentication. Therefore, we consider that multi-

sample authentication must calculate the distance between 

an input signal and the multiple template signals registered. 

3.2 Gait Recognition and Quasi-Periodic Sig-

nal Extraction  

We attached a sensor unit whose x-, y-, and z-axis detected 

vertical, sideway, and forward-backward acceleration, re-

spectively, in standing posture. The direction of each axis is 

shown in Fig. 2. Each signal of a gyro sensor detects an an-

gular velocity whose rotary axis is identical to each axis of 

an acceleration sensor. Each subject wore a sensor unit at-

tached to a belt with hook and loop fastener. This unit was 

placed on the front of the left femur area. 

Examples of three-axis acceleration and three-axis angular 

velocity are shown in Fig. 3 and 4. During walking, the ac-

celeration and gyro sensors measured similar waveforms 

repeatedly. These signals are quasi-periodic signals with no 

equalization of cycles and amplitudes. The length of a gait 

cycle is two steps. The gait cycle consists of four periods, 

double limb support (in left stance phase), single limb sup-

port (in right swing phase), double limb support (in right 
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Figure 2: Directions of three axes. 

Figure 3: Example of gait signals from three-axis accelera-

tion sensor. 

stance phase) and single limb support (in left swing phase). 

We walk forward by repeating the four periods. If we 

change the start period of the signal extraction for each user 

to obtain the input signals and the template signals whose 

lengths are two steps, we extract the signals with different 

order of periods for each user. As a result, we obtain their 

signals with different waveform among users and may 

achieve good performance seemingly in authentication. To 

prevent influence on authentication accuracy by different 

waveform for each user, we decided to extract their quasi-

periodic signals with the same order of the gait periods to all 

users. For this reason, we conducted a preliminary experi-

ment to investigate the relation between walking motion and 

six-axis signals. To measure the time from a left heel touch-

ing ground to its rising from the ground, two force sensors 

synchronized with the sensor unit were attached to their left 

toe and heel. Examples of the acceleration along the x-axis 

and the signal of the force sensor are shown in Fig. 5. The 

graph shows that the time when the acceleration becomes a 

local maximum is approximately equal to the time when the 

value of the force sensor under the left heel begins to in-

crease. This result indicates that the time when the accelera-

tion becomes a local maximum coincides with the time 

when the left heel lands on the ground. Hence, we extract 

these quasi-periodic signals of the same walking motion 

period in the different subjects using the following method.  

3.2.1    Walking Detection 

In this study, we use a threshold in vertical acceleration to 

detect walking start time based on previous research [7].  

Figure 4: Example of gait signals from three-axis angular 

gyro sensor. 

Figure 5: Example of the vertical acceleration signal and 

force signal. 

Before beginning, all signals were smoothed using a Savitz-

ky–Golay filter [11]. We look for the time 𝑡𝑠 when the ac-

celeration is greater than 1.2 G from the start of this quasi-

periodic signal extraction method. 

3.2.2    Quasi-Periodic Signal Extraction 

After detection, we extract quasi-periodic signals measur-

ing the period between left-heel landings on the ground. The 

extraction process with x-axis acceleration 𝑨𝑥 is as follows:

1) We search for the maximum time 𝑇0 within two seconds

after walking detection 𝑡𝑠 . We selected 𝑇0  as the start

time of cycle 𝑪0. For reference, the process of detecting

𝑇0 is shown in Fig. 6.

2) To find the end time of 𝑪0, we search for all times of lo-

cal maxima 𝒕1 = {𝑡11, 𝑡12, 𝑡13⋯} from 0.7 to 1.3 s after

𝑇0 from 𝑨𝑥.

3) We extract subsets 𝒔0 that are 0.6 s of the signal. 𝑇0 is the

middle time of subset 𝒔0. In the same way, each element

in 𝒕1  is the middle time of subsets 𝑺1 =
{𝒔11, 𝒔12, 𝒔13⋯}, whose subsets are extracted as 0.6 s

signals. For example, 𝒔11 are 0.6s of extracted signal

whose middle time is 𝑡11 . We calculate values 𝑵1 =
{𝑁11, 𝑁12, 𝑁13⋯}  of the normalized cross correlation

(NCC) among 𝒔0 and each element in 𝑺𝟏. We take the

middle time of max (𝑵1) as the start time 𝑇1 of the next

cycle 𝑪1. Figure 7 shows an example of detecting 𝑇1. As

a result of the calculations using NCC, we take 𝑡13 as 𝑇1.
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Through this processing, we obtain one cycle 𝑪0 by ex-

tracting 𝑨𝑥 from 𝑇0 to 𝑇1.

4) Next, we search for all times of local maxima 𝒕2 =
{𝑡21, 𝑡22, 𝑡23⋯} from 0.7 to 1.3 s after 𝑇1 . We extract

subsets of signal 𝑺2 = {𝒔21, 𝒔22, 𝒔23⋯}  from 𝑇1    to

each 𝒕2 . We calculate distances 𝒅2 = {𝑑21, 𝑑22, 𝑑23⋯}
between 𝑪0  and each 𝑺2  using DTW. To eliminate the

effect of differences in signal length, we divided each 

distance by the total length of 𝑪0 and each 𝑺2. We take

the time 𝑡22 of minimum distance as the start time 𝑇2 of

the next cycle 𝑪2.

5) After the time 𝑇𝑛 of minimum distance is calculated using

DTW among 𝑪𝑛−1 and 𝑺𝑛 , we begin searching for the

next start time 𝑇𝑛+1 by repeating step 4) .

6) When forward searching is completed, we repeat the pro-

cess by searching backward at 𝑇0.

7) The end time of an extracted cycle duplicates the start

time of the next cycle. Hence, we eliminated amplitude

of end time from each extracted cycle.

8) When we observed the extracted signals, we found that

those near the signals of starting to walk had a large dis-

tortion as compared with other signals. Based on the re-

sult of analysis, the variance of each signal with a large

distortion is smaller than the variance of other signals.

Hence, we searched for the first distorted signals whose

variance was greater than the threshold 0.09. We as-

sumed that the signals used for authentication were sig-

nals subsequent to it. Examples of the variance from ex-

tracted signals are shown in Fig. 9. In this x-axis accel-

eration, we took the signals to be used for authentication

as the cycles after 𝐶0 . We recorded the starting times of

extracted cycles, and extracted signals for the other two-

axis acceleration and three-axis angular velocity using

the same starting time.

The x-axis signals extracted by this method are shown in 

Fig. 10 and 11. Figure 10 shows two quasi-periodic signals 

extracted from the same subject. In Fig. 11, the solid and 

dotted lines indicate extracted quasi-periodic signals from 

different subjects. 

Figure 6: Example of detection of start time 𝑡0 of cycle 𝑪0.

Figure 7: Example of detection of start time 𝑡1 of cycle 𝑪1.

Lower-arrows indicate the local maxima between 0.7 

and 1.3 s after 𝑇0.

Figure 8: Example of extracted cycle 𝑪0 and local maximum

𝒕2.

Figure 9: Example of extracted cycles and their variances. 

Figure 10: Extracted signals from same subject. 
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Figure 11: Extracted signals from two subjects. 

3.3 Distance Calculation Methods 

To find the better method, we tested DTW and linear in-

terpolation which equalize the length of two signals. These 

are frequently used for calculating dissimilarity as a distance 

between time series data. Let 𝑿 = {𝑥(𝑖)|𝑖 =  , ,⋯ ,𝑚} , 

𝒀 = {𝑦(𝑗)|𝑗 =  , ,⋯ , 𝑛} be time series data. The distance 

by DTW between 𝑿 and 𝒀 is defined as 

𝐷𝐷𝑇𝑊(𝑿, 𝒀) = 𝑓(𝑚, 𝑛) 

𝑓(𝑖, 𝑗) = min{

𝑓(𝑖 −  , 𝑗 −  ) + 𝑑𝑖𝑠𝑡(𝑥(𝑖), 𝑦(𝑗))

𝑓(𝑖, 𝑗 −  ) + 𝑑𝑖𝑠𝑡(𝑥(𝑖), 𝑦(𝑗)) + 𝐺𝑃

𝑓(𝑖 −  , 𝑗) + 𝑑𝑖𝑠𝑡(𝑥(𝑖), 𝑦(𝑗)) + 𝐺𝑃

 

𝑓( , ) =  ,     𝑓( , ) =  𝑓( , ) = ∞       

where 𝐷𝐷𝑇𝑊(𝑿, 𝒀) is the distance calculated using DTW, 𝑚
and 𝑛 are the number of lengths in signals 𝑿 and 𝒀, and 𝐺𝑃 

is a gap penalty in the case of non-linear extension. We 

adopted the different distance calculation method for each 

sensor. The distance calculation function is substituted into 

𝑑𝑖𝑠𝑡(𝑥(𝑖), 𝑦(𝑗)) . Next, to adapt the differences of signal 

length by differences of walking speed, we normalized the 

distance by dividing the total length of the two signals. The 

normalized distance 𝐷(𝑿, 𝒀) is calculated as 

𝐷(𝑿, 𝒀) =
𝐷𝐷𝑇𝑊(𝑿, 𝒀)

𝑚 + 𝑛

Similarly, in the case of linear interpolation, the length of 

�̅� and �̅� was equalized to the longer length between 𝑿 and 𝒀 

using linear interpolation to 𝑿 and 𝒀. The normalized dis-

tance 𝐷(𝑿, 𝒀) is calculated as 

𝐷(𝑿, 𝒀) =

{

𝐷𝐿𝐼(�̅�, �̅�)

 𝑚
 (𝑚 ≥ 𝑛)

𝐷𝐿𝐼(�̅�, �̅�)

 𝑛
 (𝑚 < 𝑛)

where 𝐷𝐿𝐼(�̅�, �̅�)  is the distance between �̅�and �̅�.

In the multi-sample case, we used the median as the dis-

tance. Let 𝒀 = {𝒀1, 𝒀2, ⋯ , 𝒀𝑘, ⋯ , 𝒀𝑝}be multiple template

signals. This distance was calculated as 

𝐷(𝑿, 𝒀) = 𝑚𝑒𝑑𝑖𝑎𝑛
𝑘=1,2,⋯,𝑝

(𝐷(𝑿, 𝒀𝑘))

where 𝐷(𝑿, 𝒀𝑘) is the normalized distance between an input

signal and 𝑘-th template signals of multiple template signals. 

3.3.1    Angular Velocity Distance 

It is known that angular velocity does not depend on dis-

tance from the center of rotation. We calculate the absolute 

distance between the input signal and template signals. Even 

if signals of the same subject are selected, they do not corre-

spond to the amplitude value from a difference in walking 

speed. To reduce differences between signals of the same 

subject, we normalized the signals by dividing the amplitude 

of each time by specific values. We adopted the method of 

normalization that divides amplitude of signal by the root 

mean square (RMS). The reason for using RMS for normal-

ization is that it provided the best accuracy among some 

normalized methods in a preliminary experiment. 

Let 𝒈𝑞 = (𝑔𝑞( ), 𝑔𝑞( ),⋯ , 𝑔𝑞(𝑖),⋯ , 𝑔𝑞(𝑚))  be the q-

axis input angular velocity signal, and let 𝒈𝑞𝑘́ =

(�́�𝑞𝑘( ), �́�𝑞𝑘( ),⋯ , �́�𝑞𝑘(𝑗),⋯ �́�𝑞𝑘(𝑛)) be the 𝑘-th template

in q-axis angular velocity signal. We tested three distance 

calculation methods. They were Euclidean distance, Man-

hattan distance (absolute distance), and the distance based 

on correlation (denoted as Crr distance). 

In the case of linear interpolation, Manhattan distance be-

tween a q-axis input angular velocity signal and a 𝑘-th tem-

plate in q-axis angular velocity signal was calculated as 

𝐷𝐿𝐼 (�̅�𝑞 , �̅�
′
𝑞𝑘
)  = ∑|�̅�𝑞(𝑙) − �̅�𝑞𝑘

′ (𝑙)|

𝑙

Euclidean distance was calculated as 

𝐷𝐿𝐼 (�̅�𝑞 , �̅�
′
𝑞𝑘
)  = √∑(�̅�𝑞(𝑙) − �̅�𝑞𝑘

′ (𝑙))

𝑙

2

Crr distance was not divided by the total length of two sig-

nals, because signal length is not affected on the correlation 

value. Therefore, in the case of Crr distance calculation, 

𝐷(𝒈𝑞 , 𝒈𝑞𝑘́ ) was calculated as

𝐷(𝒈𝑞 , 𝒈𝑞𝑘́ ) =  − 𝑁𝐶𝐶 (�̅�𝑞 , �̅�
′
𝑞𝑘
)

where 𝑁𝐶𝐶( ) is the normalized cross correlation between 

�̅�𝑞  and �̅�′
𝑞𝑘

.

In the case of distance calculation using DTW, Euclidean 

distance calculation function 𝑑𝑖𝑠𝑡(𝑔𝑞(𝑖), 𝑔𝑞𝑘́ (𝑗)) was calcu-

lated as 

𝑑𝑖𝑠𝑡(𝑔𝑞(𝑖), 𝑔𝑞𝑘́ (𝑗)) =  (𝑔𝑞(𝑖) − �́�𝑞𝑘(𝑗))
2

Finally, we calculated Euclidean distance with DTW as 
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𝐷𝐷𝑇𝑊(𝒈𝑞 , 𝒈𝑞𝑘́ ) = √𝑓(𝑚, 𝑛)

Manhattan distance calculation function was calculated as 

𝑑𝑖𝑠𝑡(𝑔𝑞(𝑖), �́�𝑞𝑘(𝑗), ) = |𝑔𝑞(𝑖) − �́�𝑞𝑘(𝑗)|

Crr distance cannot be calculated using DTW. Thus, in the 

case of DTW, we calculated only two types of distance. 

3.3.2    Acceleration Distance 

It is known that acceleration depends on the distance from 

the center of rotation in the circular motion. If different am-

plitude normalizations are applied to each axis acceleration, 

they are compressed at different ratios at the same time. As 

a result, when the normalized accelerations of the three axes 

at the same time were combined as a vector, the direction of 

the vector was changed before normalization. This problem 

was caused by comparing it with the values of acceleration. 

Hence, we compared it with the direction of three-axis ac-

celeration between the input and the template acceleration 

signals [12]. Let 𝒂(𝑖)  be the 𝑖th input acceleration vector 

of an input signal, and let  𝒂𝑘
′ (𝑗) be the 𝑗th template accelera-

tion vector of a 𝑘 template signal.  

𝒂(𝑖)   = (𝑎𝑥(𝑖), 𝑎𝑦(𝑖), 𝑎 (𝑖)) 

𝒂𝑘
′ (𝑗) = (𝑎𝑥𝑘

′ (𝑗), 𝑎𝑦𝑘
′ (𝑗), 𝑎 𝑘

′ (𝑗))

where 𝑎𝑞(𝑖) is the q-axis 𝑖th amplitude of  input acceleration

signal, and  𝑎𝑞𝑘
′ (𝑗) is the q-axis 𝑗th amplitude of 𝑘-th tem-

plate acceleration signal. The difference of direction be-

tween the 𝑖th input acceleration vector and 𝑗th 𝑘-th template 

acceleration vector was calculated as 

𝑑𝑖𝑠𝑡(𝒂(𝑖), 𝒂𝑘
′ (𝑗)) = ar  o 

〈𝒂(𝑖), 𝒂𝑘
′ (𝑗)〉

‖𝒂(𝑖)‖‖𝒂𝑘
′ (𝑗)‖

The distance based on difference of direction is calculated 

using DTW by substituting this function into 𝑑𝑖𝑠𝑡( ). 
To compare this three-axis composite method with others, 

authentication accuracy of each axis acceleration was calcu-

lated using the same normalization and distance calculation 

method for angular velocity. 

3.4 Distance Fusion 

In biometrics authentication, score fusions were attempted 

using various methods [1], [13].  

To eliminate subject dependency, we subtracted the aver-

age distance from the distance before fusion. This average 

distance was calculated between a subject’s template signal 

𝒀 and the same subject’s recorded data γ except his or her 

template signal 𝒀 . This averaged distance was calculated 

with the all template signals selected in the evaluation. In 

the case of multi-sampling, the average distance of template 

signals 𝐷(𝜸, 𝒀)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is an averaged distance of medians calculat-

ed among all combinations of template signals using the 

same calculation of the median between an input signal and 

multiple template signals. This averaged value was calculat-

ed as one value for a subject by using the subject’s all se-

lected template signals with replacing the template signals 

from subject’s recorded signal. The normalized distance is 

calculated by subtracting the average distance from the dis-

tance calculated by DTW between an input signal and the 

template signals as 

𝐷𝑠(𝑿, 𝒀)  = 𝐷(𝑿, 𝒀) − 𝐷(𝜸, 𝒀)̅̅ ̅̅ ̅̅ ̅̅ ̅̅

Finally, two types of fused distance 𝐷𝑓 were calculated as

𝐷𝑓 = 𝑓 (𝐷𝑠(𝒂, 𝒂
′), 𝐷𝑠(𝒈𝑥 , 𝒈�́�), 𝐷𝑠(𝒈𝑦 , 𝒈�́�), 𝐷𝑠(𝒈 , 𝒈 ́ ))

𝐷𝑓 = 𝑓(𝐷𝑠(𝒂, 𝒂
′), 𝐷𝑠(𝒂𝑥 , 𝒂𝑥

′ ), 𝐷𝑠(𝒂 , 𝒂𝑦
′ ), 𝐷𝑠(𝒂 , 𝒂 

′ ),

𝐷𝑠(𝒈𝑥 , 𝒈�́�), 𝐷𝑠(𝒈𝑦 , 𝒈�́�), 𝐷𝑠(𝒈 , 𝒈 ́ )) 

where 𝑓( ) is a function of fusion which combines the dis-

tances. In the our previous experiment, we found that the 

authentication from the four distances (difference of the 

direction between acceleration vectors and each axis angular 

velocity signal) outperformed the authentication from six 

distances (each axis acceleration signal and each axis angu-

lar velocity signal). Therefore, the accuracy from six dis-

tances was not verified in this study. 

We consider four rules for fusing distances as below. 

(1) Addition without weight coefficients (denoted as Sum)

(2) Support vector machine (SVM) with a linear kernel

(denoted as Linear)

(3) SVM with a radial basis function kernel (denoted as

RBF)

(4) Linear logistic regression (denoted as LLR)

In calculations using SVM, the classifier must learn based

on training dataset. In this study, we obtained too many neg-

ative instances as compared with positive instances. Such 

datasets are said to be imbalanced. It is well known that 

SVM performs poorly in this case. Hence, we applied the 

synthetic minority over-sampling technique (SMOTE) [14] 

to adjust the number of these instances. This algorithm adds 

the instances among instances based on the k-nearest neigh-

bor algorithm for the small instances. 

4 EXPERIMENT 

4.1 Index of Performance 

We evaluated accuracy by equal error rate (EER). The 

EER is obtained from the intersection of the false ac-

ceptance rate (FAR) and the false rejection rate (FRR). An 

example of EER is shown in Fig. 12. 

4.2 Dataset 

Data was collected from 50 subjects, ranging in age from 

18 to 21 years old. We instructed the subjects to walk at 

their normal walking speeds. When the measurement began, 

the subjects remained stationary for a few seconds. After 

that, they walked a specified distance once. The measure-

ment course is a flat and straight indoor passageway. The 
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Figure 12: Determining EER. 

subjects are treated as negative instances. The overall accu-

racies were calculated with common thresholds to each clas-

sifier in each fusion rule. 

 Template signals used for calculating distance include six 

signals, because the number of template signals is equal to 

the number of template signals of the previous study [7]. 

The manner of selecting templates from training data was to 

select six sequential signals from 24 signals. However, when 

some of the sequential six signals were selected as test data 

by cross-validation, we selected the signals in sequence 

from the nearest start time in the training data.  

4.4.2    Experimental Result 

For comparison purposes, we calculated EERs of uni-

sensor uni-sample (one-axis and one template), uni-sensor 

multi-sample (one-axis and six templates), multi-sensor uni-

sample (six-axis fusion and one template), multi-sensor mul-

ti-sample (six-axis fusion and six templates), and previous 

work [7]. The method used in this previous work created an 

authentication signal from six signals that were normalized 

for time length. They were calculated as the absolute dis-

tance between a template signal and an input signal.  

We summarized the EERs in Tables 4, 5, and 6. The min-

imum EER (the best result) was 1.0%, which was achieved 

by the proposed multi-sensor multi-sample method from 

four distances with two SVMs. The best EER from the tem-

plate generation and the distance calculation method of the 

previous work [6] to each axis signal for this dataset was 

7.8%. Proposed method could outperform the previous study 

method. 

Figures 13, 14, 15, and 16 show the receiver operating 

characteristics (ROC) curves for uni-sensor acceleration, 

uni-sensor angular velocity, multi-sensor fusion from four 

distances, and multi-sensor fusion from seven distances. 

These graphs show trade-off relations between the FAR and 

FRR. To compare the performance of each multi-sensor 

method, we plotted the ROC curves whose methods showed 

the best EER in the each combination in Fig. 17. From this 

ROC curve, we can observe that authentication method mul-

ti-sensor multi-sample with 4 distances shows the best per-

formance.  

Table 2: EERs [%] by each distance calculation method with 

DTW. 

Manhattan 

distance 

Euclidean 

distance 

𝒂𝑥
𝒂𝑦
𝒂
𝒈𝑥
𝒈𝑦
𝒈

8.8 

5.3 

4.6 
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subjects did not use a clock or metronome to measure their 

walking speed. 

We set the sampling frequency of the sensor unit to 1,000 

Hz. To equalize the performance of the smartphone’s sen-

sors, we changed the sampling frequency from 1,000 to 100 

Hz by thinning out.  

We obtained 30 signals of each axis acceleration and 30 

signals of each axis angular velocity from every subject. 

4.3 Experiment for Distance Calculation 

Proposed authentication method is combined multiple pro-

cesses. Verifying the all combinations of all methods of all 

processes needs too many times. Therefore, we applied step-

by-step evaluation to find the appropriate method in each 

process. 

To reveal the most appropriate distance calculation meth-

ods for each sensor, the authentication accuracy in uni-

sensor uni-sample authentication was calculated by each 

distance calculation method. Table 2, and 3 show the EERs 

for uni-sensor uni-sample methods. The distance calculation 

combinations of DTW and Manhattan distance showed the 

best performance with each axis signal of two sensors. 

Therefore, this combination was employed as features of 

fusion functions. 

4.4 Experiment for Verification of Fusion Ef-

fectiveness 

To verify the effectiveness of each proposed method, we 

evaluate the four combinations. These are uni-sensor uni-

sample combination, uni-sensor uni-sample combination, 

multi-sensor uni-sample combination, and multi-sample 

multi-sensor combination. Uni-sensor used one axis of a 

sensor. Multi-sensor calculated a fused score from six axes 

signals. Uni-sample used one template signal. Multi-sample 

used six template signals. 

4.4.1    Experimental Setting 

We divided the signals into five groups and performed 

five-fold cross-validation. To generate a fusion model, we 

used four groups as training data, and one group as test data. 

We calculated the distances between all of the training sig-

nals of all subjects. The distances between the same subjects 

are positive instances, and the distances between different 

9



Table 3: EERs [%] by each distance calculation method with 

linear interpolation. 

Manhattan 

distance 

Euclidean 

distance 

Crr 

distance 

𝒂𝑥
𝒂𝑦
𝒂
𝒈𝑥
𝒈𝑦
𝒈

14.0 

11.2 

13.4 

14.1 

15.0 

15.2 

20.5 

14.1 

18.3 

15.9 

18.9 

19.1 

19.2 

  7.9 

11.6 

11.2 

16.3 

  9.5 

Table 4: Uni-sensor EERs [%]. 

Uni-sensor uni-

sample authentication 

Uni-sensor multi-

sample authentication 

𝒂𝑥
𝒂𝑦
𝒂
𝒈𝑥
𝒈𝑦
𝒈

8.8 

5.3 

4.6 

6.6 

8.2 

7.4 

4.5 

2.2 

2.2 

2.4 

3.1 

3.0 

Table 5: Multi-sensor EERs [%] fused four distances. 

Multi-sensor 

uni-sample 

authentication 

Multi-sensor 

multi-sample 

 authentication 

Sum 

Linear 

RBF 

LLR 

1.7 

1.5 

1.4 

1.5 

1.2 

1.0 

1.0 

1.1 

Table 6: Multi-sensor EERs [%] fused seven distances. 

Multi-sensor 

uni-sample 

authentication 

Multi-sensor 

multi-sample 

 authentication 

Sum 

Linear 

RBF 

LLR 

1.5 

1.4 

1.2 

1.5 

1.1 

1.2 

1.1 

1.3 

Figure 13: ROC curves of uni-sensor method for three-axis 

acceleration. 

Figure 14: ROC curves of uni-sensor methods for three-axis 

angular velocity. 

Figure 15: ROC curves of multi-sensor methods from four 

distances. 

Figure 16: ROC curves of multi-sensor methods from seven 

distances. 
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Figure 17: ROC curves of the best EER methods in each 

multi-sensor combination. 

5 DISCUSSION 

This research described here is an effort to improve the ac-

curacy of gait-based authentication. We applied multi-sensor 

and multi-sample fusion to improve accuracy as compared 

with the uni-sensor and uni-sample method. The results of 

the tests are summarized in Tables 4, 5, and 6. 

Comparing the effect of uni-sample and multi-sample, uni-

sensor multi-sample (the best EER = 2.2%) is smaller than 

uni-sensor uni-sample (the best EER = 4.6%), giving a rela-

tive reduction in EER of 52.2%. Similarly, the multi-sensor 

multi-sample method from four distances (the best EER = 

1.0%) is smaller than multi-sensor uni-sample method (the 

best EER = 1.4%), giving a relative reduction in EER of 

28.6%.  The multi-sensor multi-sample method from the 

seven distances (the best EER = 1.1%) is smaller than multi-

sensor uni-sample method (the best EER = 1.2%), giving a 

relative reduction in EER of 8.3%.  The results show that the 

multi-sample method is effective in gait-based authentica-

tion. However, in the case of multi-sensor authentication 

from the seven distances, the effect of multi-sample is 

smaller than the case of the other authentications. 

Comparing the effect of multi-sensor, multi-sensor uni-

sample from four distances is smaller than uni-sensor uni-

sample, with a relative reduction of 69.9% in EER. EER of 

multi-sensor multi-sample from the four distances is smaller 

than EER of uni-sensor multi-sample, with a relative reduc-

tion in EER of 54.5%. Similarly, EER of multi-sensor uni-

sample from seven distances is smaller than EER of uni-

sensor uni-sample, with a relative reduction in EER of 

73.9%. EER of multi-sensor multi-sample from seven dis-

tances is smaller than EER of uni-sensor multi-sample, with 

a relative reduction in EER of 45.5%. The results show that 

the multi-sensor method is effective in gait-based authenti-

cation. 

Comparing the effect of fusion algorithms, SVM with 

RBF indicated the best performance in the four types of 

multi-sensor authentication. Hence, SVM with RBF is effec-

tive in gait-based authentication. 

Comparing the effect of the multiple distances, in the uni-

sample authentication, the best EER from seven distances 

show the smaller value than the best EER from four distanc-

es. However, the best EER of four distances show the small-

er value than the best EER from seven distances in the mul-

ti-sample authentication. We think that Manhattan distances 

from three-axis acceleration signals ineffective for accuracy 

improvement in comparison with difference of direction of 

three-axis acceleration vectors. This is for the following 

reasons. EER from four distances shows almost same value 

of EER from seven distances. SVM with RBF and multi-

sample from seven distances become significantly lower 

performance than SVM with RBF and multi-sample from 

four distances in the low FRR area. 

Table 7 summarizes the best EERs of previous work with 

a uni-sensor. The conditions are different from those of our 

study, making simple comparison of the results of all the 

work difficult. However, we outperformed all of the previ-

ous methods. The work in [6] authenticated 50 subjects 

whose acceleration sensor was in a front trouser pocket. The 

condition of sensor location was similar to that of our exper-

iment. The best result (EER = 7.3%) was obtained by calcu-

lating the Manhattan distance. The proposed method outper-

forms this previous work under the same sensor condition. 

Furthermore, our proposed method also outperforms the 

distance calculation and template generation methods of 

previous work on the same dataset. 

In this experiment, to obtain the subjects’ signals without 

effect of pocket form, the sensor unit was attached to their 

thigh. From the result of this experiment, we evaluated the 

accuracy based on the pure signals without noise caused by 

the pocket. However, when considering the case of actual 

use, we need to evaluate the accuracy of the proposed meth-

od under the condition of putting the sensors into subjects’ 

pockets. 

This study was researched based on the premise that walk-

ing patterns of all people were the feature which could iden-

tify only one person. This premise is not clear. However, the 

researches of gait recognition based on dynamic image 

achieved high accuracy with large number of the subjects. 

According to these researches, there is possibility that walk-

ing pattern is unique feature. Furthermore, it is not known 

whether the distribution of features from walking signals is 

uniform. It is important to clarify these issues for updating 

this research. To verify these things, we will need to collect 

the large scale dataset. 

6 CONCLUSION 

This paper proposed multi-sample and multi-sensor meth-

od for accuracy improvement of gait-based authentication 

and verified the effectiveness of the proposed methods. 

First, we observed the relation among the steps and six-

axis signals in order to extract the quasi-periodic signals 

generated by walking motion of the same gait phase order in 

all subjects by using two force sensors and a six-axis sensor. 

These findings show that it is possible to divide into quasi-

periodic signals by extracting x-axis acceleration from local 

maxima to next local maxima. 
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Table 7: EERs of uni-sensor-based authentication work. 

Reference 
Number of sub-

jects 
Best EER[%] 

Jani et al. [4] 

Gafurov et al. [5] 

Gafurov et al. [6] 

Gafurov et al. [7] 

Gracian et al. [8] 

Derawi et al. [9] 

This paper 

36 

22 

21 

50 

11 

60 

50 

7 

16 

5 

7.3 

3 

5.7 

1.0 

Next, to improve the authentication accuracy, we proposed 

multi-sensor and multi-sample authentication methods. To 

find the appropriate methods for each process, we verified 

the authentication accuracy calculated by each method, dis-

tance calculation methods, fusion algorithms, multi-sensor, 

and multi-sample. From these experiments, we could find 

the appropriate methods to obtain the better authentication 

accuracy in the gait-based authentication. 

We evaluated the proposed method with 50 subjects. The 

best EER performance was 1.0%, which was achieved by 

the combination of multi-sensor multi-sample using SVM 

with RBF from four distances. These results show that mul-

ti-sensor multi-sample authentication is useful for gait-based 

authentication. We confirmed that the proposed method us-

ing appropriate methods which were obtained from this 

study leads to better performance than the conventional 

methods. 

In the future, we need to collect the gait data in an experi-

mental condition that is similar to an actual use environment 

(e.g., a corner, a slope, with different type of pockets, and 

with different type of shoes) for the feasibility experiments. 

Furthermore, this experiment could indicate the combination 

effect of acceleration-based authentication to angular veloci-

ty-based authentication. However, it was not clear whether 

the combination of angular velocity-based authentication to 

acceleration-based authentication is effective. We think we 

will try to evaluate this question under the actual use envi-

ronment, after collecting the large dataset. 
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Abstract - Bayesian Network, which is a model of proba-
bilistic causal relationship, is an practically important graph-
ical model learned from observation data. To learn a near-
optimal Bayesian network model from a set of observation
data, efficient optimization algorithm is required to search
an exponentially large solution space, as this problem was
proved to be NP-hard. To find better Bayesian network mod-
els in limited time, several efficient approximated search algo-
rithms have been proposed such as genetic algorithms. Among
them, algorithms based on probability vectors such as PBIL
(Population-Based Incremental Learning) are regarded as a
better sort of algorithms to learn superior Bayesian networks
in a practical computation time. However, PBIL has a prob-
lem that it finishes executing when it converges. Namely, after
convergence, it cannot find any better solutions. To solve the
problem, in this paper, we propose PBIL-RS (PBIL-Repeated
Search), which is an improvement of PBIL. In PBIL-RS, if the
search area becomes sufficiently small in the process of con-
verging the probability vector, we in turn spread the search
area and again begin the converging process, repeatedly. We
performed an evaluation of PBIL-RS and showed that it out-
performs the existing algorithms in the PBIL-family. We fur-
ther explored the behavior of PBIL-RS and found several key
behaviors that lead the characteristics to find better solutions.

Keywords: Bayesian Networks, PBIL, Evolutionary Al-
gorithm, EDA, Information Criterion

1 INTRODUCTION

Bayesian Network is used as a probabilistic model to ana-
lyze causal relationship between events from data. Recently,
rapid growth of the Internet and processing speed of comput-
ers have made us possible to analyze the causal relationship
from a large amount of data, and Bayesian Network is one of
the important data analysis methods that are useful in various
research fields with large data such as bioinformatics, medi-
cal analyses, document classifications, information searches,
decision support, etc.

However, there is one difficulty that learning Bayesian Net-
work models is proved to be NP-hard [1]. In other words, so-
lution space exponentially increases as the number of events
in the Bayesian Network increases. Therefore, several near-
optimal algorithms to find better Bayesian Network models
within a limited time have been proposed so far. Cooper et al.
proposed an algorithm to learn Bayesian Networks called K2
that reduced execution time by limiting the search space [2].
To limit the search space, K2 applies a constraint in the or-

der of events. The order constraint, for example, means that
future events cannot be caused of events in the past. How-
ever, in many practical cases, we cannot assume such an order
constraint. Therefore, to learn Bayesian Networks in general
cases, several approaches have been proposed. Many of them
use genetic algorithms (GAs), which find better Bayesian Net-
work models when we take more time for computation [3]-
[5]. Meanwhile, recently, requirements for large-data analy-
ses arise due to the growth of the Internet. To meet these re-
quirements, more efficient algorithms to find better Bayesian
Network models within smaller time are strongly expected.

On the background above, a number of authors have pro-
posed a new category of algorithms. Those algorithms called
EDA (Estimation of Distribution Algorithm) have been re-
ported to find better Bayesian Network models [6]-[8]. EDA
is a kind of genetic algorithms that evolves statistic distribu-
tions from which we produce individuals over generations.
Namely, EDA is a stochastic optimization algorithm. From
the result of Kim et al., PBIL-based algorithm performed the
best among several EDA-based algorithms [7].

Blanco et al. presented the first PBIL-based algorithm for
Bayesian Networks [9]. They showed that their PBIL-based
algorithm outperforms the traditional K2 algorithms. How-
ever, his algorithm has a drawback that his algorithm easily
falls into local minimum solutions because it does not include
any mutation operation to avoid converging into local mini-
mum solutions. To overcome this drawback, several mutation
operations were proposed for PBIL-based algorithms to learn
Bayesian Networks. Handa et al. introduced bitwise muta-
tion (BM), which apply mutation operations in which each
edge is added or deleted with a constant probability [6]. Kim
et al. proposed transpose mutation (TM) that is designed spe-
cific to Bayesian Networks [7]. This operation changes the
direction of edges in the individuals produced in each gen-
eration. Fukuda et al. proposed a mutation operator called
probability mutation (PM) for PBIL-based algorithms to learn
Bayesian Networks [8]. Probability mutation manipulates the
probability vector to avoid converging at local minimum solu-
tions. These mutation operators improved the performance of
PBIL-based algorithms to learn Bayesian Networks by avoid-
ing local minimum solutions. However, mutation operators
also have a drawback that the searching area jumps to other
areas due to mutations before searching the local areas deep
enough to explore good solutions.

In this paper, we propose a new PBIL-based algorithm called
PBIL-RS (PBIL-Repeated Search), which is an improvement
of PBIL. In PBIL-RS, if the search area becomes sufficiently
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small in the process of converging the probability vector, we
in turn spread the search area and again begin the converg-
ing process, repeatedly. By searching local areas deeply un-
til the probability vector converges into a sufficiently small
area, PBIL-RS improves the performance of PBIL-based al-
gorithms to learn Bayesian Networks. We performed an eval-
uation of PBIL-RS, clarified its characteristics, and showed
the superiority in its performance.

The rest of this paper is organized as follows: In Section 2,
we give the basic definitions on Bayesian Networks and also
describe related work in this area of study. In Section 3, we
propose a new efficient search algorithm called PBIL-RS to
achieve better learning performance of Bayesian Networks.
In Section 4, we describe the evaluation of PBIL-RS, and fi-
nally we conclude this paper in Section 5.

2 PRELIMINARY DEFINITIONS

2.1 Bayesian Network

A Bayesian Network model visualizes the causal relation-
ship among events through graph representation. In a Bayesian
Network model, events are represented by nodes while causal
relationships are represented by edges. See Fig. 1 for a con-
cise example. Nodes X1, X2, and X3 represent distinct events,
where they take 1 if the corresponding events occur, and take
0 if the events do not occur. Edges X1 → X3 and X2 → X3

represent causal relationships, which mean that the proba-
bility of X3 = 1 depends on events X1 and X2 . If edge
X1 → X3 exists, we call that X1 is a parent of X3 and X3

is a child of X1. Because nodes X1 and X2 do not have their
parents, they have own prior probabilities P (X1) and P (X2).
On the other hand, because node X3 has two parents X1 and
X2, it has a conditional probability P (X3|X1, X2). In this
example, the probability that X3 occurs is 0.890 under the
assumption that both X1 and X2 occur. Note that, from this
model, Bayesian inference is possible: if X3 is known, then
the posterior probability of X1 and X2 can be determined,
which enables us to infer more accurately the occurrence of
events.

The Bayesian Networks model can be learned from the data
obtained through the observation of events. Let O = {oj},
(1 ≤ j ≤ S) be a set of observations, where S is the num-
ber of observations. Let oj = (xj1, xj2, . . . , xjN ) be j-th
observation, which is a set of observed values xji on event
Xi for all i(1 ≤ i ≤ N), where N is the number of events.
We try to learn a good Bayesian Network model θ from the
given set of observations. Note that, good Bayesian Network
model θ is the one that creates data sets similar to the origi-
nal observation O. As an evaluation criterion to measure the
level of fitting between θ and O, we use AIC (Akaike’s In-
formation Criterion) [10], which is one of the best known cri-
terion used in Bayesian Networks. Formally, the problem of
learning Bayesian Networks that we consider in this paper is
defined as follows:

Problem 1: From the given set of observations O, compute
a Bayesian Network model θ that has the lowest AIC criterion
value.

Figure 1: A Bayesian Network Model

2.2 PBIL
Recently, a category of the evolutionary algorithms called

EDA (Estimation Distribution Algorithm) appears and reported
to be efficient to learn Bayesian Network models. As one of
EDAs, PBIL was proposed by Baluja et al. in 1994, which is
based on genetic algorithm designed to evolve a probability
vector [13]. Later, Blanco et al. applied PBIL to the Bayesian
Network learning, and showed that PBIL efficiently works in
this problem [9]. In PBIL, an individual creature s is defined
as a vector s = {v1, v2, . . . , vL}, where vi(1 ≤ i ≤ L)
is the i-th element that takes a value 0 or 1, and L is the
number of elements that consist of an individual. Let P =
{p1, p2, . . . , pL} be a probability vector where pi(1 ≤ i ≤ L)
represents the probability to be vi = 1. The algorithm of
PBIL is described as follows:

(1) As initialization, we let pi = 0.5 for all i = 1, 2, . . . , L.

(2) Generate a set S that consists of C individuals accord-
ing to probability vector P , i.e., element vi of each in-
dividual is determined by the corresponding probability
pi.

(3) Compute the evaluation score for each individual s ∈ S
(In this paper we use AIC as the evaluation score).

(4) Select a set of individuals S′ whose members have eval-
uation scores within top C ′ in S, and update the proba-
bility vector according to S′ . Specifically, the formula
applied to every pi to update the probability vector is
shown as follows.

pnewi = ratio(i)× α+ pi × (1− α), (i)

where pnewi is the updated value of the new probability
vector (pi is soon replaced with pnewi ), ratio(i) is the
function that represents the ratio of individuals in S′

that include edge i (i.e., vi = 1), and α is the parameter
called learning ratio.

(5) Repeat steps (2)-(4) until P converges.

By merging top-C ′ individuals, PBIL evolves the probabil-
ity vector such that the good individuals are more likely to
be generated. Different from other genetic algorithms, PBIL

Y. Yamanaka et al. / PBIL-RS: Effective Repeated Search in PBIL-based Bayesian Network Learning16



(1) Initialize the probability vector P as pij = 0 if i = j,
and pij = 0.5 otherwise, for each i, j(1 ≤ i, j ≤ N).

(2) Generate S as a set of C individual models according
to P . (This step (2) is illustrated in Fig. 3)

(3) Compute the evaluation scores for all individual models
s ∈ S.

(4) Select a set of individuals S′ whose members have top-
C ′ evaluation values in S, and update the probability
vector according to the formula (i). (These steps (3)
and (4) are illustrated in Fig. 4.)

(5) Repeat steps (2)-(4) until P converges.

Same as PBIL, the proposed algorithm evolves the proba-
bility vector so that we can generate better individual models.
However, there is a point specific to Bayesian Networks, that
is, a Bayesian Network model is not allowed to have cycles in
it. To consider this point in our algorithm, step 2 is detailed
as follows:

(2a) Consider every pair of events (i, j) where 1 ≤ i, j ≤ N
and i ̸= j, create a random order of them.

(2b) For each pair (i, j) in the order created in step (2a), de-
termine the value vij according to P ; every time vij is
determined, if vij is determined as 1, we check whether
this edge from Xi to Xj creates a cycle with all the
edges determined to exist so far. If it creates a cycle, let
vij be 0.

(2c) Repeat steps (2a) and (2b) until all the pairs in the order
are processed.

Figure 2: A Probability Vector

These steps enable us to learn good Bayesian Network mod-
els within the framework of PBIL. Note that the algorithm in-
troduced in this section does not include mutation operators.
Therefore, naturally, it easily converges to a local minimum
solution. To avoid converging to the local minimum solution
and to improve the performance of the algorithm, several mu-
tation operations have been proposed. A mutation operator
called bitwise mutation (BM) was introduced by Handa [6].
BM applies mutations to each edge in each individual with a
certain mutation probability. Kim et al. proposed a mutation
operator called transpose mutation (TM), which is specifically
designed for Bayesian Networks [7]. TM changes the direc-
tion of edges in the individuals produced in each generation.
Fukuda et al. proposed a mutation operator called probabil-
ity mutation (PM) for PBIL-based Bayesian Network learn-
ing [8]. PM manipulates the probability vector to avoid con-
verging at local minimum solutions. These mutations avoid
converging at local minimum solutions, and it improves the
efficiency to learn Bayesian Networks with PBIL-based algo-
rithms.

3 PROPOSED ALGORITHM: PBIL-RS

We propose PBIL-RS (PBIL- Repeated Search), which is
an algorithm to learn Bayesian Networks based on PBIL. To
search for good Bayesian Networks efficiently, we introduce
a new technique instead of mutation operators. Because mu-
tation operators work with a certain mutation probability, they
tend to change the search space before we deeply search the
current search area to explore good solutions. As a result, effi-
ciency of the algorithm decreases by skipping the search areas
where many superior solutions are likely to be buried. In con-
trast, in PBIL-RS, we transit the search space only after we
search the current search area deeply, i.e., only after PBIL-RS
judged that the search space gets converged. With this tech-
nique, we can search deeply the specific space in which supe-
rior solutions would exist while avoiding local minimums.

Figure 5 shows the outline of PBIL-RS. In general, in the
search space of Bayesian Network models, there are many
local minimum points. Because models with similar struc-
tures tend to have similar evaluation scores, superior solutions
would likely be collected at several local areas in the search
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does not include “crossover” between individuals. Instead, it 
evolves the probability vector as a “parent” of the generated 
individuals.

2.3 PBIL-based Bayesian Network Learning
In this section, we describes a PBIL-based algorithm that 

learns Bayesian Network models. Because our problem (i.e. 
Problem 1) to learn Bayesian Network models is a little dif-
ferent from the general description of PBIL shown in the pre-
vious section, a little adjustment is required. In our prob-
lem, individual creatures correspond to each Bayesian Net-
work model. Namely, with the number of events N , an indi-
vidual model is represented as s = {v11, v12, . . . , v1N , v21, 
v22, . . . , vN1, vN2, . . . , vNN } where vij corresponds to the 
edge from an event Xi to Xj , i.e., if vij = 1, the edge from Xi

to Xj exists in s, and if vij = 0 it does not exist. Similarly, we 
have the probability vector P to generate individual models as 
P = {p11, p12, . . . , p1N , p21, p22, . . . , pN1, pN2, . . . , pNN } 
where pij is the probability that the edge from Xi to Xj exists. 
A probability vector can be regarded as a table as illustrated 
in Fig. 2. Note that, because Bayesian Networks do not allow 
self-edges, pij is always 0 if i = j. The process of the pro-
posed algorithm is basically obtained from the steps of PBIL, 
as described in the following.
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Figure 3: Generating Individuals from Probability Vector

space. Our algorithm PBIL-RS explores these areas with the
following steps: (1) Initially, PBIL-RS sets the search space
as the whole solution space. (2) As the algorithm proceeds
and the generation grows, the search space usually gets smaller
by focusing on an area in which superior solutions would be
likely to exist. When the search space converges to a suffi-
ciently small area, and PBIL-RS judges that the current area
is sufficiently searched out, and (3) PBIL-RS in turn spreads
the search space to explore different local minimum areas.
Here, if the size of the spread search space is not sufficiently
large, it may again fall into the same local minimum area.
In order to avoid this, PBIL-RS spreads it to be larger search
spaces step-by-step. Specifically, the size of the spread search
space is firstly small to search near local minimum areas, and
if we cannot find superior solutions in the next convergence,
we then try to spread to larger search spaces to reach more
distant search areas.

PBIL-RS controls the search space with probability vector
P . Each element pi,j of vector P represents the probability to
have the corresponding edge (i, j) in the generated Bayesian
Network models. Thus, if each element pi,j approaches to 0
or 1, then naturally we have a probabilistic bias in the struc-
ture of the generated Bayesian Network models: The closer
to 0.5 each element of probability vector P is, the larger the
variation of generated models, and the closer to 0 or 1 each el-
ement is, the smaller the variation is. Namely, the probability
vector P controls the variation and the bias of the generated
structures of Bayesian Network models. Based on this, for
probability vector P , we define convergence level S as fol-
lows:

S =
Σi,j(i̸=j){0.5− |Pij − 0.5|}

N(N − 1)
. (ii)

Figure 4: Step(3)(4): Updating Probability Vector

Convergence level S takes the average of the difference
between 0 (or 1) and each element of probability vector P .
Namely, the less this value is, the smaller search space is. In
PBIL-RS, generally convergence level S gets smaller as gen-
eration proceeds. Thus, PBIL-RS spreads the search space
when the search space shrinks to be sufficiently small. To
judge that the search space is sufficiently small, we introduce
the number of search limitation k. Specifically, when conver-
gence level S does not update the smallest value in the past
k generations, i.e., the convergence level S in the k-th last
generation takes the smallest value in the past k generations,
PBIL-RS judges that the search space is sufficiently small and
has converged.

When PBIL-RS detects the search space convergence, it in
turn spreads the search space. We define H as the level to
spread the search space. PBIL-RS modifies the probability
vector P to increase the convergence level S to H . Specif-
ically, we choose an element of P randomly, and reset it as
Pij = 0.5. This operation repeats until S ≤ H holds.

In addition, as mentioned previously, we change the value
H dynamically to spread the search space and so avoid con-
verging to the same local minimum areas repeatedly. More
specifically, (a) we firstly initialize H with the initial value
Hmin, (b) secondly every time the search space is converged
we increase H by a constant value spread width Hinc, and (c)
lastly when we find the solution that has the best score so far,
we again initialize H with the initial value. This operation
enables PBIL-RS to leave a local area quickly when good so-
lutions would hardly be found, and guide to the bigger search
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Figure 5: PBIL-RS Method

space.
The formal description of PBIL-RS is as follows. Processes

(i)-(iv) are inserted into the steps (4) and (5) described in sub-
section 2.3.

(i) If the Bayesian Network model that has the best score
so far is found, H is initialized by the initial value Hmin.

(ii) Choose an element pij in P randomly, and reset it as
pij = 0.5.

(iii) If S < H , then return to step (ii).

(iv) Augment H by spread width Hinc.

4 EVALUATION

4.1 Purpose of Evaluations
We evaluate PBIL-RS to measure the performance and also

to explore the key behavior of PBIL-RS to find better solu-
tions. In our evaluation, we first clarify that PBIL-RS per-
forms well even if the number of events vary, and next we
investigate the effect of several parameter variables on the
performance. Clarifying the good parameter values would
be helpful for us in determining the parameter values in the
practical scenes. Through these evaluation results, we would
find that the behavior of PBIL-RS is favorable to find better
Bayesian Network models efficiently.

4.2 Performance Comparison with Existing
Methods

We designed our evaluation procedure as follows: We se-
lect Bayesian Network models used in our evaluation. In
this paper, we use two well-known Bayesian Network models
called Alarm Network [11] and Pathfinder [12], where Alarm
Network represents the causal relation among events to mon-
itor patients in intensive care units, and Pathfinder represents
that related to the diagnosis of lymph node diseases. Note
that Alarm Network includes 37 nodes and Pathfinder does

Figure 6: Generating an Observation Data Set

Table 1: Parameters of PBIL-RS

Parameters Values
# of observations 1000

Individuals in a generation (C) 1000
# of selected individuals (C ′) 10

Learning Ratio (α) 0.1
Search limitation (k) 10

Initial spreading level (Hmin) 0.2
Spread width (Hinc) 0.05

Evaluation Score AIC

135 nodes. We generate an observation data set from each of
the two models. In a Bayesian Network model, each node has
a set of conditional probability so that we can obtain a set of
values corresponding to all nodes according to the probability.
Figure 6 shows an example of the data set generated from the
example of Bayesian Networks shown in Fig 1, where j-th
row represents an example of j-th observation set oj gener-
ated according to the conditional probabilities of the model.
We generated a data set that consists of 1,000 observations
from each of two models. We use AIC criterion as the evalua-
tion score, which is one of the representative criterion to mea-
sure the distance between the input data set and a Bayesian
Network model.

We perform an evaluation of PBIL-RS in comparison with
existing methods. We compare the performance of PBIL-RS
with K2 that order restriction is evolved by genetic algorithms
(K2-GA) [3], PBIL without mutations, and PBIL with three
different mutation operators BM, TM, and PM. Parameter
values used in the evaluation are shown in Table 1. Note that
the mutation probability for BM, TM, and PM that performs
the best is different for each mutation operators. Thus, we
carefully chose those through preliminary experiments. For
BM we use 0.005 that is the best performance mutation prob-
ability in range [0.001:0.2]. Similarly, for TM and PM, we
use 0.1 and 0.002 that are the best in range [0.001:0.2] and
[0.001:0.009], respectively.

Table 2 shows the comparison result summarizing the value
of AIC calculated by each method. In Table 2, we show the
performance of each method running 500 generations for two
Bayesian Network models. In this result, we use the mean
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Table 2: AIC Values at 500 Generations

Methods Bayesian Network Models
Alarm Pathfinder

(37 events) (135 events)
PBIL-RS 8536.4 30138.6

PBIL 8627.2 30243.7
PBIL + BM 8563.1 35240.9
PBIL + TM 8654.3 34784.2
PBIL + PM 8582.9 33003.0

K2-GA 13347.7 -

Figure 7: AIC Transition in Case of Alarm Network

of 10 repetitions. Also, in Fig. 7, we show the transition of
AIC values in the case of Alarm Network. From these results,
we found that the PBIL-series methods perform far better
than the traditional K2 although its order restriction is evolved
by genetic algorithms, which proves the excellent ability of
PBIL-based algorithms. Note that we could not compute the
score of K2-GA for Pathfinder because it requires very large
amount of time; it took 650 hours to proceed only 45 genera-
tions, whereas PBIL-RS took only 3 hours.

We also found that PBIL-RS has the best performance among
those PBIL-based algorithms. This is because PBIL cannot
continue searching after convergence (e.g., it finishes running
at 160 generations in Alarm and 302 generations in Pathfinder),
while BM, TM, and PM frequently change the searching area
before exploring there deeply.

In Table 3, we show the execution time of those algorithms
for 500 generations. PBIL finished in especially short time,
which is because it finishes execution whenever the search
space converges. On the other hand, K2-GA takes very long
time because of large searching time of K2 algorithm. Ex-
cept for those two, we found that the execution time of the
variations of PBIL are comparable.

Table 4 shows the variance of AIC scores at the 400th gen-
eration with 10 repeated executions. From this result, we
found that the variance of PBIL-RS is the smallest in both

Table 3: Computation Time (sec) for 500 Generations

Methods Bayesian Network Models
Alarm Pathfinder

(37 events) (135 events)
PBIL-RS 8914.9 125195.6

PBIL 2791.9 75618.1
PBIL + BM 7992.4 156114.0
PBIL + TM 7920.7 161241.2
PBIL + PM 8724.9 142665.1

K2-GA 474327.0 -

Table 4: Variances of AIC Values at 400 Generations

Methods Bayesian Network Models
Alarm Pathfinder

(37 events) (135 events)
PBIL-RS 508.3 43594.1

PBIL + BM 2708.1 56006.6
PBIL + TM 7458.2 235816.8
PBIL + PM 2498.9 108321.9

Alarm and Pathfinder, meaning that PBIL-RS most stably com-
putes good solutions.

As above, we showed that PBIL-RS has the best perfor-
mance among the methods compared in this evaluation. In the
following sections, we examine the effect of several essential
parameters on the performance of PBIL-RS, and investigate
the key behavior of PBIL-RS that contributes to the superior
ability.

4.3 Effect of Learning Ratio α

We examine the effect of two essential parameters through
several evaluations. First, we focus on the effect of Learning
Ratio α. We execute PBIL-RS with several learning ratios in
range [0.05:0.7], and compare AIC values of Bayesian Net-
work models.

Figure 8 shows the transition of AIC scores of each Bayesian
Network models as generation proceeds. In Fig. 8, we show
the average AIC values of 30 repetitions, where the horizontal
axis represents generations, and the vertical axis represents
the best AIC score found as generation proceeds. Also, in
Fig. 9, we show the AIC scores at 500th generation for each
learning ratios.

From those results, we found the property that the final AIC
scores are better when learning ratio α takes lower values.
Simultaneously, however, if α takes lower values, the speed
to find better solutions goes slower than the case of higher
α. From this trade-off, we found that lower learning ratio α is
better, but if we have limitation on the executable generations,
we have to determine α carefully.

4.4 Effect of Spreading Level H
PBIL-RS increases the spreading level step-by-step to search

larger search spaces to avoid falling into the same local mini-
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Figure 8: AIC Values under Variation of Learning Ratio α

mum area. In this section, we clarify the relationship between
spreading level and the similarity of the Bayesian Network
model structures in PBIL-RS. Also, by focusing on the con-
vergence point of probability vector P , we find the key prop-
erty of PBIL that show the superior performance of PBIL-RS.

Recall that each element pij of the probability vector gets
closer to 0 or 1 as the algorithm proceeds and generation
grows. In most cases, pij actually converges to 0 or 1, where
P always generate the same individual. Thus, we can regard
each convergence point as a string of binary digits. We mea-
sure the similarity of two convergence points using Hamming
distance of the corresponding strings in order to grasp the dis-
tribution of the convergence points under various values of the
spreading level.

We examine the distance among convergence points under
variation of spreading levels. Specifically, we varied the ini-
tial spreading level Hmin in [0.05:0.45] under fixed spread
width Hinc = 0, and ran PBIL-RS with 1000 generations
to examine the Hamming distance between every pair of the
convergence points in a single run. Figure 10 shows the re-
sult as a box plot where the above and the below of the boxes
show the maximum and minimum values, and the top and the
bottom of the boxes show the values of the first and third quar-
tiles of all the data. From Fig. 10, we see that the spreading
level is clearly related to the Hamming distance between the
convergence points, meaning that large spreading levels has
an ability to change search space and to avoid converging to
local minimum areas.

Next, we examine the behavior of the algorithm, especially
on the timing at which good models are found. We ran PBIL-
RS for 1000 generations with parameter values Hmin = 0.2
and Hinc = 0. Figure 11 shows the result where the line
represents the transition of convergence level S and the dot-
ted points represents the timing where the best model is up-

Figure 9: AIC Values with Learning Ratio at 500 Generation

Figure 10: Hamming Distances among Convergence Points
under Variation of Spreading Levels

dated. From Fig. 11, we see the basic behavior of PBIL-RS
such that each time P converges it spreads the search space.
Please pay attention to the behavior of PBIL-RS that the point
it updates the best models is concentrated on where the con-
vergence level S is very small. Figure 12 is the scatter dia-
gram that shows the distribution of the updated points. Each
dotted point represents the updated point, and the horizontal
axis shows the the updated amount of AIC, i.e., the differ-
ence between the new AIC value and the previous one. From
Fig. 12, one sees that the best Bayesian Network model is
updated when convergence level S is in the range of small
values [0.0005:0.015]. The above results have clarified that
deep exploration of local areas is an efficient strategy to find
good Bayesian Network models.

4.5 Behavior in Varied Spread Level

In the previous section, we found two important properties
of PBIL-RS that, first, large spread levels have an ability to
avoid local minimum areas, and second, deep exploration of
a local area is a preferable strategy to find good models, which
support the superior performance of PBIL-RS.

In this section, we examine the behavior of the original
PBIL-RS in which the value of spreading width is varied. We
ran PBIL-RS in 3000 generations. Figure 13 shows the result
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Figure 11: Transition of Convergence Levels, and the Up-
dated Timing

Figure 12: Convergence Levels at Each Update Point

where the line shows the transition of convergence levels as
generation proceeds, and the dotted points shows the timing
at which the best model is updated. From Fig. 13, we see that,
as we found in the previous section, PBIL-RS finds the best
model when the spread level comes to be low, and PBIL-RS
continues finding better models even around 3000th genera-
tions by changing the exploring areas adaptively. We con-
clude that the good properties found in the previous section
also work in the original behavior of PBIL-RS in which the
convergence level is changed adaptively.

5 CONCLUSION

In this paper, we proposed a new algorithm called PBIL-
RS, which is an algorithm to learn Bayesian Network models.
PBIL-RS is an extension of PBIL that avoids convergence to
local minimum solutions by means of spreading the search
space repeatedly whenever it converges to a small area. Note
that PBIL-RS is somewhat similar to the simulated anneal-

Figure 13: Behavior of PBIL-RS in Changing Convergence
Levels

ing, but PBIL-RS is different from it in that PBIL-RS uses
statistic property to find good solutions whereas the simu-
lated annealing uses only the random effect. We evaluated
the performance of PBIL-RS in comparison with existing al-
gorithms, and we showed that PBIL-RS outperforms other
existing algorithms regardless of the number of nodes in the
Bayesian Network models used in the evaluation. In addition,
we showed that the learning ratio significantly effects on effi-
ciency of the algorithm, which clarified that selecting suitable
learning ratio according to the planned execution time is im-
portant. Moreover, by examining the behavior of PBIL-RS,
we verified that it properly controls the search space depend-
ing on the situation, and which leads to the superior perfor-
mance.

As future work, more extensive evaluation using various
Bayesian Network models is important. Especially, we would
like to apply the models that include several thousands of
nodes.
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Networks in the Space of Structures by Estimation of
Distribution Algorithms,” International Journal of Intel-
ligent Systems, Vol.18, pp.205-220 (2003).

[10] H. Akaike, “Information theory and an extension of
the maximum likelihood principle,” Proceedings of the
2nd International Symposium on Information Theory,
pp.267-281 (1973).

[11] I.A. Beinlich, H.J. Suermondt, R.M. Chavez,
G.F. Cooper, “The ALARM Monitoring System:
A Case Study with Two Probabilistic Inference Tech-
niques for Belief Networks,” In Proc. of Second
European Conference on Artificial Intelligence in
Medicine, Vol. 38, pp.247-256 (1989).

[12] D.E. Heckerman, E.J. Horvitz, B.N. Nathwani, “To-
wards Normative Expert Systems: Part I - the Pathfinder
Project,” Methods of Information in Medicine, pp. 90-
105 (1992).

[13] S. Baluja, “Population-Based Incremental Learning: A
method for Integrating Genetic Search Based Func-
tion Optimization and Competitive Learning,” Techni-
cal Report CMU-CS-94-163, Carnegie Mellon Univer-
sity (1994).

(Received September 22, 2015)

Yuma Yamanaka received the B.E. degree from
Wakayama University in 2015. He is currently a
Master-course student in Wakayama University.

Takatoshi Fujiki recieved his B.E. and M.E. de-
grees from Wakayama University in 2010 and 2012,
respectively. He is currently a doctoral course stu-
dent in Wakayama University. He is interested in
data mining, machine learning, and bioinformat-
ics. He is a student member of IPSJ.

Sho Fukuda received his B.E. and M.E. degrees
from Wakayama University in 2012 and 2014, re-
spectively. He is currently working with Intec Han-
kyu Hanshin Co.Ltd. He is interested in Data An-
alytics with large data sets.

Takuya Yoshihiro received his B.E., M.I. and Ph.D.
degrees from Kyoto University in 1998, 2000 and
2003, respectively. He was an assistant professor
in Wakayama University from 2003 to 2009. He
has been an associate professor in Wakayama Uni-
versity from 2009. He is currently interested in the
graph theory, dis- tributed algorithms, computer
networks, medial applications, and bioinformat-
ics, and so on. He is a member of IEEE, IEICE,
and IPSJ.

International Journal of Informatics Society, VOL.8, NO.1 (2016) 15-23 23



24



Visualisation and Avoidance of Uneven Road Surfaces for Wheelchair Users 

Hiroshi Jogasaki*, Shinichiro Mori**, Yoshitaka Nakamura*, and Osamu Takahashi* 
*School of Systems Information Science, Future University Hakodate, Japan

** Fujitsu Laboratories Ltd. 

G3113001@fun.ac.jp 

Abstract - The number of people aged 65 and above is in-

creasing in Japan, and the ratio of wheelchair use of such 

people is higher than that of the younger generation. Hence, 

wheelchair use has been steadily increasing. Manual wheel-

chairs are most commonly used because they have more 

reasonable prices than electric-powered wheelchairs; how-

ever, they are also more restrictive. In addition, it is better if 

users can trace in a comfortable road surface. For this pur-

pose, we can exploit the global positioning system (GPS) 

sensors, acceleration sensors and gyro sensors that have re-

cently been embedded in smartphones. People can collect 

diverse data from smartphone sensors and share their 

knowledge through a network. This paper proposes a sug-

gesting system to avoid tracing in an uncomfortable road 

surface by which wheelchair users can sense the road sur-

face profile. This suggesting system senses uneven area of 

the roads by a three-axis acceleration sensor and a GPS sen-

sor installed in a smartphone, which considerably reduces 

the cost. Because discomfort levels vary among users, we 

have developed a mapping solution which indicates a user’s 

discomfort places by an interactive method on the 

smartphone. The system helps users mitigate uncomfortable 

reactions caused by passing through uneven roads in wheel-

chairs. 

Keywords: probe information system, navigation system for 

wheelchairs, smartphone, wheelchairs, discomfort level  

1 INTRODUCTION 

Japan is entering a period of decreasing birth rate and age-

ing population. Consequently, wheelchair use is increasing 

and the wheelchair market has diversified. Electric-powered 

wheelchairs are currently evolving and gaining popularity. 

However, their cost renders them inaccessible to many peo-

ple. Most schools, hospitals and department stores continue 

to use human-assisted models. These models provide on-site 

mobility; however, users who are unfamiliar with the site 

and are navigating a road for the first time may encounter 

problems. Therefore, we propose a navigation aid for 

wheelchair users, and evaluate its ability in a series of man-

ual wheelchair experiments.  

Miyazaki compared the social inaccessibility among walk-

ing persons, users of electric-powered wheelchairs and 

manual wheelchair users [1]. Contemporary lifestyle re-

volves around social activities such as working at the office, 

shopping, school lessons and receiving medical treatment at 

hospitals. Miyazaki’s results are summarised in the compar-

ison maps in his paper. These maps present the Tama Area 

outskirts of Tokyo. Miyazaki found that persons with im-

pairments encounter various barriers to activities in the ur-

ban environment. In particular, users of manual wheelchairs 

have limited access to public facilities such as hospitals 

compared with walking persons and people using electric-

powered wheelchairs.  

Even when access itself is not problematic, travelling 

down the street may be uncomfortable for wheelchair users. 

Able persons cannot imagine the impact of road conditions 

on wheelchair users. Even on flat surfaces, wheelchairs are 

sensitive to the texture of the road. Because they are used 

for directional steering, the front wheels of typical wheel-

chairs are tubeless with a small diameter (not larger than 7 

inches) [2]. However, this design increases the sensitivity to 

the road surface conditions. A small-diameter solid tyre 

greatly senses the surface irregularities. 

By visualising the discomfort level of the road surface, us-

ers can navigate their wheelchairs to avoid these courses. 

The discomfort level of wheelchair vibrations relates to 

not only the surface conditions but also the speed of the 

wheelchair and the weight of the user. Steep and sudden 

slopes pose additional dangers to wheelchair users as the 

speed of the wheelchair becomes harder to control. When 

users decelerate while approaching a bad road condition, 

they can mitigate their discomfort level. In outdoor envi-

ronments, GPS sensors on smartphones can detect the user’s 

position on the road. If the sidewalk is sufficiently wide, the 

conditions can differ on the same road. For this purpose, the 

precision of the GPS sensors must reach 1 m. 

As micro electric mechanical system (MEMS) technology 

becomes more widespread, more smartphones are being 

installed with sensor technologies. Since 2000, MEMS tech-

nology has been incorporated in automotive acceleration 

sensors which detect a sudden deceleration to enable airbags, 

gyro sensors which guide drivers along safe routes and re-

duce hand vibrations when pushing digital camera buttons, 

and many other systems. The field of mobile sensing has 

greatly advanced in recent years; many studies have focused 

on incorporating such sensors in cars, bikes, bicycles and 

wheelchairs. Moreover, the number of smartphone users is 

increasing dramatically, and acceleration and gyro sensors 

are increasingly used for logging long-term data. With these 

tools, users can gather information on their circumstances 

and share that information among interested parties. Using 

their smartphones, people can develop a cost-effective, con-

venient networking system based on the embedded sensor 

technology. This study addresses the installation of three-

axis acceleration sensors and GPS sensors on the 

smartphone, which detect bad road conditions, which would 

increase wheelchair vibration. 

Our method detects uneven road surfaces that convey un-

pleasant vibrations to wheelchair users. The individual dis-

comfort levels of users are determined by an interactive in-

put method. Based on this input, the system indicates the 

potential discomfort zones on the road. 

International Journal of Informatics Society, VOL.8, NO.1 (2016) 25-33

ISSN1883-4566 ©2016 - Informatics Society and the authors. All rights reserved.

25



2 RELATED WORK 

To the best of our knowledge, there are at least four related 

papers on navigation systems for wheelchair users. One sys-

tem uses acceleration sensors on a smartphone; the others 

retrieve the logs from commercial three-axis accelerometers.  

2.1 Indoor and Outdoor Navigation System 

for Disabled Persons 

 In 2012, Nattapob et al. created a navigation system based 

on static information, such as stairways and precipitous 

slopes [3]. The smartphone obtains values from a direction 

sensor and communicates to a wheel speed sensor through 

Bluetooth. However, this method is not designed for sharp 

drops in road level (Fig. 1), sidewalks under construction 

(Fig. 2), sections of old pavements (Fig. 3), or similar condi-

tions which increase the discomfort of wheelchair users. 

Therefore, Nattapob’s system cannot detect the discomfort 

level of a road surface [3]. 

2.2 Unevenness Evaluation of Sidewalk 

Pavement by Vibrational Acceleration of 

Wheelchair 

In 2004, Okamura and colleagues demonstrated that the 

surface of a paved sidewalk causes undesired vibration, 

which may physically harm the human body [4]. Moreover, 

the vibrational acceleration is proportional to the travel 

speed. They found that a surface similar to that illustrated in 

Fig. 4 can be traversed by wheelchair users for one hour per 

day without causing side-effects. An example of such a 

sidewalk is photographed in Fig. 5 [4] - [6].  

Okamura’s group reported the following four findings. 

1) The dominant frequency of the acceleration response to

wheelchair vibration of the wheelchair is a near-integer mul-

tiple of the space size between the joints. 

2) The magnitude of the acceleration is proportional to the

speed of the wheelchair and is most marked in the vertical 

direction. 

3) Lighter persons experience more vibration than their

heavier counterparts. 

4) The measured vibrational acceleration indicates the dis-

comfort level of the vibration. 

2.3 Spatiotemporal Life-log Mining of Wheel-

chair Driving for Visualising Road Accessibil-

ity 

In 2013, Iwasawa’s group tested the ability of three-axis 

accelerometers to capture the surface road conditions [8]. 

They classified the road surface as rough and smooth and 

displayed the results in the comparison maps between actual 

and estimated statuses of the ground surface. 

However, the accelerators used in this study were not 

smartphone-based. Moreover, the study objectives were to 

visualise the road accessibility, not determine the comfort 

level of the road surface [7] [8]. 

Although these authors theoretically evaluated the comfort 

level of wheelchair users by the VAL (vibration acceleration 

level), we consider that discomfort levels should be alleviat-

ed by human interaction, as they depend on the individual 

sensibilities of users. 

Figure 1: Sharp drop in the road level 

Figure 2: Sidewalk under construction 

Figure 3: Old pavement on a sidewalk 
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Figure 4: Uneven surface conditions on a paved sidewalk 

with tiles 

Figure 5: Sidewalk paved with tiles 

2.4 Determining the Discomfort Level from 

Inertia and Human Body Information of 

Wheelchair Users 

In 2015, Isezaki and colleagues presumed the discomfort 

level from the body information of electric-powered wheel-

chair users [9]. They used a smartphone-based acceleration 

sensor and a biometric sensor which detects electric signals 

from the heart. However, they tested their system on an in-

door walkway with and without a sharp drop, without vary-

ing the height of the drop. Their presumed discomfort level 

did not account for individual diversities.  

Table 1: Advantages and disadvantages of related work 

2.5 Summary of Related Work 

Table 1 summarizes the advantages and disadvantages of 

the related work mentioned in this section. 

Nattapob et al.’s method does not sense the road surface, 

which determines the discomfort level of the vibration. 

Okamura’s group evaluated the vibrational damage, but 

their method requires accelerometers specific to this purpose. 

Iwasawa et al.’s approach is limited by a similar specificity; 

moreover, it targets the road rather than users’ discomfort  

levels. Although Isezaki et al. adopted a smartphone-based 

approach, the acceleration and biometric sensors presume 

the discomfort level of electric-powered wheelchair users.  

The method is unsuitable for manual wheelchair evalua-

tion because manual wheelchairs introduce noise in the bi-

ometric sensor. 

Given these limitations, we propose a low-cost method 

that precisely senses individual discomfort levels imparted 

by the road surface. The information is provided by 

smartphone sensors. The user determines the threshold ac-

celeration beyond which he or she would feel uncomfortable 

while driving the wheelchair. The proposed method then 

proactively displays the potential discomfort sites on the 

road. 

3 PROPOSED METHOD 

This section details the study purpose and approach, and 

explains how our proposed system solves the problems in 

related papers. 

3.1 Purpose and Approach 

Problems with existing approaches include high introduc-

tory cost, and inability to detect individual differences in 

discomfort levels. 

Our proposed system collects information at reasonable 

cost by a three-axis accelerometer and a GPS sensor in-

stalled on a smartphone. The discomfort imparted to the user 

by the road surface and the GPS position of the uneven sur-

face is conveyed by an interactive method. Moreover, be-

cause the discomfort level is user-specified, the system as-

sesses individual discomfort levels from the vibrational ac-

celeration. 

This study aims to collect the acceleration values on 

bumpy road surfaces and display the badly conditioned re-

gions of the sidewalk on the map. The final target of this 

study is a navigation system by which wheelchair users can 

avoid uncomfortable routes in their future travels. 

2.1 Navigation No No

2.2 Evaluation Yes No

2.3 Visualization Yes No

2.4 Presumption Yes Yes

 surface condition

on the road

Sensor on the

Smatrtphone
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Figure 6: Modules of the proposed system 

Figure 7: Acceleration components of the smartphone 

3.2 Overview of the Proposed System 

The proposed system comprises four components (Fig. 6). 

The interactive input method identifies a user’s individual 

discomfort level from historical data. The first module is the 

data collection module, which is installed on the smartphone. 

This module collects the sensed data from the three-axis 

accelerometers and the GPS sensors on the smartphone. The 

second module (the data processing module) operates on the 

server and calculates the discomfort threshold based on the 

gathered data. The third module is the data storage mod-

ule, which receives data from the smartphone. This module 

also operates on the server. The fourth module (the data dis-

play module) presents the existing uneven road surfaces, on 

which the user’s discomfort level is likely to exceed the 

threshold. This information is presented on the smartphone 

map. 

3.3 Visualising the Discomfort Site of the 

Road 

In this subsection, we describe how our proposed method 

visualises the uneven road surfaces. The acceleration com-

ponents of the smartphone are measured as indicated in 

Fig. 7. Once the unique ID is input to the system, the pro-

posed system will store and calculate the threshold discom-

fort levels of the wheelchair user. 

Figure 8: Data collection user interface on the smartphone 

Table 2: Records sent to the server 

3.3.1 At the Start of Moving 

The information is retrieved by an iPhone4 affixed to the 

left arm of the wheelchair. Data collection begins shortly 

after the user enters his or her unique ID into the smartphone 

screen (Fig. 8) and continues for 60 s. At 60-s intervals, the 

data are sent to the server, along with the records displayed 

in Table 2. 

3.3.2 Data Collection 

Each second, the smartphone acquires the latitude and 

longitude from the GPS sensor and the maximum and mini-

mum accelerations in the y direction from the three-axis 

accelerometer. 

If the user experiences uncomfortable vibrations, he or she 

pushes the button on the screen of the smartphone. If the 

discomfort level is being tracked for the first time, that level 

will be stored in the database and assumed as the Min/Max 

threshold value (Fig. 9).  

If the discomfort level has been previously tracked, it is 

stored after calculating the average value of the current and 

historical values, as shown in Fig. 10. 

Table 3 lists the values that define a user’s discomfort pro-

file. These values are stored in the database.  

UserID

Latitude

Longitude

Acceleration Y

ID of each user

Value from GPS

Value from GPS

Value from Accelerometer 
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Figure 9: Data collection during first-time tracking 

Figure 10: Data collection after multiple tracking 

Table 3: Records stored in the database 

3.3.3 Data Display 

The system stores the values in the database and displays 

the information on the smartphone screen, as shown in 

Fig. 11. If the user’s threshold is below that of multiple us-

ers in the same area, the map highlightsthe potential discom-

fort sites. The display API is OpenStreetMapAPI. 

4 EXPERIMENTS AND DISCUSSION 

In this section, we explain the experiments and simulation 

we conducted to confirm the effectiveness of the proposed 

method and discuss the results. 

Figure 11: Data display on the smartphone screen 

Figure 12: Experimental environment 

4.1 Experiments 

We conducted two experiments. The first experiment was 

conducted inside the room and the second was conducted 

outside the building. 

4.1.1 Experiment 1 

Before creating the proposed method, we investigated the 

relationship between wheelchair vibrations and the road 

surface conditions. We found that the front tube-less tyre is 

sensitive to the surface unevenness. To assess the accuracy 

of sensing the road surface profile from the uncomfortable 

vibration level of the wheelchair users, we conducted the 

following tests. 

(1) The smartphone was affixed to the left arm of the

wheelchair. Data were collected by a HASC Tool [10] as 

shown in Fig. 12. Kawaguchi et al. organized a consortium-

called ‘HASC: Human Activity Sensing Consortium’, and 

started a collaborative project for gathering a large scale 

human activity corpus. HASC Tool is a corpus tool, and its 

basic function was used. A schematic of the testing board, 

showing the varying spacing between several bars, is pre-

sented in Fig. 13. Each bar was 2 or 4 mm high. This exper-

iment was called Experiment 1.  

UserID

Latitude

Longitude

Acceleration Y

Threshold max

Threshold min

Comfort

ID of each user

Value from GPS

Value from GPS

Value from Accelerometer 

Max threshold value of each user

Min threshold valu of each user

information that feels discomfort
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(2) We employed a common wheelchair with a 7-inch

front tyre and a 24-inch rear tyre. 

(3) We trialled 4 different patterns of the testing board.

(4) Each pattern was tested 5 times by 5 persons (yielding

200 trials: 4 patterns × 2 heights × 5 times × 5 persons). 

(5) The test subjects were five students with different

weights (55 kg, 58 kg, 64 kg, 65 kg and 73 kg). 

In Experiment 1, the smartphone fixed on the left arm of 

the wheelchair detected the vibrations from the uneven test-

ing board in the indoor environment. The testing board was 

designed to be detected from the ground by the front tube-

less tyre of the wheelchair. The aim was to reveal the extent 

to which the smartphone’s accelerometer can detect the sur-

face profile from the vertical vibrational acceleration y. As 

revealed in the initial raw data, the surface signal was not 

precisely determined in this test (Fig. 14). 

Noises in the accelerometer readings could be filtered by 

four periods of moving average. Figure 15 shows the accel-

eration profile after the filtering. Many of the noises in 

Fig. 14 were successfully eliminated by the filtering. A sim-

plified graph is presented in Fig. 16. In almost all of the 200 

trials, the exact space-size differences between the bars 

along the test board were derived from the acceleration sen-

sor of the smartphone.  

4.1.2 Experiment 2 

After performing experiment 1, we gathered simulation 

data and verified the effectiveness of the proposed method. 

To sense the wheelchair’s vibration from the real surface of 

the road, outdoor tests (experiment 2) were conducted from 

the front door of the university to the bus stop (Fig. 17). The 

five subjects made a round trip.  

In Experiment 2, testers navigated the wheelchair along 

the road outside the university. Wheelchairs equipped with 

smartphones collected the acceleration and GPS values from 

the entrance to the bus-stop, along the route shown in 

Fig. 17. To identify whether the system could identify actual 

environmental features such as hearing the user’s voice and 

perceiving the surface status of the road (smooth or rough), 

the test team followed the wheelchair users while taking a 

movie on a different smartphone.  

The effectiveness of the method was evaluated in a simu-

lation study based on Experiment 2. 

Figure 13: Schematic of the testing board with an uneven 

surface 

Figure 14: Raw data of vertical acceleration y 

Figure 15: Moving average of vertical acceleration y 

Figure 16: Simplified graph of vertical acceleration y 

Figure 17: Experimental route from university entrance to 

bus stop 
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Table 4: Format of the interview 

Figure 18: Scatter diagram of the principal component 

analysis 

Figure 19: Experimental route from university entrance to 

bus stop, showing uneven sites 

Figure 20: Example of a bumpy sidewalk 

Hence, we could see that the wheelchair’s vibration has a 

strong association with the surface profile of the road. 

In experiment 2, we obtained accurate vibration and GPS 

data. This shows the effectiveness of the map as the output 

of the data displayed the potential discomfort location. The 
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4.1.3 Results of Interview for Experiments 

After conducting experiments 1 and 2, we surveyed each 

subject to evaluate the relationship between wheelchair vi-

brations and each individual wheelchair user’s discomfort 

level. 

Table 4 displays the format of a survey administered to the 

5 testers. The testers rated three categories ‘comfort’, ‘rest-

fulness’ and ‘stability’ on one of seven levels (extremely 

negative, moderately negative, slightly negative, neutral, 

slightly positive, moderately positive and extremely posi-

tive). 

The responses were analysed by principal component 

analysis (PCA) [11]. PCA is a useful statistical technique 

that has found application in fields such as face recognition 

and image compression, and it is a common technique for 

determining patterns in high-dimension data. In the first 

analysis, we integrated comfort and restfulness into a meas-

ure of comfortability when using the wheelchair. In the sec-

ond analysis, we integrated restfulness and stability into a 

measure of user safety. A scatter diagram of the analysis is 

plotted in Fig. 18. The levels of comfort and safety differed 

among the testers, although all testers moved along the same 

conditional testing boards and outdoor route. 

4.2 Simulation Results 

We performed simulation using data from experiment 2 to 

verify the effectiveness of the proposed method. We ac-

quired logging data from the university entrance to the bus 

stop on the acceleration and GPS sensors embedded into the 

smartphone.  

The wheelchair users encountered uneven sites at 27 s 

(no.1 in Fig. 19), 45 s (no.2 in Fig. 19) and 57 s (no.3 in 

Fig. 19) from the start of the route (university entrance). We 

then simulated this situation and determined the locations of 

the bumpy sites from the simulation results.  

The tracking movie captured on the smartphone easily dis-

tinguished the regions of the bumpy sidewalk. An example 

is shown in Fig. 20. 

From the wheelchair log data, we constructed the accelera-

tion–time profile and identified the minimum and maximum 

accelerations. 

The profiles around the first, second and third uneven sites 

are presented as Fig. 21, Fig. 22 and Fig. 23, respectively. 

The identified maximum and minimum values were selected 

as the threshold discomfort levels of the wheelchair’s vibra-

tion.  

Table 5 shows the y acceleration values stored by the 

smartphone. The discomfort level of the road surface was 

displayed on the smartphone screen.  

4.3 Discussion of Experimental and Simula-

tion Results 

This subsection discusses the experimental and simulation 

results. The two experiments yielded the following findings. 

In experiment 1, in 200 trials, the signals of the testing 

boards were detected with an almost 100% success rate.  
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Figure 21: MAX/MIN accelerations at the first uneven site 

along the outdoor route 

scatter diagram of interviews and tracking movies of exper-

iment 2 showed that the comfort levels of wheelchair users 

are highly individual specific. Therefore, the vibration level 

deemed as uncomfortable cannot be standardised. Our simu-

lation with the experiment 2 data showed the effectiveness 

of visualizing the potential discomfort levels for wheelchair 

users on the smartphone map using a sensor embedded into 

the smartphone. 

Compared with existing methods, our method has several 

advantages. Existing studies of wheelchair navigation are 

beset by several problems. In particular, both the accelera-

tion and GPS data must be obtained at reasonable costs, and 

the discomfort level derived from acceleration values is 

highly individualistic. Our proposed method addresses these 

issues. 

However, there are other factors that have an influence on 

the discomfort level of wheelchairs are undetectable by ac-

celeration and GPS data. One of the factors is sharp slopes. 

Without vibration, sharp slopes could be a hindrance to 

wheelchair users. Note that the current work does not ad-

dress this issue. 

5 CONCLUSIONS 

In this study, we proposed a method for visualization and 

avoidance of uneven road surfaces for manual wheelchair 

users using smartphones with an embedded acceleration 

sensor and a GPS sensor. We implemented the system of the 

proposed method and conducted experiments and simulation 

to confirm its effectiveness. 

We proposed a method displaying potentially uncomforta-

ble zones as surface information on the road map of the 

smartphone. Because every trigger is initiated by the wheel-

chair user, this system will provide individual assistance.  

In future work, the system must be evaluated on a real 

sidewalk. We will also create a navigation system to evalu-

ate the effectiveness of the method.  

At present, our method relies on the wheelchair users’ own 

activities. Ideally, we should find a proactive measure, by 

which probe-wheelchairs could check the road status before 

the road is accessed by many users. For a more realistic nav-

igation, we also need to identify the slope by gyro sensors 

and consider the scalability of the servers and collectiveness 

of the probed data. 

Figure 22: MAX/MIN accelerations at the second uneven 

site along the outdoor route 

Figure 23: MAX/MIN accelerations at the third uneven 

site along the outdoor route 

Table 5: Stored MIN/MAX accelerations reported as the 

thresholds 
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Abstract - Along with the progress of the cloud computing,
it became necessary to deal with various and large quantity
data in the distributed database environments. So, the various
NoSQL databases have been proposed and put to practical
use. However, as for the NoSQL databases, since it supports
the distributed environment, the integrity of the database up-
date is basically guaranteed only by the object unit. There-
fore, there are serious restrictions to update the plural objects
as a transaction. On the other hand, it is often necessary to
perform the lump-sum or long-time update as a transaction
in business systems. In this paper, we propose a method to
update plural objects in a lump-sum as a transaction in Mon-
goDB, which is a kind of the NoSQL database. Furthermore,
through the evaluations by a prototype, we confirmed that the
lump-sum update can be executed as a transaction without the
latency of the concurrent object unit update.

Keywords: database, NoSQL database, MongoDB, trans-
action processing, batch processing, concurrency control

1 INTRODUCTION

Nowadays, a large amount of data has been published, and
it is utilized in various fields as big data. As a feature of big
data, Volume (huge amount), Velocity (speed), Variety (wide
diversity) have been pointed [8]. For example, large amounts
of data, such as in the online shops and the video sharing sites,
must be accessed efficiently by worldwide users, though it has
more complex data structures than the conventional relational
databases, including images and videos as well as texts.

To cope with this situation, various kinds of NoSQL (Not
Only SQL) databases has been proposed and put to practi-
cal use [12]. As for the NoSQL database, to achieve the
above-mentioned feature for the above problems, it is com-
posed as the distributed database having a large number of
servers. That is, it ensures the efficiency and reliability by re-
dundancy such as replication and so on. Also, for example,
MongoDB, which is a kind of the NoSQL database, is the
document-oriented database and its structure is not defined
by the schema. So, it is possible to add necessary attributes
to its each data at any time and to manipulate various kinds of
data flexibly [1].

On the other hand, unlike the relational database manage-
ment system (hereinafter, ”RDBMS”), it is not guaranteed to
maintain the ACID property of the transaction processing in
the case of the plural data manipulation. That is, it is gener-
ally maintained only on the individual update units called the

atomic object. Also, as for the distributed environment, only
the eventual consistency is guaranteed, that is, its consistency
is not maintained until the completion of all the data manipu-
lation including such as the synchronization of the replication
[13]. They cause the serious restrictions on the data manipula-
tion, for example, the intermediate result of the update having
no consistency can be queried.

Here, even as for the RDBMS, there is a problem about
maintaining the ACID properties in the case to update a large
amount of data associated mutually in a lump-sum. That is,
since the lock method is used to perform above-mentioned
data manipulation concurrently with the other update, it causes
the long latency of the latter update. For this problem, we
have proposed the temporal update method using the trans-
action time database that manages the history of the time se-
ries of the data, and shown that it is possible to maintain the
ACID properties without this long latency even in the above-
mentioned case [6]. In this method, each update result of plu-
ral transactions is saved, and only the valid results are queried
after the update completion. So, it is expected that we can
update the plural data in MongoDB as the single transaction
by the method of applying the temporal update method.

In this paper, firstly, we propose an update method for Mon-
goDB, which utilizes the concept of the temporal update. And,
our goal in this paper is to show that the efficient lump-sum
update maintaining the ACID properties can be realized even
in the above-mentioned case. In other words, by this method,
we can update the plural data in a lump-sum as the single
transaction, which was difficult to be executed by the conven-
tional method of MongoDB.

The remainder of this paper is organized as follows. In
Section 2, we show the problem of MongoDB about the con-
currency control, and the abstract of the temporal update. In
Section 3, we propose the lump-sum update method for Mon-
goDB. In Section 4, we show the implementation and evalu-
ations of this method, and show the considerations about this
evaluation results in Section 5.

2 CONCURRENCY CONTROL OF
MONGODB AND TEMPORAL UPDATE

2.1 Target Case of Data Update Process
Currently, many databases of mission-critical business sys-

tems are built by the RDBMS, and a lump-sum updates of a
large amount of data spanning a long period of time are of-
ten performed. For example, in the banking systems, there
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is a large amount of account transfer business, which is en-
trusted by the card companies and so on. Meanwhile, users
update the database immediately for their deposits and with-
drawals by the ATM. These processes are not only performed
simultaneously by many users, but also the users in the latter
case are sensitive to the delay in the response of the system.
Furthermore, at present, these processes are provided as the
nonstop services. That is, the both of these processing have to
be executed concurrently. However, since the lock method is
generally used to maintain the ACID properties of the transac-
tions, there is the problem that the users are often kept waiting
for a long while by the update of large amount of data.

Here, the ACID properties are the properties that the trans-
actions should maintain, and it is composed by the following
four properties [2].

Atomicity Transactions execute all or nothing.

Consistency Transactions transform a correct state of the
database into another correct state.

Isolation Transactions are isolated from one another.

Durability Once a transaction commits, its updates persist in
the database, even if there is a subsequent system crash.

For the above-mentioned problem due to the lock method,
the mini-batch is used widely to shorten the wait time of users,
by which the process for a large amount of data update is
divided into several update processes and they are performed
one after another. So, the long wait does not occur.

Meanwhile, we showed that the ACID properties cannot be
maintained by the mini-batch in the case where the data as-
sociated mutually. Furthermore, we proposed the temporal
update method to update the data with maintaining the ACID
properties even in this case [5]. On the other hand, as well
as the mini-batch, the ACID properties of the transactions are
maintained only on the update of the atomic object in Mon-
goDB. So, in the case of updating plural data in a lump-sum, it
has been pointed out that the same problems as the mini-batch
occurs [1].

That is, the aim of this paper is to propose the update method
for MongoDB, in which we apply the concept of the tempo-
ral update method, to update plural data in a lump-sum with
maintaining the ACID property. In this paper, “online entry”
represents the update on the atomic object, in which the ACID
property is maintained in MongoDB; “batch update” repre-
sents the update composed of plural data manipulation in a
lump-sum, in which the ACID property is not maintained to
the contrary. Incidentally, as for the relational databases, the
former corresponds to the update of the single transaction; the
latter corresponds to the update composed of the plural trans-
actions such as the mini-batch.

In this section, we show these related works below: first,
the overview of MongoDB, and the issue intended by this pa-
per; second, the temporal update method for the relational
databases.

Figure 1: Composition of MongoDB document.

2.2 Overview of MongoDB and Issue in
Concurrency Control

MongoDB is a kind of document-oriented NoSQL database,
which data is the documents expressed by JSON (JavaScript
Object Notation) format shown in Fig. 1 [15]. The docu-
ment is composed of the fields. For example, in this figure,
{“ id”: 1} is a field, of which identifier is “ id” and value is 1.
Here, “ id” corresponds to the primary key of the relational
database. And, the field is able to have a nested structure.
For example, the name field (name) in the figure is composed
of the following fields: the first name field (first) and the last
name field (last). Since the document structure of MongoDB
is not defined by schema, any necessary fields can be added to
any document at any time. So, each document is able to have
different fields except “ id”. Furthermore, since it is possi-
ble to store the various kinds of objects, such as images and
videos to its fields, it can handle a variety of data compared to
the RDBMS. Here, the set of documents is called the collec-
tion. So, the collection and document correspond to the table
and record in the relational database, though it is not strict.

As for the data manipulations, the following CRUD oper-
ations are provided as well as the RDBMS: insert, find (cor-
responding to select), update and remove (corresponding to
delete). Furthermore, since findAndModify command is also
provided to execute both of the query and update exclusively,
they can be executed as the atomic operation. That is, the up-
date of the atomic object such as the single document can be
performed as the single transaction.

However, unlike SQL of the RDBMS, it does not provide
the command to update the plural documents as the single
transaction. That is, there is a problem that the ACID proper-
ties of the transaction, especially the isolation and atomicity,
cannot be maintained in the case where the plural documents
are updated in a lump-sum.

For this issue, two phase commit protocol is shown [10].
In this method, for example, in the case of performing the ac-
count transfer from the account X to the account Y of a bank,
its processing ID is saved in the document of the account
transfer management collection, which has the status about
this processing: initial, pending, applied and done. These
accounts are updated one after another in pending; mean-
while, this processing ID is saved to the documents of these
accounts, and the updating accounts can be managed. Then,
the status transit to applied. In the case of successful comple-
tion, this processing ID is deleted from the documents to exit.
And, in the case of abnormal termination, the compensation
transaction is performed to cancel the updates of the accounts
and recover to a consistent state [10].

It is considered that this method is same as the saga for
the RDBMS [9], which executes a mass update sequentially
as divided plural update set. And, in the case of failure, the
compensation transactions are executed to recover the data.
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Before online entry 

Online entry 

Figure 2: Data manipulation by temporal update.

On the other hand, it has been shown that the ACID prop-
erties of the transaction is not maintained in the case of the
concurrent execution with the other transactions [3]. For ex-
ample, in the case where the failure occurs in the transaction
after the account X was updated and the result was queried by
the other transaction, the former transaction must be canceled.
However, since the result of this transaction has been already
queried by other transactions, it causes the problem in the ac-
tual system operations, such as the cascading aborts. This is
due to the fact that the entire update cannot be processed as
the single transaction in the same as the mini-batch.

2.3 Temporal Update Method for Relational
Database

In Section 2.1, we mentioned that we proposed the tempo-
ral update method for the problem as for the mini-batch in
the RDBMS. In Fig. 2, we show the data change of the time
series about the transaction time in this method [7]. The con-
cept of the temporal update method is the following: all the
update results of each kind of transactions are saved, in which
the online entries and batch update are included; and only the
valid data is queried [5], [6].

This method utilizes the concept of the transaction time
database, which is a kind of temporal database that manages
the time history of its data [14]. And, the transaction time
expresses when some fact existed in the database, so its re-
lation is expressed by R(K,Ta, Td, A). Here, K shows the
primary key attribute of the data of above-mentioned fact;
Ta shows the transaction time when the data was inserted
into the database; Td shows the transaction time when it was
deleted from the database; A shows the other attribute. In
other words, though the data is deleted logically from the
database by setting the deletion time to Td, it remains phys-
ically in the database. So, all the CRUD operations on the
data of the database can be managed as a history of the time
series. Here, until the data is deleted, the value now is set to
Td, which indicates the current time [16].

The feature of this method is that we avoid the conflicts
between the batch updates and online entries by expanding
the concept of the transaction time into the future. That is, as
for the batch update, the data at the past time tq is queried,
and the processing result is stored at the future time tu. On
the other hand, as for the online entries, the data at the cur-
rent time now is manipulated. Thus, the conflict between the
both processing can be avoided without using the long locks.

Updated field by batch update 

Updated fields by online entry Remarks: 

Figure 3: Data structure of document in proposal method.

Here, the batch update processing must be applied to the re-
sult of the online entries performed between the time tq and
tu. So, the batch update processing is applied individually to
the results of the online entries, and these processing results
are stored into the database as the OB update in Fig. 2.

As a result, three kinds of update result data is stored at
the time tu as shown in Fig. 2: (1) the batch update, (2) the
online entry and (3) the OB update. Therefore, the valid data
has to be queried by the query processing, which is shown by
(4) query. It is achieved by querying these data in the follow-
ing order of priority: the OB update, online entry and batch
update. To be concrete, in the case where both of the batch
update and online entry are executed, the OB update result
is queried; in the case of only the batch update, its result
is queried; in the case of only the online entry, its result is
queried; Therefore, we can query the same update result as
in the case where the batch update is executed on the online
entry results at the time tu, without the long latency of the
online entry by the lock method.

Moreover, to apply this method to the distributed database
environment, we improved it not to have to determine the
completion time tu beforehand [7]. It was implemented by
the view, which has the feature that the above-mentioned valid
data is changed at the batch update completion time tu.

3 PROPOSAL OF LUMP-SUM UPDATE
METHOD FOR MONGODB

In this section, we propose a lump-sum update method for
MongoDB, which is based on the concept of the temporal up-
date method mentioned in Section 2.3. First of all, since there
is the restriction about the transaction processing in MongDB
as mentioned in Section 2.2, we have to adopt the method to
fit the characteristics of MongoDB.

Concretely, since the plural document cannot be updated
as a transaction in MongoDB, the following modification is
necessary. First, all the update result must be stored in the
single document: the online entry, batch update and OB up-
date. So, the data structure must be modified. Second, for
the same reason, the transaction time database cannot be con-
structed. So, the update process must be managed according
to the processing stage, instead of the transaction time.

3.1 Data Structure of Document in Proposed
Method

If we applied the temporal update intended for the RDBMS
to the lump-sum update in MongoDB, multiple documents of
the update result would be created for one fact of the real
world: by the online entry, batch update and OB update. It
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means, for example, in order to execute the OB update with
the online entry, the two documents represented by (2) and (3)
in Fig. 2 must be manipulated as one transaction. However,
as mentioned above, plural documents cannot be updated as
one transaction in MongoDB. So, if we applied this method to
MongoDB just as for the RDBMS, the problem would occur:
the consistency among data is not maintained. Meanwhile,
since the document structure of MongoDB is not defined by
the schema, its fields can be added flexibly. And, more im-
portantly, the data manipulations on the different fields of the
same document do not conflict.

For this reason, in this study, we propose the following
lump-sum update method for MongoDB as shown in Fig. 3.
In this method, all the results of the online entry, batch up-
date and OB update are saved in the same document, and
each field is indicated by “o”, “b” and “OB”. And, the valid
field is queried in the same way as the temporal update for the
RDBMS.

Here, as shown in Section 2.1, we defined the online en-
try as the process updating each document individually. And,
it can be executed by the transaction feature of MongoDB.
Furthermore, OB update, which accompanies with the online
entry, updates the same data as the online entry. So, it can
be executed by the transaction feature, though both of the OB
update and online entry cannot be executed by the transac-
tion feature in a lump-sum. On the contrary, since the batch
update updates plural documents in a lump-sum, it cannot be
executed by the transaction feature as the whole process.

For example, Fig. 3 shows the document of the balance of
the deposit account: the account number (account), balance
(balance) and update number (last). In addition, in the fol-
lowing, we omit to write “ id” of documents. Here, “last”
corresponds to the time stamp, and it is increased by one for
each update of the balance. In addition, it is used for the opti-
mistic concurrency control as described later. Also, “temp” is
the temporal field that is added temporarily during the execu-
tion of the batch update, and the update results are inserted to
the corresponding field with the processing classification: the
field of identifier “b” is for the batch update; “o” is for the on-
line entry; “OB” is for the OB update. In addition, “balance”
and “last” fields are also updated by the online entry.

As shown in Fig. 3 by the underline and double underline,
the online entry, including the OB update, updates the differ-
ent fields from the batch update field. So, there is no conflict
between these update processing. Then, the valid update re-
sult can be queried similarly to the temporal update method,
that is, by querying the update result data with the following
priority: the OB update, online entry and batch update.

In summary, as for the temporal update method in RDBMS,
we avoid the conflicts between the batch update and online en-
try by storing the each update results to the different records.
In this method for MongoDB, we avoid this conflicts by stor-
ing each update result to the different fields.

3.2 Transition of Processing Stage in
Proposed Method

In MongoDB, since plural documents cannot be updated
as the single transaction, the transaction time database also

Figure 4: Processing stage transition in update

  

Figure 5: Correspondence between update process and pro-
cessing stage

cannot be composed. For example, in Fig. 2, two data is ma-
nipulated to update one fact at time now: the data “Before
online entry” is logically deleted, and the update result “(2)
Online entry” is added. In other words, the transaction time
database needs to manipulate two data as a single transaction.

On the other hand, as for the temporal update in RDBMS,
as shown in Fig. 2, since the batch update starts at the time tq
and completes at tu, the OB update must be executed during
this time period, which accompanies with the online entry.
Furthermore, the batch update is performed to the data of the
transaction time tq . That is, these control is required for the
proposed method, too.

To address this issue, we define the following four process-
ing stage like the two phase commit protocol in MongoDB,
which was shown in Section 2.2, as shown in Fig. 4. And,
the update processing is performed with transitioning among
them sequentially: “initial” shows that the stage is before
batch update; “pending” shows it is during the batch update;
“applied” shows batch update has completed, and the data of
temporal field is being reflected to the regular field; “done”
shows all the processing has completed. Incidentally, in the
case where the failures occur in the batch update processing,
the processing stage transitions from “pending” to “rollback”.
In the “rollback” stage, the batch update results are canceled,
and the processing stage transitions to “done”.

We show the correspondence between the update process
and processing stage as for the “real” time in Fig. 5. Here-
inafter, we use real time t̂q corresponds to tq in Fig. 2, and
t̂u corresponds to tu. At the transition time t̂q from “initial”
to “pending”, the batch update and OB update start. And, at
t̂q the time from “pending” to “applied”, the both complete.
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Figure 6: Data change in update

Here, as mentioned above, since MongoDB is not the trans-
action time database, the batch update cannot query the data
history at the time t̂q . So, in the case where the target data
is updated by the online entry before the batch update, this
batch update must perform on this update result. However,
the result of the OB update, which accompanies with the on-
line entry, reflects both of the batch update and online entry
results, and finally this is queried based on the query priority.
So, the query result of the proposed method is same as the
result of the temporal update method.

Here, the query data as of the proposed method is decided
at the time t̂u, and the query results do not change after t̂u.
That is, as shown in Fig. 5, the batch update and OB update
result can be also queried corresponding on the query priority.
The transition from “applied” and “rollback” to “done” means
only the delete completion of the unnecessary intermediate
results.

Figure 6 shows the data at the end of each processing stage.
(1) shows the data at the end of “initial”. Since it is prior to
batch updates, “temp” field does not exist. Also, (2) shows
“pending”. Since the batch update has completed, the data
has been set to temp field. In the case of this figure, the batch
update debited 500 from the account. Meanwhile, the on-
line entry deposited 1000 to the same account, and OB update
debited 500 from this result. Then, all the results were stored
in the temp field. At this time, “balance” and “last” fields have
been also updated by the online entry. Incidentally, since the
value is set only to the fields corresponding to the executed
updates, all the fields of temp field are not always set.

While the processing stage is “applied”, the valid data is
queried by the online entry transactions. In the case of this
figure, the balance of 1500 in “ob” field is queried. Further-
more, in this stage, the valid data is reflected into balance
field, then temp field is deleted. This is the processing for the
next batch update. At the end of this stage, each field has the
value shown in (3), and 1500 is set to balance field, which is
the result of the OB update. In this way, the query results of
the online entry do not change through this stage.

On the other hand, in the case where the batch update pro-
cessing fails, the processing stage transitions to “rollback”.
In this stage, only balance field is queried by the online entry
continually; temp field is ignored. And, temp field is deleted
without affecting the online entry. So, when the rollback has

transition 

find 
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Modify 

(update) 

Synch 

class 
find 

get 

findAnd- 

Modify 

get 

Figure 7: Software structure of prototype

completed, balance field is not changed and this document
become the state shown in (4).

In this way, the processing stage transitions to “done”, and
we get the result (3) in the case of successful completion; we
get (4) in the case of abnormal termination.

4 IMPLEMENTATION AND
EVALUATIONS

4.1 Implementation of Prototype

To evaluate the proposed method, we constructed a proto-
type intending to manipulate the deposit accounts of the bank-
ing system. We use MongoDB Ver. 2.6.7 for the database;
Java Ver. 1.6 for the programming language; MongoDB Java
Driver Ver. 2.13 to access MongoDB from Java [11]. In ad-
dition, OS is Windows 7 (64bit). Figure 7 shows its software
construction. The batch update and online entry programs
are implemented by Thread class of Java to execute the both
concurrently. Each program executes the following processes
as shown in this figure: it query the data of the deposit ac-
count from the database (find); then, it updates the data of the
database (findAndModify, update).

The batch update program executes the processing to debit
from the deposit account collection (Account) in a lump-sum,
based on the account and amount information stored in the
debit data collection (Debit data). As shown in Fig. 4, the
processing stage transitions from “initial” to “pending”. This
process is executed at the first (transition) of the batch up-
date program (Batch update), then the batch update is exe-
cuted. After its completion, the processing stage transitions
to “applied”, and the data in temp field is reflected into bal-
ance field. Incidentally, in the case of abnormal termination,
it transitions to “rollback”. Finally the processing stage tran-
sitions to “done”. The information of the processing stage
is stored in the transition status collection (Transition status),
and it is accessed through “Synch class” by the batch update
and online entry programs.

Meanwhile, the online entry executes the processing to de-
posit to each deposit account individually. As for this proto-
type, it was configured to perform deposits of certain amount
of money from the plural terminals concurrently. Here, the
online entry has to be accompanied by the OB update dur-
ing the processing stage of the batch update is “applied”. So,
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its program was configured to query the processing stage by
Synch class (get). And, to query this data efficiently by the
program without accessing the database, it is saved in the in-
stance of Sync class, However, in the case where the process-
ing stage transitions from one stage to the next stage during
the online entry executing, there is the possibility of the incor-
rect OB update execution. In other words, in the case where
the transition occurs between the “find” and “findAndMod-
ify” in Fig. 7, there may be the unnecessary OB update exe-
cution or the lack of it.

For this issue, We implemented Synch class using Synchro-
nized keyword of Java, by which only one program can call it
at the same time by the synchronization control. Then, we
configured the online entry program to query the process-
ing stage before not only “find” but also “findAndModify”
as shown by the “get” in Fig. 7. And, in the case where the
transition occurs between them, the online entry program per-
forms a retry. Furthermore, in order to prevent the transition
between “get” prior to findAndModify and the completion of
findAndModify, we configured Synch class to wait a certain
time before transition, which is requested by the batch update
program. That is, the executing update of the online entry
program can be completed before the transition by this way.
Incidentally, while the processing stage is “applied”, not only
“balance” field but also the valid field has to be queried from
this document. We implemented a class to manipulate the
fields, and these manipulations were implemented by using
the method of this class.

Since the online entries are executed from plural terminals
concurrently, it is necessary to execute the concurrency con-
trol. So, we implemented the optimistic concurrency control
by “last” field (update number) using findAndModify com-
mand, which is a method to perform the query and update of
a document at the same time exclusively as mentioned in Sec-
tion 2.2. And, in the case where the query condition matches
to no data, the update is not performed and null is returned as
the query result. Therefore, we set the query condition of fin-
dAndModify command {“account”:account number, “last”:
read updated number by “find” }, that is, the value of “last” is
the result queried by find command just before. As a result, in
the case where the target document was updated by the other
program after the execution of this “find” command, no data
matches this condition. And, in this case, the online entry
program has to retry these processes from the beginning.

Table 1 shows the target fields at each processing stage,
which is queried and updated. As for the batch update, it is
not executed when the processing stage is “initial” or “done”;
it updates the different fields from the online entry when the
processing stage is “pending” or “rollback”. So, there is no
conflict between the batch update and online entry. However,
when the processing stage is “applied”, the both update the
same fields: “balance”, “last” and “temp”. That is, there is the
conflict between them. Therefore, as for the batch update pro-
gram, we also implemented the optimistic concurrency con-
trol using findAndModify command similarly to the online
entry program. Incidentally, the batch update program queries
“balance” when the processing stage is “pending”, which is
updated by the online entry program at the same time. That

Figure 8: Lost update example of transaction
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Figure 9: Result of case of successful completion

is, there is conflict between them. However, as we already
mentioned in Section 3, the case where the online entry is ex-
ecuted, the OB update result becomes valid, which is created
based on the execution result of the former. In other words,
the batch update result is not used. Therefore, the concurrency
control for this query is not required.

4.2 Evaluations of Concurrency Control
The proposal method does not lock the target documents

through the duration of the batch update. That is, similar to
the relational database, it has to be confirmed the inconsisten-
cies by the concurrent execution of transactions do not occur.
So, we performed the following three kinds of experiments to
evaluate the concurrency control between the batch updates
and online entry, using the prototype shown in Fig. 7.

First, we performed the experiment in the case of success-
ful completion of the batch update. The purpose of this exper-
iment is to confirm that there is no lost update occurred by the
illegal interface between the batch updates and online entries.
Figure 8 shows the example of the lost update, in which the
time series manipulations on the data a are executed by the
transaction T1 and T2: Ri indicates the query; Wi indicates
the update. And, the column “Value of a” shows the value of
a in the time series. As for the value of a, T1 queries it by
R1 and updates by W1; meanwhile, T2 updates it by W2. So,
since the update result of T2 is overwritten by T1, it is lost.
That is, the lost update has occurred.

In this experiment, as shown in Fig. 9, the number of the
target deposit account is 60. And, its balance data is set prior
to the experiment, which is calculated by the following equa-
tion as shown by the broken line.

balance = account number × 1000 (1)
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Table 1: Read and write fields in each processing stage

Processing Batch update Online entry
stage find findAndModify find findAndModify
Initial — — balance, last balance, last
Pending balance temp.b balance, last balance, last, temp.o, temp.ob
Applied last, temp balance, last, temp (delete) balance, last, temp balance, last, temp (delete)
Rollback — temp (delete) balance, last balance, last
Done — — balance, last balance, last

Figure 10: Data at end of pending

Here, the horizontal axis shows the account number of the de-
posit account; the vertical axis shows its balance. Then, the
batch update program debits 20000 from the deposit accounts
which account number is between 11 and 60. Here, the ac-
count, which balance is less than 20000 at this debiting time,
is excluded from this processing. In this experiment, since the
batch update is successfully completed, the processing stage
shown in Table 1 transitions from “pending” to “applied”.

Meanwhile, the online entries are executed from five termi-
nals concurrently, and each entry deposits 1000 to the deposit
account which account number is between 1 to 50. Here, in
order to avoid the conflict among the online entries, the differ-
ent first update account number is assigned to each terminal:
1, 11, 21, 31, 41. Then, Each terminal updates the deposit
account one after another. Here, after the program has pro-
cessed the account which account number is 50, it processes
the account which account number is 1. In this way, 50 de-
posit accounts are updated from each terminal.

The solid line in Fig. 9 shows this experimental result. The
account indicated by (A) is not the target of the batch update
or its balance was less than 20000. So, the batch update did
not debit from it, and only the online entries deposited 5000.
The account indicated by (B) is the target of the batch update,
and the batch update or OB update debited 20000. Also, the
online entries deposited 5000. So, the balance became 15000
reduction. The account indicated by (C) is not the target of the
online entry, and only the batch update debited 20000. That
is, even in the case where the batch update was executed con-
currently with the online entry, no lost update occurs in both
of the processes. As a result, we got the consistent update
result.

Second, to investigate the change point from (A) to (B) in

Figure 11: Dirty read example of transaction
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Figure 12: Result of rollback of batch update

Fig. 9, which is shown by (A’), we performed the experiment,
in which both of the online entry and batch update were in-
terrupted when the processing stage transitioned to “applied”.
Incidentally, the other experimental environment is the same
as the first experiment. Figure 10 shows the query results of
the deposit account data at the end of the experiment, which
is in the vicinity of (A’).

Since the intermediate results of “temp” field at this time
remained, the following data was queried. As for the account
number 15 and 16, since the balance was less than 20000, nei-
ther of the batch update and OB update were performed. As
for 17 and 18, since the balance was less than 20000 when
the batch update was performed, the batch update was not
performed. However, since the online entries deposit after
this time, the balance exceeded 20000 and the OB update was
performed. Lastly, as for 19 and 20, both of the batch update
and OB update were performed. Incidentally, in the first ex-
periment result, since the online entries were continued even
after the transition to “applied”, every balance of deposit ac-
counts are grater than 0.

Third, we experimented the case of the abnormal termina-
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tion of the batch update, and the processing stage was transi-
tioned from “pending” to “rollback”, which is shown in Table
1. The purpose of this experiment is to confirm that the dirty
read of the online entry does not occur, even in the case of
the abort and rollback of the batch update. Figure 11 shows
the example of dirty read, and the representations are same as
Fig. 8, and A1 shows the abort of T1. Though T1 was aborted
after updating a, T2 had already queried this updated data.
That is, since T2 was executed using the data, which did not
actually exist, the consistency of its result was not maintained.

We show the result of the third experiment in Fig. 12. Sim-
ilar to Fig. 9, the broken line shows the balance data at the
beginning of this experiment; the solid line shows the data
at the end of this experiment. The former is the same as in
the first experiment. In this experiment, the processing stage
transitioned from ”pending ” to ”rollback” to execute the roll-
back of the batch update, then “temp” field was deleted. As
a result, as for the balance data in the range of (A), only the
deposit of 5000 was executed by the online entries. On the
contrary, the balance data does not change in the range of
(D), which is outside of the online entry. Therefore, there was
no dirty read of the online entries, and the consistency of the
result was maintained. Therefore, the batch update could be
canceled without affecting the online entry.

5 CONSIDERATIONS

First, we consider whether the ACID properties of the trans-
action are maintained by the proposal method. As for the
atomicity, the batch update completes as either of the follow-
ing state: its update results are queried after the processing
stage transits to “applied” as shown in Fig. 9; it is canceled in
the stage of “rollback” without affecting the online entry as
shown in Fig. 12. Therefore, the consistency was also main-
tained, that is, the collection transitions from a consistent state
to another consistent state.

Next, as for the isolation, the batch update updates the dif-
ferent fields from the online entry, and the intermediate results
of each processing are not queried by the other when the pro-
cessing stage is “pending” as shown in Fig. 3. Furthermore, in
the both case of the successful completion and rollback, the
batch update could be executed without affecting the online
entries. So, the isolation is maintained. Lastly, as for the dura-
bility, the integration processing of the online entry and batch
update results is executed when the processing stage is “ap-
plied”. However, since the update results have been already
reflected into the database, the durability is maintained by
database management system of MongoDB. And, the query
results do not change even if this process is interrupted.

Thus, the ACID properties of the transaction can be main-
tained by this method in MongoDB, even if the batch update
is executed concurrently with the online entries. As shown
in Section 3, this batch update corresponds to updating plural
documents in a lump-sum. In other words, the update of plu-
ral documents in MongoDB can be executed as a transaction
concurrently with the update of individual document.

Second, we consider the efficiency, which is the latency on
the online entries by the batch update. As shown in Table 1,
the batch update and online entry update the different fields

from each other while the processing state is not “applied”.
So, the latency does not occur by the concurrency control for
the conflict. On the other hand, since the both update the same
fields, “balance” and “last”, while the processing stage is “ap-
plied”, the concurrency control is needed for these conflicts.
Here, the concurrency control is executed by the optimistic
concurrency control for not only the online entries but also
each individual update of the batch update. Therefore, it can
be executed without a long latency, such as waiting for the
completion of the entire batch update.

In addition, when the processing stage transitions to “ap-
plied”, the batch update itself was already completed and the
online entry is executed using a valid data reflecting the batch
and OB update results. So, for example, in the case where the
batch update is not executed often, its processing in “applied”
can be wait to execute until the frequency of the online entry
becomes less comparatively. Incidentally, in this experiment,
the delays of certain period of time were put in Sync class in
order to prevent the transition of the processing stage during
the updating of the online entry, by a simple way. And, this
causes the latency of the other online entries. As for this issue,
we consider it can be shortened by the immediate transition
after the completion of this online entry.

Third, through our experiments, we found that the differ-
ent concurrency control method from the relational database
can be applied to MongoDB, which is a kind of document
oriented NoSQL database. As for the relational database,
the row lock method is generally used, and a key-range lock
method supports the concurrency control for the wide range
of rows of tables [3]. On the other hand, it is controlled as
an update of the entire row even when a part of the row is
updated. As for MongoDB, in contrast, although there is a
restriction of the concurrency control to update plural docu-
ments collectively, there is no conflict among the update of
the different fields. This shows, while the long-lived trans-
action is updating the large-capacity field such as videos, the
other fields can be updated by the other transactions concur-
rently. In other words, though there is little necessity for the
concurrency control in the NoSQL database now, we consider
the different update model from the relational database will be
necessary according with the spread of its application fields.

Lastly, the update of plural documents in a lump-sum is
often executed in the actual business system operations. In
particular, the case of the experiment in this paper is taken as
a typical example [3]. On the other hand, it had been the prob-
lem in the MongoDB and other NoSQL databases. With the
expansion of the application fields of the NoSQL databases,
it is considered that the request for the data manipulation like
this shall increase, which the lump-sum update is executed as
the single transaction as well as the relational databases. So,
we consider that this method is valid for such a data manipu-
lation.

6 CONCLUSION

Recent years, the utilizations of the NoSQL databases are
spreading. However, there is the problem that the plural ob-
jects cannot be updated with maintaining the ACID proper-
ties of transactions. In this paper, we proposed the lump-sum
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update method for MongoDB, which is a kind of NoSQL 
database. This method is based on the concept of the tem-
poral update method to execute the batch update as the sin-
gle transaction in the relational databases. Concretely, in this 
method, the results of the following update are stored in tem-
poral fields of the document and only the valid data is queried: 
the batch updates; the online entry; the OB update, which is 
applied the batch update individually to the online entry re-
sult.

And, we showed that the plural documents can be updated 
as the single transaction in MongoDB by this method, even 
while the documents are being updated concurrently by the 
other transactions, that is, the online entries. Furthermore, 
we confirmed that this method achieves the above-mentioned 
function through the experiments using a prototype, which 
intended the deposit account.

Meanwhile, in the actual business systems, large number of 
transactions which update the plural data are executed concur-
rently. So, the future study will be focused on the concurrency 
control of such a update in the NoSQL databases.
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Abstract - A trial to raise a sense of reality by using scents 
with various types of media has lately attracted much atten-
tion. In addition, it is thought that we can raise a sense of 
reality more by not only adding scents, but also expressing 
the movement of scents with that of the picture. We aimed 
at the development of the presentation technique to express 
dissolve in scents with paying attention to changing the in-
tensity of two types of scents. The results of experiments 
revealed that receivers may feel dissolve by presenting fade-
in and fade-out in scents which are overlapped in three 
breathes. Then we examined whether they can feel dissolve 
in scents in different types of scents. It is expected that the 
technique can raise realistic sensations when scents are pre-
sented in accordance with pictures by establishing the tech-
nique of dissolve in scents. 

Keywords: Olfactory display, Pulse ejection, Dissolve in 
scents 

1 INTRODUCTION 

Information transmission and communication tends to be 
limited to visual information and audio information. How-
ever, the transmission of information via all five senses 
(sight, hearing, touch, smell and taste) has lately attracted 
much attention [1]. Olfactory information recognized by the 
olfactory organs differs from the information recognized via 
the other four senses [2]. The sense of smell powerfully af-
fects humans since olfactory information is directly trans-
mitted to the cerebral limbic system that governs emotions. 
In addition, olfactory information has high importance since 
it is thought that the presentation of olfactory information is 
effective as a means to enhance the sense of reality like 
three-dimensional vision and sound [3]. 

For transmitting scents together with other media, it is 
necessary to control the presentation of scent in accordance 
with the changes in images/sounds over time. In doing so, it 
is more effective to enhance the sense of reality. Therefore, 
we paid attention to both the change of types and the intensi-
ty of scents and developed presentation techniques in scents 
changing the intensity of two types of scents. Among these, 
this study presents a technique in scents that enables the 
receivers to feel “dissolve”, which we defined as “the sec-
ond scent becomes gradually strong at the same time as the 
first scent becomes gradually weak”. 

First, we constructed presentation techniques in scents that 
the receivers to feel “fade-out in scents” (the scent becomes 
gradually weak) and “fade-in in scents” (the scent becomes 
gradually strong) using pulse ejection. Then, we expressed 

dissolve in scents with combining fade-out in scents and 
fade-in in scents, and examined whether the receivers can 
feel dissolve in scents. 

2 RELATED WORK 

2.1 The Study of Adding Scents 

Trials on the transmission of olfactory information togeth-
er with other media are currently being conducted. “Scents 
of Space” which Haque et al. developed is the art work of 
lights and scents, which can carry a scent with the wind 
from one wall of the room and send it to receivers [4]. A 
trial to present scents in accordance with movie at a movie 
theater carried out using a device called Aromageur [5] 
which is the scent generator can save the recipe of the scents 
[6]. These trials are aimed for the enhancing the sense of 
reality by adding scents in the room or with videos.

  There are many scenes in videos and TV programs, such 
as the scene which many smelling objects appear at the 
same time, suddenly appear and gradually disappear. There-
fore, it is necessary not only to present scents but also to 
control the presentation of scent in accordance with the 
changes in images/sounds over time. In doing so, it is more 
effective to enhance the sense of reality. 

  However, they paid attention only to adding scents with 
other media in related works and the study that are paid at-
tention to changes of types and the intensity of scents are not 
performed so many. The conventional presentation method 
of scents which are used in related works continues emitting 
scent at high density for a long time that the receivers can 
feel enough scents. Too much scent emitted over a continu-
ous period leaves in the air. If the scent presented before 
mixes with scent presented later, there is a possibility that 
the receivers cannot feel the change of the types of scents.  

Moreover, too much scent causes human adaptation to the 
scent, and thus, the receivers may not feel the intensity of 
scents properly. From such problems, it was possible to add 
scents but it was difficult to change types and the intensity 
of scents. 

2.2 Presentation Technique That Emit Scent 
for Very Short Periods of Time 

In our previous research, we minimized the influence of 
the scents to spread in the air by emitting scents for just very 
short periods of time and reduced the fragrance which re-
mained in the air. In this way, we can reduce human adapta-
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tion and change scents without scents being mixed. We de-
fined this presentation technique that emits scent for very 
short periods of time as “pulse ejection” [7], and we studied 
about the change of  kind of scents and the intensity of the 
scents by using pulse ejection. About the change of the kind 
of scents, for example, we measured the interval of the ejec-
tion time that human can recognize two types of scents 
clearly without being mixed, and developed a presentation 
technique that the receivers can feel two types of scents in 
one breath [8]. Furthermore, applying this presentation tech-
nique, we developed presentation techniques that the receiv-
ers can feel the strength of the relation between two types of 
scents by presenting a weak scent earlier and a strong scent 
later [9]. Besides, when we paid attention to the change of 
kind of scents every fixed time, it was revealed that the re-
ceivers can feel the change of kind of scents every two 
breathes [10]. About the change of the intensity of scents, 
for example, we developed presentation techniques that the 
receivers can feel the scent is coming near or going away by 
changing the intensity of a scent every two breathes [11]. 
Like these, we enabled to present the change of scents by 
using pulse ejection. 

3 DISSOLVE IN SCENTS  

3.1 Presentation Technique of Dissolve in 
Scents 

As it was previously mentioned at Section 2.2, we studied 
about the change of types and the intensity of scents inde-
pendently to express the presentation of scents by using 
pulse ejection. In this study, we paid attention to both the 
change of types and the intensity of scents and devised 
presentation techniques in scents changing the intensity of 
two types of scents.  

For transmitting scents together with video, it is thought 
that it is effective to use the presentation technique of scents 
that is suitable for scene conversions of the videos. There-
fore, we focus on dissolve in scene conversions of the vide-
os. In videos, dissolve is a scene conversion that “the next 
scene is gradually superimposed as the former scene fades 
out” [12]. We propose to express dissolve in scents based on 
dissolve in videos. This study presents a technique in scents 
that enables the receivers to feel “dissolve”, which we de-
fined as “the second scent becomes gradually strong at the 
same time as the first scent becomes gradually weak”. To 
develop the presentation technique to express dissolve in 
scents, it is necessary to develop the presentation technique 
that the receivers can feel the scent becomes gradually 
strong and gradually weak. Therefore, we defined “fade-in 
in scents” as the presentation technique that the scent be-
comes gradually strong, and “fade-out in scents” as the 
presentation technique that the scent becomes gradually 
weak. Then, we present dissolve in scents with combining 
fade-out in scents and fade-in in scents. 

Figure 1: Image of pulse ejection 

3.2 Pulse Ejection 

When we present dissolve in scents, if we use the conven-
tional presentation method of scents that emit scent at high 
density for a long time that the receivers can feel enough 
scents, the scent presented before mixes with scent present-
ed later and it is difficult to feel scents as we expected. Be-
sides, the scent which was presented for a long time causes 
human adaptation to the scent. The receivers may not feel 
the intensity of scents properly. In this study, we propose the 
scent presentation technique to create dissolve by using 
pulse ejection. An olfactory display we developed uses the 
technique used in ink-jet printer, and can use pulse ejection. 

Pulse ejection is controlled scents as quantity by two pa-
rameters, ejection quantity of scent per unit time and ejec-
tion time (Fig 1). Besides, this device can change the ejec-
tion time at 667 μs intervals, so that it can present scent dur-
ing only one breath. In presenting infinitesimal quantity of 
scent like this, pulse ejection can minimize the lingering of 
scents in the air. 

4 EXPRESSION OF FADE-IN AND FADE-
OUT IN SCENT 

In this chapter, to determine how many times we should 
change the intensity of scents to express fade-in and fade-
out at first. We examine how many times human can feel the 
change of the intensity of scents(Preliminary Experiment). 
After that, we developed the presentation techniques to ex-
press fade-in in scents and fade-out in scents. 

4.1 Olfactory Display 

We developed an olfactory display called “Fragrance Jet 
2(FJ2)”. Figure 2 shows the condition of this experiment by 
FJ2. In this study, we used FJ2 which is a model to put in 
front of a participant. However, when we actually present 
scents together with video, it is more effective to use a mo-
bile display that a participant puts on, so that it won't pre-
vent viewing video. 

This display uses the technique used in ink-jet printer in 
order to produce a jet which is broken into droplets from the 
small hole in the ink tank. This device can use pulse ejection 
for scent presentation so that the issue such as scent 
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Figure 2: The condition of this experiment 
by Fragrance Jet 2(FJ2) 

lingering and care to eject scent can be minimized. The dis-
play can set up one scent ejection head. This head can store 
three small tanks and one large tank, thus this display can 
contain 4 types of scents. There are 127 minute holes in the 
head connected to the small tank and 256 minute holes in 
the head connected to the large tank. Moreover, the display 
can emit scent from multiple holes at the same time. We 
denote the number of minute holes emitting at one time as 
“the number of simultaneous ejections”. So, the ejection 
quantity is adaptable to 0-127 (small tank), 0-256 (large 
tank) if the ejection time is set. In this study, the pulse ejec-
tion time is set to 100msec, so the ejection quantity is con-
trolled by the change of the number of simultaneous ejec-
tions. We define the number of simultaneous ejections as the 
“intensity” of scents at this display.  

4.2 Preliminary Experiment : The Number of 
Times of  the Change 

4.2.1 Experimental Method 

At first, we measured the detection threshold of each par-
ticipant. The detection threshold is the smallest density at 
which scent can be detected and where the user does not 
need to recognize the kind of a smell. The experiment to 
determine the detection threshold was conducted using the 
scent of banana stored in a large tank. The intensity was 
changed by 10 between 10 and 250. We use the triangle test 
[13] to judge the detection threshold in the measurement. In
the triangle test, three stimuli are presented at random,
where one of them is scented and the other two are odorless.
The participant then answers when the scented odor was
presented. Furthermore, we used the raising method (the
first intensity was 10) to measured the detection threshold.
The detection threshold was determined by the intensity
which the participant answered correctly twice in a row. If
the participant selected the wrong answer, the intensity was
raised by 10.

After measuring the detection threshold, we examined how 
many times the participant could feel a change of the inten-
sity of scent when the intensity was changed by 10 between 
the detection threshold of each participant and 250. We pre-

sented two scented ejections of different intensity to each 
participant. The interval between two scented ejections was 
4 seconds. We presented first scented ejection in first breath 
and presented second scented ejection in second breath. We 
signaled the timing of breathing by sounds. When the scent 
is ejected, the countdown starts with the auditory cue. Scent 
emission then commences 0.5 sec after giving the cue ”Go” 
according to previous study[14]. 

When we examine the number of times that the participant 
can feel the change of intensity of scent, we used two meth-
ods, rising method and dropping method. In rising method, 
we started the experiment from the intensity of detection 
threshold to 250. We prepared a reference value and a com-
parison value. The first reference value is the intensity of 
detection threshold and we started the experiment from the 
reference value. We presented two scented ejections to each 
participant in random order. One scented ejection was pre-
sented in the intensity of reference value and the other one 
was presented in the intensity of the comparison value 
which is larger than the reference value by 10. Then, we 
instructed the participant to answer which of the two was 
strong. If the participant answered correctly twice in a row, 
we judged that the participant can distinguish the intensity 
of the two, and recorded the comparison value. After that, 
we substituted the intensity of the comparison value for the 
next reference value and resumed the experiment. If the par-
ticipant selected the wrong answer, we changed the compar-
ison value to the value that is larger than the last comparison 
value by 10 and resumed the experiment. When the compar-
ison value was reached 250(the maximum value), we fin-
ished the experiment. In dropping method, we started the 
experiment from 250 to the intensity of detection threshold. 
The same as the rising method, we prepared a reference val-
ue and a comparison value. The first reference value is 250 
and we started the experiment from the reference value. We 
presented two scented ejections to each participant in ran-
dom order. One scented ejection was presented in the inten-
sity of reference value and the other one was presented in 
the intensity of the comparison value which is smaller than 
the reference value by 10. Then, we instructed the partici-
pant to answer which of the two was weak. If the participant 
answered correctly twice in a row, we judged that the partic-
ipant can distinguish the intensity of the two and recorded 
the comparison value. After that, we substituted the intensity 
of the comparison value for the next reference value and 
resumed the experiment. If the participant selected the 
wrong answer, we changed the comparison value to the val-
ue that is smaller than the last comparison value by 10 and 
resumed the experiment. When the comparison value was 
reached the detection threshold of each participant (the min-
imum value), we finished the experiment. 

In rising method, participants were 5 men and 3 women in 
their 20s. In descending method, participants were 4 men 
and 3 women in their 20s. Participants of the descending 
method were same as those of the rising method. 

4.2.2 Results 

The detection threshold of banana was 21±11.7 (average ± 
standard deviation). Figures 3 and 4 show the results of the 
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Figure 3: The intensity of scents that participants could no-
tice (rising method) 

Figure 4: The intensity of scents that participants could no-
tice (dropping method) 

Table 1: Calculated values (rising method) 
The 

number 
of times 

1 2 3 4 5 6 7 8 9 10 

Intensity 20 45 70 95 120 145 170 195 220 245 

Table 2: Calculated values (dropping method) 
The 

number 
of times 

1 2 3 4 5 6 7 8 9 10 

Intensity 247 220 193 166 139 112 85 58 31 4 

number of times that participants felt the changes of the in-
tensity in case of the rising method and the dropping method. 
The horizontal axis shows the number of times that partici-
pants could feel the changes of the intensity. The vertical 

axis shows the intensity of the scent that participants could 
notice. We plotted the intensity for each participant, such as 
the first change of the intensity that he or she was able to 
feel, and the second change of the intensity that he or she 
was able to feel. It is revealed that all participants could no-
tice the changes of the intensity more than 7 times both in 
rising method and in dropping method. Furthermore, it is 
thought that the results of Fig. 3 and 4 can be approximated 
by a straight line. Fechner's law says subjective sensation 
increases proportional to the logarithm of the stimulus inten-
sity. However, in this experiment, we checked whether par-
ticipants could feel changes of the intensity of slightly small 
amount of scent by using pulse ejection. So we think that the 
result might become linearly. We calculate the average val-
ue of the intensity for each number of times and showed the 
approximation straight line to these graphs. Tables 1 and 2 
show the values of the intensity of scent that are calculated 
by substituting the number of times for the approximation 
and rounded off to the first decimal place. Using these val-
ues, we developed the presentation techniques to express 
fade-in in scents and fade-out in scents. 

4.3 Fade-in and Fade-out in Scents 

Using the values of Tables 1 and 2, we examined whether 
the participant can feel fade-in in scents and fade-out in 
scents when we changed the intensity every 1 breath. When 
we presented one of the values of Table per breath to each 
participant and tested whether he/she can feel fade-in and 
fade-out. Participants were 5 people in their 20s. As a result, 
in fade-in, all participants answered that they felt “the scent 
becomes gradually strong”. However, most of them were 
not able to feel scent when the intensity of the scent was less 
than 45, and were not able to feel the change of the intensity 
when the intensity of the scent was greater than 170. From 
this, participants could feel six changes of the intensity. In 
fade-out, all participants answered that they felt “the scent 
becomes gradually weak”. However, most of them were not 
able to feel scent when the intensity of the scent was less 
than or equal to 31, and were not able to feel the change of 
the intensity when the intensity of the scent was greater than 
or equal to 193. From this, participants could feel six chang-
es of the intensity. 

Therefore, we decided the number of the changes of the 
intensity up to six times. We decided to present the intensity 
of scents in the range of 45 – 170 in fade-in. We decided to 
present the intensity of scents in the range of 35 – 170 in 
fade-out to make the maximum value of fade-out same to 
that of fade-in. 

4.3.1 Experimental Method 

We examined how short fade-in and fade-out in scents can 
be felt. As described above, we defined fade-in in scents as 
the presentation technique that the scent becomes gradually 
strong, and fade-out in scents as the presentation technique 
that the scent becomes gradually weak. In addition, we 
judged that participant can feel the change of the intensity 
smoothly when they can feel a lot of changes of the intensity. 
The experiment was conducted using the scent of banana 
stored in a large tank. In fade-in, we divided the intensity  

S. Matsumoto et al./ Dissolve in Scents Using Pulse Ejection When Combinations of Scents Were Changed48



Figure 5: Image of (a) 6 phases (fade-in) 

Figure 6: Image of (e) 6 phases (fade-out) 

Figure 7: Example in a way of answering graphs 

between minimum 45 and maximum 170 linearly into (a) 6 
phases, (b) 5 phases, (c) 4 phases and (d) 3 phases. In fade-
out, we divided the intensity between minimum 35 and max-
imum 170 linearly into (e) 6 phases, (f) 5 phases, (g) 4 phas-
es, (h) 3 phases. As examples, Fig. 5 and 6 show the images 
of presentation of scent about (a) 6 phases and (e) 6 phases. 
The horizontal axis shows the number of times and the ver-
tical axis shows the intensity of the scent that we presented. 
We presented each scented ejection once per 1 breath, and 
numbers in Fig. 5 and 6 show the intensity of scents that we 
presented for each breath. The interval between each breath 
was 4 seconds. The same as preliminary experiment, we 
signaled the timing of breathing by sounds. After we pre-
sented 1 series of phases, we asked the participant how they 
felt about the changes of the intensity of scent. For example, 
when we presented (a) 6 phases in fade-in, we presented 6 
shots in a row. After taking a short break, we presented an-
other 1 series of phases to the participant. We instructed 
them to answer by 2 ways, multiple choices and graphs, 
when they answered. In a way of answering by multiple 
choices, the participant was instructed to choose the most 
suitable item from seven evaluation items as follows; “The 

Figure 8: The result of the graphs in (a) 6 phases 

scent becomes strong suddenly”, “The scent becomes grad-
ually strong”, “The scent becomes weak suddenly”, “The 
scent becomes gradually weak”, “There was no change in 
feeling the scent”, “There was no scents as a whole”,“The 
scent irregularly changed from feeling strong or weak”. In a 
way of answering by graphs, we used plotting paper like 
Fig. 7. Figure 7 also shows the example of drawing and plot-
ting. The horizontal axis shows the number of times and the 
vertical axis shows the intensity level of scent. Level 1 is the 
weakest, and Level maximum ((e) 6 phases: level 6, (h) 3 
phases: level 3) is the strongest. In fade-in ((a) 6 phases - (d) 
3 phases), we set the intensity in first breath to level 1. In 
fade-out ((e) 6 phases - (h) 3 phases), we set the intensity in 
first breath to level maximum. Before beginning this exper-
iment, we presented the scent of level 1 and level 6 to each 
participant in advance and instructed them to memorize the 
sense of the intensity of these levels. We instructed each 
participant to draw or plot the changes of the intensity of 
scents that he or she felt after second breath based on these 
levels. Participants were 10 men and 6 women in their 20s. 

4.3.2 Results and Considerations 

At first, we describe the result and the consideration of 
fade-in in scents. Next, we describe the result and the con-
sideration of fade-out in scents. 

 Fade-in in Scents

First, we describe the results about a way of answering by 
multiple choices. We judged the most suitable phases to 
create fade-in in scents with the number of participants that 
answered “The scent becomes gradually strong”. Table 3 
shows the number of the answers for four types of phases to 
create the impression of “gradually strong”. It is revealed 
that the largest number of participants answered “gradually 
strong” in (a) 6 phases. The result of fade-in in multiple 

Fade-in (a) 
6 phases 

(b) 
5 phases 

(c) 
4 phases 

(d) 
3 phases 

The num-
ber of par-
ticipants 

12 7 8 8 

Table 3: The number of participants that answered 
“The scent becomes gradually strong” 
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choices indicates that the participants could feel fade-in the 
best in (a) 6 phases. 

Next, we describe the results about a way of answering by 
graphs. We judged that participants could feel the changes 
of the intensity smoothly when the number of the changes of 
the intensity participants could feel was the largest. We plot-
ted the average values that are calculated from the values 
that each participant drew in each breath in each phase. For 
example, Fig. 8 shows the plotting points of (a) 6 phases. 
The horizontal axis shows the number of times and the ver-
tical axis shows the intensity level of scent. The bar graph 
expresses the intensity of the scent that we presented. To 
examine whether the participants could feel the change of 
the intensity of scent between contiguous two breaths, such 
as the first breath and the second breath, the average values 
between contiguous two breaths were analyzed using t-test. 
If there was no significant difference between contiguous 
two breaths, the average values between n-th breath and 
(n+2)-th breath were analyzed. Significant differences were 
found in all contiguous two breaths at (a) 6 phases, (c) 4 
phases and (d) 3 phases (p < 0.05). The result of these indi-
cates that the participants could feel all changes of intensity 
of scent that we presented in those three phases. That is, the 
participants could feel six changes of the intensity in (a) 6 
phases, four changes of the intensity in (c) 4 phases, three 
changes of the intensity in (d) 3 phases. On the other hand, 
in (b) 5 phases, it follows that participants could feel four 
changes of the intensity. The result of fade-in in graphs indi-
cates that the participants could feel fade-in the most 
smoothly in (a) 6 phases. In light of results of two ways 
above, the participants were likely to feel fade-in in scents 
the best in (a) 6 phases. 

 Fade-out in Scents

First, we describe the results about a way of answering by 
multiple choices. We judged the most suitable phases to 
create fade-out in scents with the number of participants that 
answered “The scent becomes gradually weak”. Table 4 
shows the number of the answers for 4 types of phases to 
create the impression of “gradually weak”. It is revealed that 
the largest number of participants answered “gradually 
weak” in (e) 6 phases. The result of fade-out in multiple 
choices indicates that the participants could feel fade-out the 
best in (e) 6 phases. 
Next, we describe the results about a way of answering by graphs. 
We judged that participants could feel the changes of the intensity 
smoothly when the number of the changes of the intensity partici-
pants could feel was the largest. We plotted the average values that 
are calculated from the values that each participant drew in each 
breath in each phase. For example, Fig. 9 shows the plotting points 
of (e) 6 phases. The horizontal axis shows the number of breaths 
and the vertical axis shows the intensity level of scent. The bar 
graph expresses the intensity of the scent that we presented. To  
examine whether the participants could feel the change of 
the intensity of scent between contiguous two breaths, such 
as the first breath and the second breath, the average values 
between contiguous two breaths were analyzed using t-test. 
If there was no significant difference between follows that 
participants could feel three changes of the intensity. In (h) 3 
phases, it follows that participants could feel two changes of 

Figure 9: The result of the graphs in (e) 6 phases 

the intensity. The result of fade-out in graphs indicates that 
the participants could feel fade-out the most smoothly in (e) 
6 phases. In light of results of two ways above, the partici-
pants were likely to feel fade-out in scents the best in (e) 6 
phases. 

From these results, we combined (e) 6 phases in fade-out 
and (a) 6 phases in fade-in, and examined whether the par-
ticipants can feel dissolve in scents. 

5 EXPRESSION OF DISSOLVE IN 
SCENTS 

We defined dissolve in scents as the presentation tech-
nique that “the second scent becomes gradually strong as the 
first scent becomes gradually weak” and “two types of 
scents were felt in a single breath”. In addition, we judged 
that participant can feel the change of the intensity smoothly 
when they can feel a lot of changes of the intensity. That is, 
there are the parts that two types of scents are presented in 
one breath to express dissolve in scents. In this experiment, 
we examined how many overlapping parts the presentation 
technique have that participants can feel dissolve the best 
when we presented the overlapping part that two types of 
scents are presented once per one breath.  

5.1 Experimental Method 

The experiment was conducted using the scent of banana 
stored in a large tank to express fade-out in scents and the 
scent of mint stored in a small tank to express fade-in in 
scents. In fade-out, we changed the intensity of scents six 
times using (e) 6 phases in the experiment 4.3. In fade-in, as 
the size of the tank was different from the experiment 4.3, 
we converted the intensity of scent (stored in a large tank) of 
(a) 6 phases in the Experiment 4.3 into those of scent stored
in a small tank. Additionally, we measured the detection
threshold of mint using the similar method to measure the
detection threshold and similar participants in Section 4.2.1.

Fade-out (e) 
6 phases 

(f) 
5 phases 

(g) 
4 phases 

(h) 
3 phases 

The num-
ber of par-
ticipants 

12 6 6 5 

Table 4: The number of participants that answered 
“The scent becomes gradually weak” 
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Figure10: Image of overlapping (“Dissolve 3”) 

Figure 11: A presentation of the overlapping part 

Figure 12: Example in a way of answering graphs 
 (“Dissolve 3”) 

As a result, the detection threshold of mint was 14±7.3 
(average ± standard deviation). In this experiment, we pre-
pared five patterns, from “Dissolve 1” to “Dissolve 5”. For 
example, “Dissolve 1” is a presentation that there is one 
overlapping part at which two types of scents are presented 
in one breath, and “Dissolve 5” is a presentation that there 
are five overlapping parts. Figure 10 shows the image of a 
presentation of “Dissolve 3”. The “Dissolve 3” has three 
overlapping parts, so there are nine breaths overall in “Dis-
solve 3”. In Fig. 10, yellow shows the scent of banana, and 
green shows the scent of mint. Numbers in Fig. 10 shows 
the intensity of scents that we presented for each breath. 
When combining fade-out and fade-in, we used a presenta-
tion technique that the receivers can feel two types of scents 
in one breath [8]. Figure 11 shows a presentation of the 
overlapping part. The horizontal axis shows the breaths and 
the vertical axis shows the intensity of the scent. The inter-
val between two types of scents was set to 0.7sec [8]. We 
presented the scent of banana before and the scent of mint 
after, in spite of the intensity of the scents. The interval be-
tween each breath was 4 seconds in the Experiment 4, for 
smelling two types of scents, the interval between each 
breath was set to 5 seconds in this experiment. The same as  

Table 5: The number of participants that answered 
“I felt two types of scents in “Dissolve n” 

Dissolve 1 2 3 4 5 

The number of 
participants 15 15 16 15 15 

Table 6: The number of participants that answered 
“I felt two types of scents in one breath” 

Dissolve 1 2 3 4 5 

The number of 
participants 8 10 9 10 9 

Table 7: The number of participants that could feel dissolve 

Dissolve 1 2 3 4 5 

The number of 
participants 8 7 8 7 7 

preliminary experiment, we signaled the timing of breathing 
by sounds. After we presented one “Dissolve” to the partici-
pant, we asked the participant how they felt. After taking a 
short break, we presented another “Dissolve” to the partici-
pant. We instructed them to answer by two ways, sentences 
and graphs, when they answered. In a way of answering by 
sentences, the participant was instructed to answer about the 
“types” and the “intensity” of scents. In a way of answering 
by graphs, we used plotting paper like Fig. 12. The horizon-
tal axis shows the number of times and the vertical axis 
shows the intensity level of scent. Level 1 is the weakest, 
and Level 6 is the strongest. The numbers of breath were 
different for each “Dissolve”, so we changed the size of 
plotting paper for each “Dissolve”. Figure 12 shows the ex-
ample of “Dissolve 3”. We set the intensity in first breath to 
level 6. Before beginning this experiment, we presented the 
scent of level 1 and level 6 of each scent to each participant 
in advance and instructed them to memorize the sense of the 
intensity of these levels. We instructed each participant to 
draw or plot the changes of the intensity of scents that he or 
she felt after second breath. At the time, the participant was 
instructed to change the color of the pen when he/she felt 
some types of scents. Figure 12 also shows the example of 
plotting. Participants were 10 men and 6 women in their 20s. 

5.2 Results and Consideration 

First, we describe the results about a way of answering by 
sentences. In questions about the types of the scents, we 
asked participants “How many scents do you feel in “Dis-
solve n((n) is integers, 1≦n≦5)” ?” Table 5 shows the 
number of the participants that answered “I could feel two 
types of scents in “Dissolve n”.” for five types of Dissolves. 
Table 5 indicates that about 80% of participants could feel 
two types of scents. There were few participants that felt 
only one kind of the scent because they could not notice the 
changes of scents, and felt three types of scents because the 
scents were mixed. Also, in questions about the types of the 
scents, we asked participants “Can you feel two types of 
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scents in one breath?” Table 6 shows the number of the par-
ticipants that answered “I could feel two types of scents in 
one breath.” for five types of Dissolves. Table 6 indicates 
that more than half of participants could feel two types of 
scents without mixed in one breath from “Dissolve 1” to 
“Dissolve 5”. We judged that the participants who answered 
“I felt two types of scents in one breath” (the question about 
the types of scents) and “I felt the first scent becomes gradu-
ally weak and the second scent becomes gradually strong” 
(the question about the intensity of scents) could felt dis-
solve. Table 7 shows the number of the answers for five 
types of “Dissolve” to create the impression of dissolve. It is 
revealed that the half number of participants could feel dis-
solve in scents in all “Dissolve”s. Even out of those, the 
number of participants that could feel dissolve in scents at 
“Dissolve 1” and “Dissolve 3” was the largest.   

Next, we describe the results about a way of answering by 
graphs. We judged that participants could feel the changes 
of the intensity smoothly when the number of the changes of 
the intensity participants could feel was the largest. We plot-
ted the average values that are calculated from the values 
that each participant drew in each breath in each “Dissolve”. 
For example, Fig. 13 shows the plotting points of “Dissolve 
3”. The horizontal axis shows the number of breaths and the 
vertical axis shows the intensity level of scent. The level 
which participants could not feel scents was set to the level 
0. The bar graphs express the intensity of the scent that we
presented. In “Dissolve 3”, the scent of banana was present-
ed in between the first breath and the sixth breath and the
scent of mint was presented in between the fourth breath and
the ninth breath. That is, we presented two types of scents in
between the fourth breath and the sixth breath. The bar
graph expresses the intensity of the scent that we presented.

To examine whether the participants could feel the change 
of the intensity of scent between contiguous two breaths, 
such as the first breath and the second breath, the average 
values between contiguous two breaths for each scent were 
using t-test. If there was no significant difference between 
contiguous two breaths, the average values between n-th 
breath and (n+2)-th breath for each scent were analyzed. 

In this paper, we describe the result about “Dissolve 3”. As 
a result of comparison in the scent of banana at “Dissolve 3”, 
significant differences were found in between the first 
breath and the second breath, the second breath and the third 
breath, the third breath and the fourth breath and the fourth 
breath and the sixth breath (p < 0.05). The result of this in-
dicates that the participants could feel changes of intensity 
of scent at the first, second, third, fourth and sixth breath. 
That is, the participants could feel five changes of the inten-
sity in the scent of banana at “Dissolve 3”. As a result of 
comparison in the scent of mint at “Dissolve 3”, significant 
differences were found in between the fourth breath and the 
sixth breath, the sixth breath and the seventh breath and the 
the intensity in the scent of mint at “Dissolve 3”. The similar 
comparison was also conducted for other “Dissolve”s, and it 
was found that the number of changes of the intensity that 
participants could feel was the largest in “Dissolve 3”. 
Therefore, the result of dissolve in graphs indicates that the 
participants could feel dissolve the most smoothly in “Dis-
solve 3”. In light of results of two ways above, the partici 

Figure 13: The result of the graphs in “Dissolve 3” 

pants likely to feel dissolve in scents the best at “Dissolve 3” 
in those five presentation  methods. 

5.3 Expression of Dissolve in Differences in     
            Kind of the Scents 

Based on Experiment 5.1, we examined whether the par-
ticipant can feel dissolve in scents in different types of 
scents in this sections. 

5.3.1 Combination of the Scents 

We used the presentation technique of “Dissolve 3” and 
examined whether the participants could feel dissolve when 
we changed the types of scents. The experiment was con-
ducted using the scent of banana stored in a large tank, and 
the scent of mint, rose and lavender stored in a small tank. 
In fade-out, we changed the intensity of scents six times 
using (e) 6 phases in the experiment 4.3 at a large tank. As 
the size of the tank was different from the experiment 4.3, 
we converted the intensity of scent (stored in a large tank) of 
(e) 6 phases in the Experiment 4.3 into those of scent stored
in a small tank. In fade-in, we changed the intensity of
scents six times using (a) 6 phases in the experiment 4.3 at a
large tank. As the size of the tank was different from the
experiment 4.3, we converted the intensity of scent (stored
in a large tank) of (a) 6 phases in the Experiment 4.3 into
those of scent stored in a small tank. Additionally, we meas-
ured the detection threshold of lavender and rose using the
similar method to measure the detection threshold and simi-
lar participants in Section 4.2.1. As a result, the detection
threshold of lavender was 11±3.2 and the detection thresh-
old of rose was 16±5.2 (average ± standard deviation).

 We prepared six patterns of combination of the scents, 
“banana / rose”, “banana / lavender”, “rose / banana”, “rose 
/ mint”, “lavender / banana” and “lavender / mint”. In terms 
of notation, for example, “banana / rose”  represent  that the 
scent of banana is used to express fade-out in scents and the 
scent of rose is used to express fade-in in scents. We pre-
sented the scent which expresses fade-out before and the 
scent which expresses fade-in after, in spite of the intensity 
of the scents. Before conducting this experiment, we consid-
ered about all conceivable combinations of these four types 
of scents. When we used the scent of mint to express fade-
out in scents (“mint / banana” etc.), we found that it was  
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Table 8: The number of changes of intensity in each combi-
nation of scents 

combination Fade-out Fade-in 
banana / mint (Exper-

iment 5.1) 5 4 

banana / rose 4 2 

banana / lavender 4 2 

rose / banana 4 3 

rose / mint 5 4 

lavender / banana 4 3 

lavender / mint 5 4 

difficult to feel the scents which express fade-in in scents 
because of refreshing feeling of mint. Also when we 
used the scent of lavender and rose (“lavender / rose” and   
“rose / lavender”), we found that it was difficult to distin-
guish these two scents because both of them were the scents 
of flower. Therefore, we omitted these combinations in this 
experiment. 

The same as Experiment 5.1, we signaled the timing of 
breathing by sounds. After we presented 1 combination to 
the participant, we asked the participant how they felt. After 
taking a short break, we presented another 1 combination to 
the participant. We instructed them to answer by graphs, 
when they answered. Participants were 7 men and 5 women 
in their 20s. 

5.3.2 Results and Consideration 

In Experiment 5.1, we judged that participants could feel 
dissolve the most at “Dissolve 3”, which they could feel five 
changes of the intensity in the scent of banana in fade-out 
and four changes of the intensity in the scent of mint in 
fade-in. Therefore, we examined the number of changes of 
the intensity of each scent and considered it comparing with 
the result of Experiment 5.1 that we showed in Section 5.2. 
Same as Section 5.2, we plotted the average values that are 
calculated from the values that each participant drew in each 
breath in each combination of the scents. The scent that ex-
pressed fade-out was presented in between the first breath 
and the sixth breath and the scent that expressed fade-in was 
presented in between the fourth breath and the ninth breath. 
That is, we presented two types of scents in between the 
fourth breath and the sixth breath. To examine whether the 
participants could feel the change of the intensity of scent 
between contiguous two breaths, such as the first breath and 
the second breath, the average values between contiguous 
two breaths for each scent were using t-test. If there was no 
significant difference between contiguous two breaths, the 
average values between n-th breath and (n+2)-th breath for 
each scent were analyzed. In this paper, we describe the 
result about “rose / mint” as an example. As a result of com-
parison in the scent of rose at “rose / mint”, significant dif-
ferences were found in between the first breath and the sec-
ond breath, the second breath and the third breath, the third 

breath and the fourth breath and the fourth breath and the 
sixth breath (p < 0.05). The result of this indicates that the 
participants could feel changes of intensity of scent at the 
first, second, third, fourth and sixth breath. That is, the par-
ticipants could feel five changes of the intensity in the scent 
of rose at “rose / mint”. As a result of comparison in the 
scent of mint at “rose / mint”, significant differences were 
found in between the fourth breath and the fifth breath, the 
fifth breath and the seventh breath and the seventh breath 
and the ninth breath (p < 0.05). The result of this indicates 
that the participants could feel changes of intensity of scent 
at the fourth, fifth, seventh and ninth breath. That is, the 
participants could feel four changes of the intensity in the 
scent of mint at “rose / mint”. The similar comparison was 
also conducted for other combinations. Table 8 shows the 
number of changes of the intensity that the participants 
could feel in each combination of scents. Table 8 indicates 
that the number of changes of the intensity that participants 
could feel was the largest when the scent which expresses 
fade-in was mint. We obtained this result because the scent 
of mint was easy to distinguish from other three types of 
scents. In addition, this table indicates that it tends to be 
hard to feel the changes of the intensity of the scent when 
we choose two types of scents from the scent of banana, 
rose and lavender. Because the scents of banana, rose and 
lavender are classified in “sweet” scents, it is thought that it 
was not easy for participants to notice the changes of the 
intensity. Therefore, it is likely to feel dissolve in scents 
more when we use two scents which is easy to distinguish. 
Moreover, Osako et al. [15] studied that the unpleasant 
smell increases the sensory intensity. Therefore, it is thought 
that results of this experiment are possible to be changed 
when we present the unpleasant scents. In this experiment, 
we presented scents to participants many times, so we used 
the scent of banana, mint, lavender and rose which are rela-
tively comfortable for human so as to reduce the discomfort 
of the participants.  

6 CONCLUSION 

Studies on transmitting scents together with various media 
to enhance the sense of reality are currently conducted. 
There are many scenes in videos and TV programs, such as 
the scene which many smelling objects appear at the same 
time, suddenly appear and gradually disappear. Therefore, it 
is necessary to control the presentation of scent in accord-
ance with the changes in images/sounds over time. In doing 
so, it is more effective to enhance the sense of reality. How-
ever, the conventional presentation method of scents contin-
ues emitting scent at high density for a long time and gives 
problems of human adaptation to the scent and scents linger-
ing. The receivers may not feel the intensity of scents 
properly. Therefore, it was difficult to present scents in ac-
cordance with videos.  

To solve such problems, we studied about the change of 
kind of scents and the intensity of the scents by using pulse 
ejection which emits scent for very short periods of time. In 
this study, we paid attention to both the change of types and 
the intensity of scents and devised presentation techniques 
in scents changing the intensity of two types of scents. 
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Among these, we especially studied a presentation technique 
in scents that enables the receivers to feel “dissolve” which 
we defined as “the second scent becomes gradually strong at 
the same time as the first scent becomes gradually weak”. 
First, we developed presentation techniques in scents that 
the receivers to feel “fade-out” and “fade-in” using pulse 
ejection. As a result, the participants were likely to feel 
fade-out in scents and fade-in in scents the best in 6 phases. 
From these results, we combined 6 phases in fade-out and 6 
phases in fade-in, and examined whether the participants can 
feel dissolve in scents. We aimed at the development of the 
presentation technique to express dissolve in scents with 
paying attention to the change of two scents and the intensi-
ty of the scents. The results of experiments revealed that 
participants could feel dissolve in scents the best by present-
ing fade-in and fade-out in scents which are overlapped in 
three breath. Based on this experiment, we examined wheth-
er the participant can feel dissolve in scents in different 
types of scents. As a result, it was revealed that it is likely to 
feel dissolve in scents when we use two scents which is easy 
to distinguish. It is expected that the technique can raise 
realistic sensations more when scents are presented in ac-
cordance with pictures by establishing the technique of dis-
solve in scents. 
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