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The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of informatics and related fields to promote the exchange of research ideas, experiences and results.

Informatics is the systematic study of Information and the application of research methods to study Information systems and services. It deals primarily with human aspects of information, such as its quality and value as a resource. Informatics also referred to as Information science, studies the structure, algorithms, behavior, and interactions of natural and artificial systems that store, process, access and communicate information. It also develops its own conceptual and theoretical foundations and utilizes foundations developed in other fields. The advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational, cognitive and social aspects, including study of the social impact of information technologies.

The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product, it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging new fields.
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Abstract - Mobile robot networks emerged in the past few years as a promising distributed computing model. Existing work in the literature typically ensures the correctness of mobile robot protocols via ad hoc handwritten proofs, which are both cumbersome and error-prone.

This paper surveys state-of-the-art results about applying formal methods approaches (namely, model-checking, program synthesis, and proof assistants) to the context of mobile robot networks. Those methods already proved useful for bug-hunting in published literature, designing correct-by-design optimal protocols, and certifying impossibility results. We also present related open questions to further develop this path of research.
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1 INTRODUCTION

The variety of tasks that can be performed by autonomous robots and their complexity are both increasing [1], [2]. Many applications envision groups of mobile robots that are self-organising and cooperating toward the resolution of common objectives, in the absence of any central coordinating authority.

The seminal model introduced by Suzuki and Yamashita [3] features a distributed system of \( k \) mobile robots that have limited capabilities: they are identical and anonymous (they execute the same algorithm and they cannot be distinguished using their appearance), they are oblivious (they have no memory of their past actions) and they have neither a common sense of direction, nor a common handedness (chirality). Furthermore these robots do not communicate by sending or receiving messages. However they have the ability to sense the environment and see all positions of the other robots.

Robots operate in cycles of three phases: Look, Compute and Move. During the Look phase robots take a snapshot of the positions of the other robots (in their own coordinate system). The collected information is used in the Compute phase where robots decide to move or to stay idle. In the Move phase, robots may move according to the computation of the previous phase.

In the original model [3], some non-empty subset of robots execute the three phases synchronously and atomically, giving rise to two variants: FSYNC, for the fully-synchronous model where all robots are scheduled at each step to execute a full cycle, and SSYNC, for the semi-synchronous model, where a strict subset of robots can be scheduled. This model had a huge impact on the community and was instrumental in deriving many new core problems in the area of distributed mobile entities. It was later generalised by Flocchini et al. [4] to handle full asynchrony and remove atomicity constraints (this model is called ASYNC [1], for asynchronous, in the sequel). One of the key differences between the fully- or semi-synchronous models, and the asynchronous model in the discrete setting is that in the ASYNC model, a robot can compute its next move based on an outdated view of the system. It is notorious that handwritten proofs for protocols operating in the ASYNC model are hard to write and read, due to many instances of case-based reasoning that is both cumbersome and error-prone.

Outline. The goal of the survey is to present recent advances in using formal methods for mobile robots following the model of Suzuki and Yamashita and derivatives. Formal methods are needed to certify that obtained results are correct, as previously published solutions were in fact incorrect.

We consider in this paper three main proposals in the domain of formal methods: model-checking, algorithm synthesis, and proof assistants.

The model itself may seem limited (robots have extremely few capabilities, compared to real life robots), but it permits to establish fundamental results (what are the tasks that are feasible, and what are those which are not). That is, it is a computability-centric model (as opposed to an efficiency-centric model).

In Section 2, we recall basic notions on model-checking, synthesis and games and proof assistants. We also briefly describe previous work on formal methods applied to robot algorithms. We present in Section 3.1 an overview of the various settings, as well as the formal models used in the sequel. In Section 4, we survey results in the three directions of model-checking, synthesis and proof-assistants. We conclude in Section 5 with several problems open for future research.


2 PRELIMINARIES

2.1 Model Checking

Model-checking [5], [6] is an appealing technique that was developed for the verification of various models: finite ones but also in some cases infinite, parameterised, or even timed and probabilistic models. It has been successfully used for the verification of distributed systems from classical shared memory (consensus, transactional memory) to population protocols [7]–[12]. Unfortunately, it was proved in [13] that parameterised model checking is undecidable, and this general result was followed by several stronger ones for specific models, for instance in [14]. In such cases, a classical line of work consisted in combining model-checking with other techniques like abstraction, induction, etc., as first proposed in [15] or [16]. These techniques were largely used since, for instance in [17]–[20]. Although the problem is still open, we conjecture that parameterised model checking is undecidable for the robot model which leads to follow combined approaches.

2.2 Games and Protocols Synthesis

In the formal methods community, automatically synthesising programs that would be correct by design is a problem that raised interest early [21]–[24]. Actually, this problem goes back to Church [25], [26]. When the program to generate is intended to work in an open system, maintaining an on-going interaction with a (partially) unknown environment, it is known since [26] that seeing the problem as a game between the system and the environment is a successful approach. The system and its environment are considered as opposite players that play a game on some graph, the winning condition being the specification the system should fulfill whatever the environment behavior. Then, the classical problem in game theory of determining winning strategies for the players is equivalent to find how the system should act in any situation, in order to always satisfy its specification. The case of mobile autonomous robots that we focus on in this paper falls in this category of problems: the robots may evolve (possibly indefinitely) on a ring, making decisions based on some global state of the system at each time instant. The vertices of graph on which the players will play would then be some representation of the different global positions of the robots on the ring. The presence of an opposite player (or environment) is motivated by the absence of chirality of the robots: when a robot is on an axis of symmetry, it is unable to distinguish its two sides one from another, hence to choose exactly where it moves; this decision is supposed to be taken by the opposite player.

2.3 Certification and Proof Assistants

Mechanical proof assistants are proof management systems in which a user can express data, programs, theorems and proofs. In sharp contrast with automated provers, they are mostly interactive, and thus require some kind of expertise from their users. Skeptical proof assistants provide an additional guarantee by checking mechanically the soundness of proofs after it has been interactively developed.

Various proof assistants emerged since the 60’s, to name a few: Agda [27], NqThm [28] and its relative ACL2 [29], PVS [30], Mizar [31], Coq [32], Isabelle/HOL [33], etc.

In the context of program verification, Isabelle/HOL and Coq are amongst the most widely used; both are based on type theory. They have been successfully employed for various tasks such as the formalisation of programming language semantics [34], certification of an OS kernel [35], verification of cryptographic protocols [36], certification of RSA keys [37], mathematical developments as involved as the 4-colours theorem [38], the Feit-Thompson theorem [39], or the Kepler Conjecture [40].

During the last twenty years, the use of tool-assisted verification has extended to the validation of distributed processes.

In the context of process algebras, which can be used to describe and verify algorithms built from merge, sequential composition and encapsulation, Fokkink [41] and Bezem et al. [42] use a proof assistant to prove the equality between two processes, one of them being a specification.

TLA/TLAPS [43], [44] can enjoy an Isabelle back-end for its provers [45]. Gascard and Pierre [46] focus on interconnection networks that are symmetric: rings, tori, hypercubes. Based on a compositional approach of certified components, their work makes use of Nqthm.

Cansell and Méry’s contribution to the RIMEL project [47] addresses the class of local computation (LC) algorithms. A catalogue of case studies like election algorithms, spanning tree construction and even Mazurkiewicz’s enumeration algorithm have been developed in Event-B. The code of these algorithms is obtained by successive refinements starting from an abstract machine that translates directly to a specification. This code is annotated with logical formulas — mainly invariants on the state of the system — the proofs of which generate verification conditions through a calculus of weakest preconditions.

Küffner et al. [48] propose a methodology to develop (using Isabelle) proofs of fault-tolerant distributed algorithms in an asynchronous message passing style setting. They focus on correctness proofs only.

Chou’s methodology [49] is based on the HOL proof assistant. It aims at proving properties of concrete distributed algorithms through simulation with abstract ones. The methodology does not allow to prove impossibility results.

Castérán et al. [50] use Coq to state and prove invariants but also generic results about subclasses of LC systems, thanks to Castérán and Filou’s library Loco [51]. Genericity is worth emphasising here as the approach is not limited to particular instances of algorithms. Castérán et al. actually propose proofs of negative results in Coq for some kinds of distributed algorithms in this graph relabelling setting.

Deng and Monin [52] use Coq to prove the correctness of distributed self-stabilising protocols in the population protocol model. This model permits to describe interactions of an arbitrary large size of mobile entities, however the considered entities lack movement control and geometric awareness that are characteristic of robot networks.

As a matter of fact, surprisingly few works consider using mechanised assistance for networks of mobile entities.
2.4 Previous Attempts for Mobile Robots

To our knowledge, in the context of mobile robots operating in discrete space, only two previous attempts, by Devismes et al. [53] and by Bonnet et al. [54], [55], investigate the possibility of automated verification of mobile robots protocols. The first paper uses LUSTRE [56] to describe and verify the problem of exploration with stop of a $3 \times 3$ grid by 3 robots in the SSYNC model, and to show by exhaustive searching that no such protocol can exist. The second paper considers the perpetual exclusive exploration by $k$ robots of $n$-sized rings, and generates mechanically all unambiguous protocols for $k$ and $n$ in the SSYNC model (that is, all protocols that do not have symmetrical configurations). Those two works are restricted to the simpler SSYNC model rather than the more general and more complex ASYNC model. Second, they are either specific to a hard-coded topology (e.g., a $3 \times 3$ grid [53]) that prevents easy reuse in more generic situations, or make additional assumptions about configurations and protocols to be verified (e.g. unambiguous protocols [54], [55]) that prevent combinatorial explosion but forbid reuse for proof-challenging protocols, which would most benefit from automatic verification.

3 FORMAL MODELLING

This section reviews the classical model for mobile robots that is due to Suzuki and Yamashita [3] (Section 3.1), then surveys formal modelling schemes that are tailored for model-checking (Section 2.1), protocol synthesis (Section 3.3), and proof assistants (Section 3.4).

3.1 A Model for Mobile Robot Networks

Robots We consider a set of $k$ mobile entities called robots, that are endowed with sensing, computing, and moving capabilities. They can observe (sense) the positions of other robots in the space they evolve in and based on these observations, they perform some local computations that can drive them to move to other locations.

Sensing Robots are usually endowed with visibility sensors that permit them to obtain the location of other robots. The obtained location is either fine grained (which usually denotes an arbitrary degree of precision in the such obtained location) or coarse grained (robots can only be observed at some specific discrete locations, each location being adjacent to at least one another). In the first case, the literature mostly refers to the continuous space model, while in the latter case, it is the discrete space model.

In some problem instances, robots may share the same position, which is called a multiplicity point or a tower. The ability for a robot to detect multiplicity is crucial to solve some particular tasks. We distinguish weak and strong multiplicity detection. The weak multiplicity detector detects whether there is zero, one or more than one robot at a particular location. The strong multiplicity detector senses the exact number of robots at a particular location. The multiplicity detector may be local or global. The local detector returns information only at the current position of the robot, while the global multiplicity detector return information about all observed positions.

A third characteristic of robot sensing capabilities is their visibility radius. It can be infinite (that is a robot is able to sense the position of all other robots) or finite. In the latter case, there exists a bound (that can be expressed either by a distance – in case of continuous space, or by a number of hops – in case of discrete space) beyond which a robot cannot sense anything.

Computing As in classical distributed systems, robots are assumed to be able to perform the computing steps in negligible time.

Robots may be oblivious in the sense that they do not remember previously executed steps. Hence, volatile memory can be used to perform computing tasks in a single Look-Compute-Move loop, but the contents of the memory used in the computation are erased before the next loop occurs. By contrast, robots may have non-volatile memory: in this case they are non-oblivious.

Moving Robots may move only to the location computed in the computing phase of the current loop. In some instances, due to symmetry, the computed location may be ambiguous. To model this case, it is assumed that the actual move is decided by an adversary (also called demon, or scheduler). The demon can be viewed as an opponent in the game context. In the discrete space model, a robot may move only to a location that is adjacent to its current location. In the continuous space model, a robot moves toward its computed destination. With the rigid assumption, a move always performs to completion (that is, the robot is never interrupted). In the original model, a robot may be interrupted by an adversary before it finishes its move, but not before it has moved at least a minimum distance $\delta > 0$, where $\delta$ is a parameter of the model (unknown to the robots).

Atomicity There are two main models for atomicity. The historical model is the atomic model, where look-compute-move loops are executed in a lock-step fashion. In particular, in the atomic model, the robots that are selected for execution all sense at the same time, all compute at the same time, all move at the same time. In the current terminology [1], the atomic model is either referred to as the FSYNC (in the case where all robots execute at the same time) or as the SSYNC (in the case where a non-empty subset of the robots execute at the same time) model.

A less constrained model is the asynchronous and nonatomic model (or ASYNC in the current terminology [1]),
Figure 1: A generic automaton for the robot behaviour.

where robots look-compute-move loops are completely non-
atomic and can each last an arbitrary period of time. In partic-
ular, in the ASYNC model, it is possible for a robot to observe
another robot while it moves, or to perform the computing
(and moving) phase with an observation that is long outdated.
Of course, all executions in the atomic model are also valid in
the ASYNC model. Thus, impossibility results for the atomic
model extend in the ASYNC model, and protocols for the
ASYNC model are also valid for the atomic model, but the
converse is not true.

Demons  Demons are an abstraction to characterise the de-
gree of asynchrony in the robot network [57]. Demons can
be seen as a predicate on system executions, that is, only ex-
ecutions matching the demon predicate can appear in a given
context. The larger the set of executions in the predicate is,
the more powerful (and more general) the demon is. The
most general demon in the context of mobile robots is the
fair demon, which guarantees that in any configuration, any robot
is activated within a finite number of steps. If the demon is
k-fair, then between any two actions of a particular robot,
any other robot is activated at most k times. Finally, the syn-
chronous demon activates all robots all the time, always.

Faults  Robots usually operate without failures (in which
case they are said to be correct). Yet, some unexpected be-
aviours may occur. In the worst case, robots are Byzantine,
meaning that they can behave arbitrarily. Note that to have an
impact on the others, the only part of the misbehaviour to take
into account is the move part. A less serious fault is the crush
fault, where a robot unexpectedly stops moving forever.

3.2 A Formal Model for Robots on Graphs

In this section we describe the model proposed by Bérard et al.
for the robots (in Section 3.2.1), the demons (in Sec-
ction 3.2.2), and the system resulting from their interactions
(in Section 3.2.3). This model encompasses all three FSYNC,
SSYNC, and ASYNC operating modes, but assumes that in-
dividual robots can only operate in a discrete setting (that is,
a graph).

3.2.1 Robot Modelling

All robots execute the same algorithm [1], hence the behaviour
of each of them can be described by the finite automaton of
Fig. 1. They operate in Look, Compute, and Move cycles.

To start a cycle, a robot takes a snapshot of its environment,
which is represented by the Look transition. Then, it com-
putes its future location, represented by the Compute transi-
tion. Finally the robot moves along an edge of the graph ac-
cording to its previous computation, this effective movement
is represented by the Move transition.

The algorithm is implemented in the Compute transition,
hence the “Ready to look” state is divided into as many parts
as there are possible movements according to the protocol un-
der study.

Note that the original model [3] abstracts the precise time
constraints (like the computational power or the locomotion
speed of robots) and keeps only sequences of instantaneous
actions, assuming that each robot completes each cycle in fi-
nite time. This model can be reduced by combining the Look
and Compute phases to obtain the LC phase. This is simply
done by merging the two states “Ready to look” and “Ready
to compute” into a single state “Ready to Look-Compute”.

3.2.2 Demon Modelling

Unlike robots that have the same behaviour regardless of the
model, the demon is parameterised by the execution model
and by the number of robots. It is also modelled by a finite
automaton, one for each variant of the execution model. By
synchronising one of these demons with robot automata, we
obtain an automaton that represents the global behaviour of
robots in the chosen model.

To describe these demon models, we consider a set Rob =
\{r_1, \ldots, r_k\} \subseteq R of robots. We denote by LC_r, Move_r
the respective LC and Move phases of robot r_i. Note that LC_r
and Move_r are actually sets of possible actions in the correspond-


In the SSYNC model, a non-empty subset of robots is sched-
uled for execution at every phase, and operations are executed
synchronously. In this case, the automaton is a cycle, where a
set Sched \subseteq Rob is first chosen. In this cycle the LC and Move
phases are synchronised for this set of robots. A generic au-
tomaton for SSYNC is described in Fig. 2(a). Actually, the
“Sched chosen” state has to be divided into 2^k states, where k
is the number of robots, in order to represent all possible sets
Sched.

The FSYNC model is a particular instance of the SSYNC
model, where all robots are scheduled for execution at every
phase, and operate synchronously thereafter: In each global
cycle, Sched = Rob, hence all global cycles are identical.

The ASYNC model is totally asynchronous: any finite de-
lay may elapse between LC and Move phases. During each
phase a set Sched is chosen, and all robots in this set execute
an action: the action Act_i is either in LC_i, or in Move_i, depend-
ing on the current state of robot r_i. Hence, a robot can move
according to an outdated observation. The automaton for this
demon is depicted in Fig. 2(b).

3.2.3 System Modelling

To describe the global model, we denote by Pos = \{0, \ldots, n–1\} \subseteq N the set of positions on the graph. A configuration
of the system is a mapping c : Rob \rightarrow Pos associating with each
robot \( r \) its position \( c(r) \in Pos \). Hence, in a graph of \( n \) nodes with \( k \) robots, there are \( n^k \) possible configurations.

The model of the system is an automaton
\[
M = (S, s_0, A, T)
\]
obtained by the synchronised product of \( k \) robot automata and all the possible configurations, as defined above, the demon is used to define the synchronisation function. The alphabet of actions is \( A = \coprod_{i \in \text{Rob}} A_i \), with \( A_i = \text{LC}_i \cup \text{Move}_i \) for each robot \( r_i \). In this product, states are of the form \( s = (s_1, \ldots, s_k, c) \) where \( s_i \) is the local state of robot \( r_i \), and \( c \) the configuration. An initial state is of the form \( s_0 = (s_{01}, \ldots, s_{0k}, 0, c) \) where \( s_{0i} \) is the initial local state of robot \( r_i \) and \( c \) is an arbitrary configuration.

A transition of the system is labelled by a tuple
\[
\alpha = (a_1, \ldots, a_k)
\]
where \( a_i \in A_i \cup \{\varepsilon, -\} \) for all \( 1 \leq i \leq k \) and
\[
(s_1, \ldots, s_k, c) \xrightarrow{\alpha} (s'_1, \ldots, s'_k, c')
\]
if and only if for all \( i, s_i \xrightarrow{a_i} s'_i \), and \( c' \) is obtained from \( c \) by updating the positions of all robots such that \( a_i \in \text{Move}_i \).

To represent the scheduling, we denote by \( \coprod_{i \in \text{Sche}} \text{Act}_i \) the action \((a_1, \ldots, a_k)\) such that \( a_i = -\) if \( r_i \notin \text{Sched} \) and \( a_i \in \text{LC}_i \cup \text{Move}_i \cup \{\varepsilon\} \) otherwise.

### 3.3 Protocol Synthesis and Reachability Games

To enable robot protocol synthesis (that is, the automatic generation of robot protocols for a given problem in a given setting), the approach of Millet et al. [58] is to reuse the modelling presented in Section 3.1 for robots, schedulers, and their interactions, and to revisit reachability games in this context.

We now present classical notions on this subject. If \( A \) is a set of symbols, \( A^* \) is the set of finite sequences of elements of \( A \) (also called words), and \( A^\infty \) the set of infinite such sequences, with \( \varepsilon \) the empty sequence. We note \( A^+ = A^* \setminus \{\varepsilon\} \), and \( A^\infty = A^* \cup A^\infty \). For a sequence \( w \in A^\infty \), we denote its length by \( |w| \). If \( w \in A^+ \), \( |w| \) is equal to the number of elements. If \( w \in A^\infty \), \( |w| = \infty \). For all words \( w = a_1 \cdots a_k \in A^* \), \( w' = a'_1 \cdots a'_\ell \in A^\infty \) we define the concatenation of \( w \) and \( w' \) by the word noted \( w \cdot w' = a_1 \cdots a'_\ell \). We sometimes omit the symbol and simply write \( w w' \). If \( L \subseteq A^* \) and \( L' \subseteq A^\infty \), we define \( L \cdot L' = \{ w \cdot w' \mid w \in L, w' \in L' \} \).

A game is composed of an arena and winning conditions.

**Arena** An arena is a graph \( A = (V, E) \) in which the set of vertices \( V = V_p \cup V_o \) is partitioned into \( V_p \), the vertices of the protagonist, and \( V_o \) the vertices of the opponent. The set of edges \( E \subseteq V \times V \) allows to define the set of successors of some given vertex \( v \), noted \( \forall v \in V \mid \exists v' \in V \mid (v, v') \in E \). In the following, we only consider finite arenas.

**Plays** To play on an arena, a token is positioned on an initial vertex. Then the token is moved by the players from one vertex to one of its successors. Each player can move the token only if it is on one of her own vertices. Formally, a play is a path in the graph, i.e., a finite or infinite sequence of vertices \( \pi = v_0v_1 \cdots \in V^\infty \), where for all \( 0 \leq i < \pi \), \( v_i \in v_{i-1}E \).

Moreover, a play is finite only if the token has been taken to a position without any successor (where it is impossible to continue the game): if \( |\pi| = n \), then \( v_{n-1}E = \emptyset \).

**Strategies** A strategy for the protagonist determines where she brings the token whenever it is her turn to play. To do so, the player takes into account the history of the play, and the current vertex. Formally, a strategy for the protagonist is a (partial) function \( \sigma : V^* \cdot V_p \rightarrow V \) such that, for all sequence (representing the current history) \( w \in V^* \), \( \forall v \in V_p \), \( \sigma(w \cdot v) \in vE \) (i.e., the move is possible with respect to the arena). A strategy \( \sigma \) is memoryless if it does not depend on the history. Formally, it means that for all \( w, w' \in V^* \), for all \( v \in V_p \), \( \sigma(w \cdot v) = \sigma(w' \cdot v) \). In that case, we may simply see the strategy as a function \( \sigma : V_p \rightarrow V \).

Given a strategy \( \sigma \) for the protagonist, a play \( \pi = v_0v_1 \cdots \in V^\infty \) is said to be \( \sigma \)-consistent if for all \( 0 < i < \pi \), if \( v_{i-1} \in V_p \), then \( v_i = \sigma(v_0 \cdots v_{i-1}) \). Given an initial vertex \( v_0 \), the outcome of a strategy \( \sigma \) is the set of plays starting in \( v_0 \) that are \( \sigma \)-consistent. Formally, given an arena \( A = (V, E) \), an initial vertex \( v_0 \) and a strategy \( \sigma : V^* V_p \rightarrow V \), we let
\[
\text{Outcome}(A, v_0, \sigma) = \{ v_0 \pi \in V^\infty \mid v_0 \pi \text{ is a play and } v_0 \pi \text{ is } \sigma \text{-consistent} \}
\]

**Winning conditions, winning plays, and winning strategies** We define the winning condition for the protagonist as a subset of the plays \( \text{Win} \subseteq V^\infty \). Then, a play \( \pi \) is winning for the protagonist if \( \pi \in \text{Win} \). In this work, we focus on the simple case of reachability games: the winning condition is then expressed according to a subset of vertices \( T \subseteq V \) by
\[
\text{Reach}(T) = \{ \pi = v_0v_1 \cdots \in V^\infty \mid 30 \leq i < \pi \mid v_i \in T \}
\]
This means that the protagonist wins a play whenever the token is brought on a vertex belonging to the set \( T \). Once it has
circles. The winning condition is \( \text{Reach}(\{P3\}) \). Any path in the graph is a play. From P2 the protagonist has no winning strategy. From P1 a (memoryless) winning strategy is to go to O2. Winning positions are \( \{P1, P3\} \).

happened, the play is winning, regardless of the following actions of the players.

Given an arena \( A = (V, E) \), an initial vertex \( v_0 \in V \) and a winning condition \( \text{Win} \), a winning strategy \( \sigma \) for the protagonist is a strategy such that any \( \sigma \)-consistent play is winning. In other words, a strategy \( \sigma \) is winning if \( \text{Outcome}(A, v_0, \sigma) \subseteq \text{Win} \). The protagonist wins the game \( (A, v_0, \text{Win}) \) if she has a winning strategy for \( (A, v_0, \text{Win}) \). We say that \( \sigma \) is winning on a subset \( U \subseteq V \) if it is winning starting from any vertex in \( U \): if \( \text{Outcome}(A, v_0, \sigma) \subseteq \text{Win} \) for all \( v_0 \in U \). A subset \( U \subseteq V \) of the vertices is winning if there exists a strategy \( \sigma \) that is winning on \( U \).

Solving a reachability game Given an arena \( A = (V, E) \), a subset \( T \subseteq V \), one wants to determine the set \( U \subseteq V \) of winning positions for the protagonist, and a strategy \( \sigma : V^* \rightarrow V \) for the protagonist, that is winning on \( U \) for \( \text{Reach}(T) \).

Figure 3 represents a reachability 2-player game. We recall now a well-known result [59] on reachability games:

**Theorem 1** The set of winning positions for the protagonist in a reachability game can be computed in linear time in the size of the arena. Moreover, from any position, the protagonist has a winning strategy if and only if she has a memoryless winning strategy.

### 3.4 A Formal Model with Coq for Robots in Continuous Spaces

In this section, we survey the modelling in Coq that was introduced by Auger et al. [60], [61] and by Courciou et al. [62]. This model enables to deal with FSYNC and SSYNC execution models in a two-dimensional Euclidian space setting (where coordinates are modeled by real numbers), but assumes the rigid model of movement, where move phases always complete.

Since there is a wide variety of different assumptions, the model must be highly flexible. The higher-order expressiveness of proof assistants allows many aspects of the model to remain abstract. In a particular setting, one may instantiate carefully the abstract parts with concrete definitions corresponding to the assumptions under consideration. We provide such examples of particular instances in the following.

The formal framework is parameterised by the following: (1) The number of correct and Byzantine robots. (2) The topological space in which robots move, i.e. the type of locations (infinite line, discrete grid, discrete ring network, etc). (3) The observing capabilities of robots, i.e. what kind of spectrum do they receive from their sensors. This is where anonymity and multiplicity assumptions are specified for example. (4) The distributed protocol running on each non-Byzantine robot, which we call the robogram. (5) The execution model (FSYNC, etc.) and the degree of fairness under consideration. Proof of distributed systems are supposed to state properties for any execution, i.e. for any infinite sequence of successive activations of robots that obeys the assumptions under consideration (fairness, etc.). Traditionally, such an infinite sequence is called a demon. Characterising the authorised executions through the definition of a given demon is one of the crucial step of instantiating our framework on a particular setting.

#### 3.4.1 Robots

We consider the union of two given disjoint finite sets of (robot) identifiers: \( G \) referring to robots that behave correctly, and \( B \) referring to the set of Byzantine ones. Note that at this level, in order to express any kind of properties about programs, all robots can be identified. The behaviour of correct and Byzantine robots is defined later.

**Variable** \( \text{nG nB : nat.} \)

\(*\) Number of good and Byz. robots. Left abstract. *

**Definition** \( G := \text{Finite nG.} \)

\(*\) Type of good robots \(*\)

**Definition** \( B := \text{Finite nB.} \)

\(*\) Type of Byzantine robots \(*\)

**Inductive** \( \text{ident} := \text{Good: G \rightarrow ident} \)

\| Byz: B \rightarrow \text{ident.} \)

\(*\) Disjoint union \(*\)

In some cases the assumptions require that local robograms cannot tell robots apart (anonymity), or detect whether they are correct or Byzantine. This restriction of the model can be ensured by the notion of spectrum, described below, which characterises what a robot can see of the global position.

#### Locations, Positions, Similarities

Robots are distributed in space, at places called locations. Positions are functions from the set of identifiers to the space of locations. The space of location is left abstract in the model, it can be instantiated by any type: the infinite line \( \mathbb{Q} \) [60], [61] or \( \mathbb{R} \) [62], the plan \( \mathbb{R} \times \mathbb{R} \), a ring network \( \mathbb{Z} / n\mathbb{Z} \), a line network \([i,j],[\text{etc.}]\) or \( \text{gp} \) denotes a position for correct robots, and \( \text{bp} \) a position for Byzantine ones. The position of all robots is then given by the combination \( \text{gp} \cup \text{bp} \) defined by a record in Coq.

**Variable** \( \text{location : Type.} \)

\(*\) Space occupied by robots. Left abstract. \(*\)
Example 1 In a framework where anonymity holds and where robots do not enjoy multiplicity detection, one can define a spectrum as a set of robot locations (each element of the set is a location occupied by at least one robot), and spectrum_of as a function returning the set of locations occurring in its parameter p.

**Definition** location := R.
**Definition** spectrum := set location.
**Definition** spectrum_of : position → spectrum := collect_locations p.

Notice that a spectrum being a set, in this example, it masks the number of robots occupying the same location, thus ensuring that multiplicity is undetected. To account for multiplicity, one may define another instance where spectra are multisets, and collect_locations keeps record of redundant locations.

**Robogram** The robogram is a function computing a target location from a spectrum.

**Definition** robogram := spectrum → location.

More precisely it computes the target location from the robot spectrum, that is: expressed in the robot’s own frame of reference.

### 3.4.2 Demonic action and round

Assuming the SSYNC model, at each round the demon selects the new location of byzantine robots, the set of correct robots to be activated, and a frame for each of them. More precisely the frame is a way to change the frame of reference. Depending on the space the robots move in, it can be for instance rotation and scale factors. The type of demonic action is left abstract in the model but it should provide all these operations.

**Example 1 (continued)** We continue on the previous example where we suppose the set of locations to be the infinite real line. The frame can be expressed by a real number as follows: the absolute value denotes the scaling with reference to the demon’s point of view, a negative number means that the position is rotated (in this case: swapped), and the special 0 value means that the robot is actually not activated at this round.

**Record** demonic_action := {
  locate_byz : B → location;
  frame : G → R
}

From these definitions we can formalise what it is for the distributed algorithm to perform a round. In an SSYNC context, a round consists in the computation of the new position of correct robots (i.e. a function of type G → location) from a robogram, a demonic action and the previous position. The function round defined below is thus a function returning a function. For each robot g it computes its new location by feeding the robogram with the spectrum recentered and distorted by the demon.

**Definition** round (r : robogram) (da : demonic_action) (gp : G → location) : G → location :=

fun g:G ⇒
  let l := gp g in
  (* current location of g *)
  let k := da.(frame) g in
  (* scale and rotation factor for g *)
  if k = 0 then l
  (* g not activated, g stays at l *)
  else
    let pos := repos gp da.(locate_byz) k l in
    (* position viewed from g *)
    let newloc := r (spectrum_of pos) in
    (* apply r on g’s spectrum *)
    l + /k * newloc.
    (* Uncenter, unscale, unrotate *)
  Where repos gp bp k l returns the l-centered, k-zoomed and rotated version of position {gp;bp}.

**Demon, Fairness** An actual demon is simply an infinite sequence (stream) of demonic actions, that is a coinductive object [63]. Coinductive types are of invaluable help to express in a direct way infinite behaviours, infinite datatypes and properties on them. The CoQ proof assistant provides means for the developer to define and to quantify over both inductive and coinductive types, so as to express inductive and coinductive properties. Roughly, coinduction is used for properties that hold forever, and induction for properties that hold eventually.

**CoInductive** demon :=

NextDemon : demonic_action → demon → demon.
The set of authorised demons also depends on the assumptions under consideration. For example, we define below the well-known notion of being a fair demon by a coinductive property over demons, which state that at each step of the demon any robot is activated after a finite number of steps.

**Inductive** \( \text{LocallyFairForOne} \ g \ (d : \text{demon}) : \\
\text{Prop} := \\
| \text{ImmediatelyFair} : \\
\text{frame (demon\_head} \ d) \ g \neq 0 \\
\rightarrow \text{LocallyFairForOne} \ g \ d \\
| \text{LaterFair} : \\
\text{frame (demon\_head} \ d) \ g = 0 \\
\rightarrow \text{LocallyFairForOne} \ g \\
(demon\_tail d) \\
\rightarrow \text{LocallyFairForOne} \ g \ d. \\
\)

**CoInductive** \( \text{Fair} \ (d : \text{demon}) : \\
\text{Prop} := \\
\text{AlwaysFair} : \\
(\forall g, \text{LocallyFairForOne} \ g \ d) \\
\rightarrow \text{Fair} \ (\text{demon\_tail d}) \\
\rightarrow \text{Fair} \ d. \\
\)

Some of those definitions may be shortened, but this is a rather direct and generic way to express that, at each point of an infinite execution, a property holds eventually.

### 4 SURVEY OF RESULTS

Making use of the formal modelling presented in the previous section, recent papers were able to use formal methods to verify existing algorithms (Section 4.1), synthesise new algorithms that are correct by design (Section 4.2), and provide certified impossibility results (Section 4.3). In this section, we review the main contributions published so far.

#### 4.1 Model Checking

The model checking approach of Bérard et al. was used for studying the Min-Algorithm presented by Blin et al. [64]. The followed approach was to outline the properties that need to be satisfied for the particular problem of perpetual exclusive exploration, using LTL logic.

**Problem specification** The Exclusive Perpetual Exploration problem in [64] is defined in the general asynchronous model as follows.

For any graph \( G \) of size \( n \) and any initial configuration where robots are located on different vertices, an algorithm solves the perpetual exclusive exploration problem if it guarantees two properties: the exclusivity property and the liveness property. The first one requires that no two robots visit the same vertex or traverse the same edge at the same time, whereas the liveness property requires that each robot visits each vertex infinitely often.

In the considered models an execution where no robot is ever scheduled can happen, as well as an execution where a particular robot is never scheduled. To prevent such executions a fairness assumption has to be added: All robots have to be scheduled infinitely often. Thus the liveness property is satisfied only on executions where the fairness assumption holds.

**Min-Algorithm** In [64] the authors proposed an algorithm called Min-Algorithm, for \( k = 3 \) robots in a ring of size \( n \geq 10 \), such that \( n \) is not a multiple of 3. Starting from tower-free configurations (where no two robots occupy the same position), this algorithm ensures exclusive and perpetual exploration. It is based on a classification of tower-free configurations and a specific action to be taken by the robot in any recognized configuration. An equivalence class of tower-free configurations on the ring is described by a sequence of symbols \( R \) and \( F \), indexed by integers: \( R_i \) stands for \( i \) consecutive nodes occupied by a robot, and \( F_j \) stands for \( j \) consecutive nodes free of robots. The algorithm is presented in Tables 1 and 2.

**Verification** The previous algorithm was modeled then implemented into the DiVinE [65] model-checker, using a ring of size 10, the smallest advertised size for the algorithm to work. The algorithm was verified to work properly in the FSYNC and SSYNC model, but a counter-example was found when run using the ASYNC model, among the \( 13.10^6 \) possible movements. This counter-example ends up in two robots colliding (and thus breaking the exclusion property), as explicit in Fig. 4.

In this counter example every ring represents a configuration, a configuration change occurs when a robot moves, in each configuration a computation is represented by a full arrow, and outdated computation by a dotted arrow.

Following the verification, a simple fix on the rule

\[
\text{RC5} :: \ (R_2, F_1, R_1, F_2) \rightarrow \ (R_1, F_1, R_1, F_1, F_2). \\
\]

allowed to correct the algorithm.

#### 4.2 Algorithm Synthesis

The algorithm synthesis approach of Millet et al. [58] was used to produce a mobile robot protocol for the gathering problem in a ring shaped network. The followed approach was to encode a particular arena for the gathering task, and later use the UPAPA TIGA tool to generate a winning strategy that can be developed into an algorithm.

**Problem specification** The Gathering problem is defined in the general asynchronous model as follows.

For any graph \( G \) of size \( n \) and any initial configuration, an algorithm solves the gathering problem if it guarantees that in any execution, all robots meet at the same vertex (not known beforehand) and remain there infinitely thereafter. Similarly as in the previous section, all robots have to be scheduled infinitely often.

#### 4.2.1 Arena Encoding for Gathering

The authors construct an arena so that the player has a winning strategy if and only if a mobile robot algorithm permits robots to gather at a particular node independently of the
initial configuration. In each configuration, the robots can choose among the following actions: $\Delta = \{\varsigma, \to, \uparrow, ?, \}$, which contains $M = \{\varsigma, \to, \uparrow\}$, the set of possible movements, and “?” used by disoriented robots indicating their will to move, yet inability to decide the exact direction of movement (e.g. due to symmetry). We note $\tau = \varsigma$, $\tau = \to$, $\tau = \uparrow$, and $\tau = ?$.

The arena is $A_{\text{gather}} = (V_p \uplus V_o, E)$, with $V_p = (C/ \equiv)$ denoting the player states, and $V_o = C \times (\Delta^4)$ denoting the environment states. The size of the arena is then linear in $n$ and exponential in $k$. The arcs in the arena are defined by relation $E$ as a strict alternating sequence of states between the two players: $E \subseteq (V_p \times V_o) \cup (V_o \times V_p)$.

From a player state, the player chooses for each robot a move. There is the additional constraint that in any equivalence class, two robots with the same view take the same decision (the robot algorithm is deterministic).

A decision function $f$ is a function that proposes a move based on a robot view. It is defined by $f : \mathcal{V} \to \Delta$ such that, for any view $V \in \mathcal{V}$, if $|V| = 1$ then $f(V) \in \{\uparrow, ?\}$, and if $f(V) = ?$ then $|V| = 1$ (a disoriented robot can only choose to move or not to move). When a decision function is run, the robots moves must be coherent with a global sense of orientation. Since $C = (d_1, \ldots, d_k) \in C$, and $f : \mathcal{V} \to \Delta$, for any $1 \leq i \leq k$, we define $f(C, i) = f(\text{view}_i(C))$ if $(d_1, \ldots, d_k, d_1, \ldots, d_{i-1})$ is the smallest element of $\text{view}_i(C)$ (in lexicographic order), and $f(C, i) = f(\text{view}_i(C))$ otherwise.

Then, for every $v \in V_p$, $v' \in V_o$, $(v, v') \in E$ iff there exists a decision function $f$ such that $v' = (C, (a_1, \ldots, a_k))$ with $C = \text{rep}(v) = (d_1, \ldots, d_k)$, and for every $1 \leq i \leq k$, $a_i = f(C, i)$.

The game then continues from an environment position where the previous choices of the player are remembered. If a disoriented robot has decided to move, the environment chooses the move to be performed by the robot among $\{\varsigma, \to\}$.

In $v' = (C, (a_1, \ldots, a_k)) \in V_o$, a set of movements $m_i \in \mathbb{M}^k$ is $v'$-compatible if: for every $1 \leq i \leq k$ such that $a_i \neq \varsigma$, $m_i = a_i$, and for every $1 \leq i \leq k$ such that $a_i = \varsigma$, $m_i \neq \uparrow$. Getting from an environment state to a player state is then expressed as: for every $v \in V_p$, $v' = (C, (a_1, \ldots, a_k)) \in V_o$, $(v, v') \in E$ iff there exists a tuple that is $v'$-compatible $(m_i)_{i \in \{1, \ldots, k\}}$ and such that $v = [C \oplus (m_i)_{i \in \{1, \ldots, k\}}]$.

**Theorem 2** The winning position for the player in the game corresponds exactly to the gatherable configurations.

### 4.2.2 Synthesis of a Gathering Algorithm for Three Robots

The aforementioned arena permits to synthesise a deterministic protocol for the gathering problem of $k$ robots in a $n$-sized ring. Let $T = \{(-1, \cdot, \cdot, -1, n-1)\}_n \in V_p$ be the equivalence class of all configurations where all robots are gathered at a single node. Millet et al. [58] implemented the arena for three robots and various ring sizes ($n \in [3, 15]$) using the game resolution tool UPPAAL TIGA [66]. It was possible to confirm the impossibility of gathering from a starting configuration that is periodic, and possibility of gathering otherwise (that is, there exists a winning strategy in those remaining cases).

To obtain optimal strategies (with respect to the overall number of movements), one can use weighted arcs in the arena depending on the number of moving robots on that arc.

Figure 5 presents classes of configurations (satisfying some constraint $\varphi$), and the strategy found in this class (in the “Strategy” column). The “Robot Algorithm” column presents the corresponding robot algorithm executed by Robot $r$ when its view $\text{view}_r$ satisfies $\varphi$. For all other views, the robot algorithm is $\uparrow$. This algorithm is correct by construction for $n \in [3, 15]$ and $n = 100$. An induction proof is given in [58], extending the results to any ring size $n$.

### 4.3 Certification of Impossibility Results

So far the aforementioned formalism proved to be useful and with a (relative) ease of use to certify impossibility results regarding oblivious and anonymous mobile robots [62], even when one allows for byzantine behaviours [60], [61].
From the point of view of the person who specifies the model and the properties, the theorems are stated in a natural way: mostly by quantifying over relevant demons, protocols (robograms), and concluding with a negation of the solution characterisation.

For instance, the impossibility of gathering for an even number of oblivious and anonymous mobile entities moving along $\mathbb{R}$ in [62] is simply expressed as follows:

**Theorem** noGathering :

$(\forall (G : \text{finite}) \ (r : \text{robogram} \ (G \cup G)), \ \text{inhabited } G)
\rightarrow (\forall k : \text{nat}, \ (1 \leq k))
\rightarrow \neg ((\forall d, kFair k d \rightarrow \text{solGathering} r d))$

It can be read as “for every finite set $G$ that is non-empty, for every robogram $r$ distributed over twice the cardinal of $G$ robots (thus an even number), for every fairness constraint $k$, there is a $k$-fair demon $d$ for which $r$ fails to gather all robots”.

Its proof amounts to showing that for a non-null even number of robots, any $k$ and any robogram $r$ there exists a $k$-fair demon that prevents $r$ to gather all robots.

From the point view of the person with proof-assistant expertise who develops the actual (interactive) proof, the size of the development is reasonably short as it makes a fair use of the provided libraries. The size of the specialised development for the relevant notions and the aforementioned theorems (thus excluding for example the complete library for reals) is approximately 480 lines of specifications and 430 lines only of proofs. The file dedicated to the theorem itself is about 200 lines of specifications for 250 lines of proof scripts. This is a good indication on how adequate the framework is, as proofs are not too intricate and remain human readable.

Proving negative results has been emphasised here, yet it is worth noticing that this approach is not limited to impossibility results. Indeed, protocols can also be proved correct using this formal development, as it is easy to write an actual program within the language of Coq, a functional language. The statements are then of the form: for all demons, for any number of robots and initial positions that fulfill some constraint, the given robogram is a solution to some problem.

## 5 OPEN PROBLEMS

We surveyed recent results that make use of formal methods in the context of mobile robot networks. Model checking and algorithm synthesis were used in the discrete space model to find errors in existing literature (and possibly relieve protocol designers from the burden of manually checking small instances of the problem, thus permitting them to concentrate on abstract configurations where some global invariants hold) and general protocols that are correct by design in this context, while proof assistant was used to devise general impossibility results in the continuous space model. Many open challenges remain, we list a few of them in the sequel, hoping to pave the way for future research.

### Arbitrary Sized Networks

The main limitations implied by the model-checking and algorithm synthesis approaches is that the space where robots evolve is bounded. That is, the number of robots $k$ and the size of the ring $n$ are given as parameters to generate the possible configuration. This permits to keep the modelling of the system simple, and to enumerate all possible situations. Getting generic results for any size $n$ still requires a handmade approach, taking the mechanically verified instances as a base case for human generated induction. Mechanising the second part (e.g. with Coq or another similar tool) is a promising path.

### Discrete vs. Continuous Space

Going from the discrete space to the continuous space is another challenge (in the case of model-checking and algorithm synthesis). Then, it becomes impossible to enumerate all possible configurations of robots, yet a completely different modelling of the configurations (e.g. based on some geometric invariants observed by the robots) could lead to limiting their classes to a tractable number. However, in this case, none of the presented approaches so far can be reused.
On the positive side, thanks to the abstraction level of the Pactole framework [67], setting the space to be $\mathbb{R}$, thus both unbounded and continuous, is not as complicated as one could imagine; it emphasises the relevance of a formal proof approach and how it is complementary to other formal verification techniques.

**Atomic vs. Non-atomic Executions**  For the algorithm synthesis and proof assistant, we focused on the atomic FSYNC and SSYNC models. Breaking the atomicity of the individual Look-Compute-Move cycles (that is, considering automatic algorithm production for the ASYNC model [1], or writing impossibility results that are specific to that model) implies that robots cannot maintain a current global view of the system (their own view may be outdated), nor be aware of the view of other robots (that may be outdated as well). Then, the two-players game encoding of Millet et al. [58] is not feasible anymore. A natural approach would be to use distributed games, but they are generally undecidable as previously stated. So, a completely new approach is required for the automatic generation of non-atomic mobile robot algorithms.

The modelling of ASYNC is feasible in a proof assistant, and should not bring any additional difficulties in the specification of properties in that context. However, it would currently have a significant cost in terms of intricacy of the associated proofs. A really manageable formal development in an ASYNC model requires more automation at the proof level.

**Toward Weaker Requirements**  A noteworthy added benefit of the COQ abstract framework is that keeping the abstractions as general as possible may lead to relaxing premises of theorems, thus potentially discovering new results (e.g. formalising weaker demons [57] and weaker forms of Byzantine behaviours could lead to stronger impossibility results).

**Toward New Robotic Problems Solved**  While the modelling in the discrete space approaches is generic, the encoding of the problem has to be specific (LTL logic for model checking, identifying the winning configurations in the algorithm synthesis approach). The COQ approach remains generic with respect to the algorithm thanks to its higher-order logic capabilities, however the suitability of the approach to obtain positive results (that is, certified algorithms solving a particular problem) has not been demonstrated yet on practical examples. This issue remains challenging as expertise is required to design the proper encoding in each formal model. Facilitating this step for algorithm designer is a long term research goal.
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Abstract - Because phenotypes of living creatures are expressed reflecting on interactions among genes and proteins, relations among phenotypes and proteins (or genes) have been regarded as a key issue to be clarified to understand the system of creatures. In this paper, we try to find the relation among two proteins A, B, and a phenotype P, where there is a group of samples G, whose expression levels of A and B are both close to one another, and they always have close values of P. In this paper, we propose a method to extract a pair of proteins that effect on a target phenotype, from a dataset that consists of protein expression profiles and phenotype values.
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1 INTRODUCTION

After the entire human DNA sequence was made public, many post-genome researches started to investigate the systems of living creatures. Proteome analysis is a field of such a post-genome research. The proteome analysis is a research field to analyze comprehensively the entire protein sets, in which functions and interactions of proteins that maintain living creatures are actively investigated.

As a method in proteome analyses, there is a technique called 2D electrophoresis [1]. The 2D electrophoresis enables us to measure expression levels of thousands of proteins in a biological tissue simultaneously. From the protein expression profiles obtained by the technique, we can clarify the functions and the interactions of proteins.

In many researches, major goal of researchers is to identify proteins that effect on a certain phenotype. For this purpose, a method for discovering the relationship between one protein and one phenotype is often used. One of the most basic methods is to calculate the correlation coefficient between protein expression levels of a protein and values of a phenotype item. Relationship between two items can be revealed by a relatively simple statistical method. However, the correlation coefficient evaluates only the linear relationship between two items. In contrast, Qu, et al. proposed a method to discover the nonlinear relationship between a gene and a phenotype using orthogonal polynomials [2].

On the other hand, there are a few researches that try to discover relationships in which more than one proteins effect on one phenotype. Zhang, et al. studied the interaction among a triplet of genes by comparing the correlation coefficients of genes A and B between two cases where another gene C expresses and does not express [3]. As another method, Inoue, et al. developed an algorithm to predict interactions among three proteins A, B and C based on correlation coefficient [4], and Fujiki, et al. developed an algorithm to predict interactions among three proteins A, B and C based on conditional probability [5]. If we regard C as a phenotype, those methods can be used to investigate the relationship between proteins and phenotypes.

In this paper, we propose a new method to detect interactions from different approaches. Specifically, we try to find the relation among two proteins A, B, and a phenotype P, where there is a group of samples G, whose expression levels of A and B are close to one another, and they always have close values of P. We evaluate the proposed method by applying the proposed method to the real data set.

Note that, to the best of our knowledge, this study is the first study that tries to find a set of two proteins that effect on a phenotype by finding a group of samples G whose expression levels of proteins A and B are close to one another that also have close values of a phenotype P.

The remainder of this paper is organized as follows. In Section 2, we describe the relation among two proteins and a phenotype assumed in this paper. In Section 3, we describe the proposed algorithm in detail. In Section 4, we evaluate our method by applying it to a real protein expression profile and a data set of phenotype. Finally, in Section 5, we conclude our study.

2 THE RELATIONSHIP BETWEEN PROTEINS AND PHENOTYPE WE SUPPOSE

2.1 Phenotype of Creature

Phenotype is a character that a creature has. For example, phenotype is an individual’s traits, such as a size of body, a color, a pattern, etc. It is generally said that phenotype is largely determined by genes, but also considerably depends on growth environment of individuals. Many researches try to investigate the system of creatures that determines phenotypes. Such kind of researches are especially valuable when they target on several economically important phenotypes. For example, beef marbling scores and carcass weight of Wagyu beef have direct impact on the economical price of beef.

2.2 Protein Expression Profile

Protein expression levels are the amount of each proteins included in a biological sample. The protein expression levels
Figure 1: Example of Area That We Want to Demand.

Figure 2: Good or Bad Shape of Area.

are typically measured by the 2D electrophoresis method [1]. This method is used for protein expression measurement widely. The 2D electrophoresis is a method to separate proteins with 2-dimensions through two steps of electrophoresis. Generally, proteins are separated with isoelectric point in the first dimension, then they further are separated by molecular weight in the second dimension. Typically, the number of proteins included in a profile ranges from several hundred to thousands.

The expression profiles are the data that consists of expression levels of proteins included in a biological sample. The expression profiles are obtained by 2 steps. First, we obtain a 2D electrophoresis image through the 2D electrophoresis experiment. Second, we measure the areas of the islands revealed by the first step using image processing techniques.

2.3 Relationship of Two Proteins and A Phenotype We Suppose

We suppose two proteins that effect on a phenotype. In this paper, we try to find the relation among two proteins A, B, and a phenotype P, where there is a group of samples G, whose expression levels of A and B have close values a and b with each other, and they always have close value p of P.

Figure 1 shows an example of this relationship. We consider a 2-dimensional plane that has two axes of expression levels of proteins A and B. Each sample is plotted in this plane, and the deepness of the color of the samples represents phenotype values (i.e., samples with deep color represent high phenotype values and those with light color represent low phenotype values). Here, if there are no relationship among those two proteins and the phenotype, the distribution of the color of the samples would be uniform, i.e., the samples with various colors are plotted uniformly. In contrast, if some relationships exist, it is thought that the distribution would not be uniform. In this paper, as shown in Fig. 1, we extract the area in which all the samples have close phenotype values. We consider that the existence of such areas indicates the relationship between proteins and phenotype. Namely, by extracting such areas, it is possible to estimate the combination of two proteins and the expression levels that control a phenotype.

3 EXTRACTION METHOD OF AREA WITH CLOSE PHENOTYPE VALUES

3.1 Format of Input Data

We use two sets of input data in the proposed method. One is a protein expression profile and the other is a set of phenotype data. We assume that the protein expression profile is obtained from the 2D electrophoresis experiment. The expression profile consists of the expression levels of each protein contained in each biological sample. We let $i(1 \leq i \leq I)$ be a sample, and let $j(1 \leq j \leq J)$ be a protein. Then, the expression level $e_{ij}$ of a protein $j$ included in a sample $i$ is a real value. We show an example of the expression profile in Table 1.

We assume that a phenotype data set is represented by a table. Then the phenotype data set consists of the real values that represent the degree of phenotype (hereafter, we call them the phenotype values). We let $p(1 \leq p \leq P)$ be a phenotype, and the phenotype value $p_i$ of a phenotype $p$ included in a sample $i$ is a real value. We show an example of the phenotype data set in Table 2. This example shows a case of brand cattle, in which we have BMS (Beef Marbling Standard), carcass weight, rib-eye area, etc. as phenotypes.

3.2 Areas That We Wish to Extract

In this paper, we extract a pair of proteins A and B that effect on a target phenotype $p$, by finding an area in which
In this section, we describe the criteria that the area should satisfy.

We consider two criteria with which we evaluate areas. Two criteria are on the phenotype values, and on the shape of the area, respectively. First, we describe the criterion on the phenotype values included in the area. It is required that the variance of the phenotype values included in the area is significantly smaller than those of all samples. Namely, it means that the samples that take a narrow range of phenotype values are included in it.

Next, we describe the criterion on the shape of the area. The criterion on shape is that the shape does not have big unevenness on a boundary line, i.e., the shape is “not warped” or “distorted”. Namely, in this paper, we regard the “warped” shape as bad shape. (See Fig. 2). Without this criterion, i.e., if an area is allowed to be any shape, we can extract areas of any distorted shape by choosing arbitrary samples freely that have close phenotype values. By limiting shape of areas, we can evaluate the area properly based on the sample distribution.

### 3.3 Overview of Proposed Method

We designed an algorithm to find the area that holds the criterion we described in Section 3.2. Note that the problem we treat is a combinatorial optimization problem whose search space is exponentially large so that we can hardly find the optimal solution. Thus, we designed our algorithm as a greedy one that explores areas from a small one by expanding it gradually with the best samples that forms the best areas at that time. We describe the overview of the proposed method as follows. (See Fig. 3 in parallel.)

(a) We select one phenotype to analyze (Fig. 3(I)).

(b) We compose all the possible pairs of proteins for the phenotype selected in step (a) (Fig. 3(II)).

(c) We generate an adjacency graph from the samples on a 2-dimensional plane whose two axes are the expression levels of proteins A and B (Fig. 3(III)). We generate the adjacency graph as the Delaunay graph. We will give a short explanation of the Delaunay graph in the following Sections 3.4.

(d) We repeat extending the area using the graph that is generated in step (c) (Fig. 3(IV)). We start with the area that includes one arbitrarily sample (we call this sample starting sample). Then, we repeat extending the area with the most suitable samples until it comes to contain all samples. We perform this process from every starting sample. We describe this extending process in the following Section 3.5.

(e) We calculate the variance of the phenotype values for all the areas throughout the extending process i.e., we calculate the variance every time after extending the area with one sample. Then, for each individual area, we calculate its z-value (we call it the area-score) that indicates the statistical probability that the value of the variance occurs (Fig. 3(V)). We extract the areas whose area-score is greater than the threshold. We describe about the calculating area-score in the following Section 3.6.

### 3.4 Step(c): Generating the Adjacency Graph from Samples

In this Section, we explain the algorithm to generate the adjacency graph from the samples on the 2-dimensional plane.

First, we generate a Voronoi diagram [6] on the 2-dimensional plane. A Voronoi diagram (Fig. 4) is a diagram obtained by dividing space into a number of areas. The boundary lines (dotted lines) between samples are composed of perpendicular bisectors between two samples. The plane is divided into areas (called Voronoi area) corresponding to each sample by the boundary line.

By connecting every pair of samples corresponding to two adjacent Voronoi areas, the Delaunay diagram (Fig. 5) that represents the adjacency among samples is generated. Then, we let \( N(i) \) be the sample set adjacent to sample \( i \).
Figure 6: Conditions of Extension Candidate Sample.

3.5 Step(d): Extension of Areas

3.5.1 Overview of Extension Algorithm

We describe an algorithm to extend the area we wish to extract. We show the overview of the process as follows.

(1) An initial area consisting of one sample is determined by selecting a starting sample arbitrarily.

(2) We select a set of extension candidate samples from the samples that are adjacent to the current area so as not to make the shape of the extended area distorted.

(3) We select an extension sample from the set of extension candidate samples and extend the area by adding this extension sample.

(4) If the area does not include all samples, we return to (2).

Our algorithm searches for good areas through the process that expands an area by adding samples one by one greedily. Thus, the result largely depends on selection of starting samples. So, as for (1), the strategy to select starting samples should be determined according to the practical requirements. For instance, if users are interested in retrieving areas in which high-value samples are collected, it is recommended to start with high-value samples. Similarly, users may benefit from starting with low-value or middle-value samples for some cases. The strategy should be determined according to the situation. As for (2) and (3), details are described in the following sections 3.5.2 and 3.5.3, respectively.

3.5.2 Method to Select Extension Candidate Samples

In this Section, we explain the method to select the set of extension candidate samples mentioned in Section 3.5.1. An extension sample is the sample that is the most desirable to be added to D from a set of extension candidate sample. As described in Section 3.2, the sample that is the most desirable is the sample that satisfies the two criteria on the phenotype values and on the shape of the area, respectively.

We describe the steps to select the extension sample from the extension candidate sample set C. First, we calculate the shape-cost T(x) for every extension candidate sample x ∈ C. T(x) evaluates the shape of the area that is created by adding the sample x to the current area D. Now, we let D_x be the area that is created by extending D with x. The less T(x) is, the more the shape of D_x is distorted.

Next, we calculate the phenotype-cost Z(x) to evaluate the phenotype value of the samples included in D_x. If Z(x) is small, the phenotype value of x take a value close to the samples in D, and x would not increase the variance of the phenotype values of samples included in D. Therefore, we select the extension sample x such that Z(x) is the smallest in C, and satisfy T(x) ≥ T_{thresh}, where T_{thresh} is the threshold to the T(x). Here, we consider the shape of the area that satisfies T(x) ≥ T_{thresh} to ensure the area has a good shape. If there is no x to satisfy T(x) ≥ T_{thresh} we regard x such that Z(x) is the smallest in C as the extension sample.

We explain the method to calculate the shape-cost T(x). We calculate T(x) based on the ratio between the boundary length of D_x and the area of D_x. In general, if the area is the same, the boundary length is shorter when the shape is close to circle. We calculate T(x) using this property. First, we let L_x and S_x be the length of the boundary line and the area of D_x, respectively. Here, the radius r_x of the circle whose circumference is just L_x is written as r_x = L_x / 2π. Similarly, the radius r'_x of the circle whose area is just S_x is written as r'_x = √(S_x / π). Finally, we define T(x) as the ratio of r_x and r'_x.
as follows:

\[ T(x) = \frac{r_x^2}{r_z} = \frac{2\sqrt{\pi}S_x}{L_x} \]

Note that, \( T(x) \) takes a value between 0 and 1, and the larger \( T(x) \) is, the closer the shape is to a circle.

The phenotype-cost \( Z(x) \) evaluates the variance of phenotype values included in \( D_x \), which is created by extending \( D \) with \( x \). We calculate \( Z(x) \) as the z-value, which is known as a kind of statistic. \( Z(x) \) is defined as

\[ Z(x) = \frac{p_x - \mu_x}{\sigma_x} \]

where \( p_x \) is the phenotype value of \( x \), and \( \mu_x \) and \( \sigma_x \) are the average and the standard deviation of the phenotype values of samples in \( D_x \). Note that, \( Z(x) \) represents the amount of difference between the phenotype value \( p_x \) and the average \( \mu_x \) of phenotype values in \( D_x \), which is measured as the number of the unit value \( \sigma_x \). If the absolute value of \( Z(x) \) is small, it means that \( p_x \) is close to the phenotype values of samples in \( D_x \). Namely, if we add such \( p_x \) to \( D \), the variance of \( D \) would not be increased.

3.6 Step(e) Calculating Area Score

In this Section, we explain the retrieval of the areas we wish to extract.

In this paper, we wish to extract the area with small variance of the phenotype values of the samples in the area. However, in general, if the number of samples in the current area is low, the variance is small. Therefore, in this paper, in order to retrieve the good area under variation of the number of samples, we calculate the variance of every area throughout our process to extend areas, and aggregate the variance of all the areas. Then, we judge whether each area is the one we wish to extract, by calculating the area-score of each area as a relative “position” of its variance in the distribution of variances of all areas that includes the same number of samples.

Now, we let \((i_1, i_2)\) (\(1 \leq i_1 < i_2 \leq J\)) be the pair of proteins, and let \( n \) (\(1 \leq n \leq J\)) be the number of samples in the area. We suppose the extending process of the area with a starting sample \( m \) on the plane whose axes are two proteins \((i_1, i_2)\). Here, we define the area where number of samples in the area is \( n \) as \( D_{m,(i_1,i_2)}^{(n)} \). Note that, \( D_{m,(i_1,i_2)}^{(n)} \) is determined uniquely by \( n \), \( m \) and \((i_1, i_2)\). Now, we let \( p_i \) be the phenotype value of sample \( i \in D_{m,(i_1,i_2)}^{(n)} \), and \( E[D_{m,(i_1,i_2)}^{(n)}] \) and \( V[D_{m,(i_1,i_2)}^{(n)}] \) be the average and the variance of the phenotype values of samples in \( D_{m,(i_1,i_2)}^{(n)} \).

We explain the method to calculate the area-score first. We calculate \( E[D_{m,(i_1,i_2)}^{(n)}] \) corresponding to combination of \( n \), \( m \) and \((i_1, i_2)\) as follows:

\[ E[D_{m,(i_1,i_2)}^{(n)}] = \frac{1}{n} \sum_{i \in D_{m,(i_1,i_2)}^{(n)}} p_i \]

Similarly, we calculate \( V[D_{m,(i_1,i_2)}^{(n)}] \) as follows:

\[ V[D_{m,(i_1,i_2)}^{(n)}] = \frac{1}{n-1} \sum_{i \in D_{m,(i_1,i_2)}^{(n)}} (p_i - E[D_{m,(i_1,i_2)}^{(n)}])^2 \]

Next, we calculate the average \( \mu_n \) and the standard deviation \( \sigma_n \) of \( V[D_{m,(i_1,i_2)}^{(n)}] \) with all areas whose number of samples in the area is \( n \) as follows:

\[ \mu_n = \frac{1}{|M| \times (J-1)/2} \sum_{m \in M} \sum_{1 \leq i_1 < i_2 \leq J} V[D_{m,(i_1,i_2)}^{(n)}] \]

\[ \sigma_n = \sqrt{\frac{\sum_{m \in M} \sum_{1 \leq i_1 < i_2 \leq J} (V[D_{m,(i_1,i_2)}^{(n)}] - \mu_n)^2}{|M| \times (J-1)/2 - 1}} \]

Finally, we calculate the z-value for the variance \( V[D_{m,(i_1,i_2)}^{(n)}] \) of each area using \( \mu_n \) and \( \sigma_n \) as the area-score \( R_{m,(i_1,i_2)}^{(n)} \). The area-score \( R_{m,(i_1,i_2)}^{(n)} \) is defined as follows:

\[ R_{m,(i_1,i_2)}^{(n)} = \frac{V[D_{m,(i_1,i_2)}^{(n)}] - \mu_n}{\sigma_n} \]

If \( R_{m,(i_1,i_2)}^{(n)} \) is small, it means that the area rarely appears statistically. Therefore, we expect the area \( D_{m,(i_1,i_2)}^{(n)} \) whose area-score \( R_{m,(i_1,i_2)}^{(n)} \) is small enough for the output of the proposed method. For such areas \( D \), we suppose there would be an interaction among two proteins \( i_1 \), \( i_2 \), and the phenotype.

4 EVALUATION AND DISCUSSION

4.1 Evaluation Method

We evaluate the proposed method by applying it to real protein expression profiles and a phenotype data set obtained by the author’s collaborative work in Wakayama [7]. The protein expression profiles that we use in our evaluation are obtained by a 2D electrophoresis-based experiment [8].

A measurement error occurs in the measurement of the protein expression levels. Therefore, we performed 2D electrophoresis twice for each sample to confirm the accuracy of each electrophoresis experiment. From the result of the duplicated measurement, we removed the values considered to be low reliability from expression profiles. Specifically, we measured expression values for each pair of a protein and a sample. If the larger expression level is larger than 1.3 times the value of the smaller expression level, we consider the expression level for the protein and the sample to be a null value as they are not reliable. Otherwise, the average of the two expression levels is used for each sample-protein pair. As a result, the expression profiles used for our evaluation consist of 90 samples and 47 proteins. In addition, the expression profiles are standardized in advance so that the average and the standard deviation of the expression levels with each sample are 0 and 1, respectively.

We performed an evaluation using “Carcass weight” as an important phenotype among many items included in the phenotype data set of beef cattle. As a pre-processing, we also standardized the phenotype data.

In order to evaluate the performance of the proposed method, we implemented a simple method to extend areas to be compared with the proposed method. The simple method is the
method that replaces the extension algorithm explained in Sections 3.4 and 3.5. The simple method adds a sample that is close in the Euclidean distance to the start sample \( m \) to the current area \( D_{m;1}^{(n)} \). Consequently, the shape of the area \( D_{m;1}^{(n)} \), that is obtained by the simple method is nearly a circle centered on the start sample \( m \). Thus, the simple algorithm is equivalent to the algorithm that retrieves the best circular areas in the plane.

We evaluate the performance of the proposed method by comparing it with the simple method by calculating the variance \( V[D_{m;i}^{(n)}] \) and the average \( E[D_{m;i}^{(n)}] \).

Here, we describe the parameters in the evaluation experiment. We determined the threshold of the shape-cost \( T(x) \) as \( T_{\text{thres}} = 0.7 \) through a careful preliminary experiments to find a balancing point under the trade-off between the shape-cost and the area-score, and we set the number of samples in the area between 20 and 40 in order to ensure the reliability of the variance of the phenotype values in \( D_{m;i}^{(n)} \). In addition, as the starting sample \( m \), we use the sample whose phenotype value is within the bottom 10% among all samples. As actual requirements, because it is expected to extract the areas whose samples have low phenotype values, we confirm that the proposed method extracts the area whose phenotype value is low.

### 4.2 Result and Discussion

Tables 3 and 4 show the results of the ranking of top 10 combinations of proteins with respect to the area-scores. Table 3 is the result of the case where we applied the proposed method to the expression profiles and the phenotype data. On the other hand, Table 4 is the result of the simple method. These tables include the columns of protein ID of proteins A and B, the number of samples in the area, the area-score, \( V[D_{m;i}^{(n)}] \) and \( E[D_{m;i}^{(n)}] \). Note that, in Table 3 and Table 4, we leave only the best area out of the same protein pairs.

These results show that both \( V[D_{m;i}^{(n)}] \) and \( E[D_{m;i}^{(n)}] \) in the proposed method are smaller than those in the simple method. It was found from the result that the proposed method could extract areas better than the simple method. In order to confirm it in detail, Fig. 7 shows the scatter plots of the ranking of the top 50 areas extracted by the proposed method and the simple method. The vertical axis represents \( E[D_{m;i}^{(n)}] \) and the horizontal axis represents \( V[D_{m;i}^{(n)}] \).

As is apparent from Fig. 7, both \( E[D_{m;i}^{(n)}] \) and \( V[D_{m;i}^{(n)}] \) extracted by the proposed method is found to be lower values than those of the simple method. From these results, we confirmed that the phenotype values of the areas extracted by the proposed method are lower than those extracted by the simple method, and the samples included in the area have close phenotype value each other. In other words, it can be said that the proposed method can extract “good area,” compared with the simple method.

Next, we confirm whether the shape of the area extracted by the proposed method is “good shape” or not. As a typical example of the extracted areas, we show the shape of the rank-1 area in Fig. 8.

Figure 8 shows the scatter diagram of the rank-1 area in Table 3. The horizontal axis and the vertical axis represent the standardized expression levels of protein A and B, respectively. The shape-cost of the area is 0.7003, which is the value close to threshold \( T_{\text{thres}} = 0.7 \). We found that this area is close to a circular shape to same extent and is allowable as an area. That is, the shape of this area extracted by the proposed method is “good shape.”

Then, we see whether this area is a “good area” or not by examining the phenotype value of the samples in the rank-1 area in Table 3. Figure 9 shows the histogram of the phenotype values included in the area, and a histogram of the phenotype values of all samples. The vertical axis represents the number of samples and the horizontal axis represents the carcass weight. Since the carcass weight has been standardized, the average of the carcass weight of all samples is 0, and the variance is 1. The phenotype values in the extended area are distributed in a relatively narrow range between -1.5 and 0.5, and the distribution is unimodal. We find that \( V[D_{m;i}^{(n)}] = 0.2510 \) is considerably lower than the whole variance 1. Moreover, the \( E[D_{m;i}^{(n)}] = -0.5539 \) is sufficiently smaller than the whole average 0.

From the above reasons, we found that the area extracted by the proposed method is the area that we want to find because both \( V[D_{m;i}^{(n)}] \) and \( E[D_{m;i}^{(n)}] \) are small enough.

One of the essential future tasks is to explore how to utilize the proposed method in practice. We do notice that the approach of three-way interactions (i.e., interactions among three proteins, or two proteins and a phenotype) generally...
By extracting areas including samples with close phenotype values to predict proteins that control phenotypes.

5 CONCLUSION

In this paper, we proposed a method to find areas with close phenotype values, which rarely occur statistically, it is possible to estimate the relationship among two proteins and a phenotype.

We performed the evaluation experiment using real data set obtained by the author’s collaborative work in Wakayama [7]. In order to evaluate the performance of the proposed method, we implemented a simple method to be compared with the proposed method. As a result, we found that the proposed method extracted the area better than the simple method. That is, the proposed method is able to extract the area that the variance of the phenotype values in the area is small.
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Abstract - Autism Spectrum Disorders (ASD) is considered as one of the developmental difficulties caused by dysfunctions of the brain. There are a variety of symptoms with ASD, but these can be significantly improved by appropriate treatment and education. Thus, it is important to find the patients with ASD while young. Recently, research on the olfactory senses of patients with ASD is being done. It is reported that there are differences of odor detection and identification abilities between people with ASD and controls. Our aim was to develop the screening examination by olfaction, hence we developed an application to assess the odor detection and identification abilities in children by using olfactory display which uses pulse ejection. We also investigated the olfactory abilities of the children with ASD using the application. However, we found some problems with application, and we made improvements. After the improvements, we assess the olfactory abilities of the typically developing children. As a result, we saw similar tendency as in the related works on olfactory abilities in children with ASD by the olfactory display.
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1 INTRODUCTION

Autism Spectrum Disorders (ASD) is considered as one of the developmental difficulties caused by dysfunctions of the brain [1]. People with ASD have difficulties in three main areas referred to as the “Triad of Impairments” coined by Lorna Wing: impairment of social communication, social imagination, and social relation. Some examples are sudden start of conversations with strangers, difficulty in meeting their eyes, and parroting the question back. There are a variety of other symptoms with ASD, and it is not a uniform state. However, it is known that such difficulties can be significantly improved by appropriate treatment and education [2]. Therefore, it is important to detect a person with ASD while young. On the other hand, the examinations of ASD have many problems, and it is not easy to carry out an examination. Multiple staff spends time to make preparations for an examination, and it takes a long time to do an examination. For example, one examination takes a maximum of four hours in Japan, but it may take longer in other countries. Furthermore, the staffs are required to have a discussion to select the appropriate method to suit each subject’s individuality. Because the examinations of ASD require such a preparation for all subjects, they are often needed to wait over one year, and the examinations cost too much money to take it lightly. In other words, no matter how much you want, it is not easy to have the examinations of ASD. There are also screening examinations of ASD, but they have some problems as well. For example, the Autism-Spectrum Quotient is unsuitable for detecting ASD while young, because it is developed for adults [3]. There is also the Modified Checklist for Autism in Toddlers (M-CHAT) as a screening examination for children [4], but the Japanese version of M-CHAT [5] has some problems likewise. It is reported that Japanese version of M-CHAT cannot detect 15% of children with ASD.

Recently, research on the olfactory senses of patients with ASD is being done. Because one of the symptoms with ASD is characteristic behavior towards odor, for example, they have a fetish for certain odors. It is reported that there are differences of odor detection and identification abilities between people with ASD and controls, hence checking olfactory abilities may make it possible to screen ASD. In this study, we assess olfactory abilities in children with ASD for developing a screening examination by olfaction.

2 OLFACTION IN PEOPLE WITH ASD

Many children with ASD have sensory difficulty [6]. For example, they don’t want to get on the buses because of its odor, and they keep on sniffing certain odors. For these abnormal responses to sensory stimuli, E.Gal et al. claim that there is a change in symptoms during puberty, and in responses to sensory stimuli as well [7]. The studies on changes in symptoms with age have not been done much, but there have been reports that the symptoms were improved or more sever as people with ASD get older. Thus, it is thought that people with ASD do not show a similar trend, but the symptoms may vary according to age.

There are a variety of the symptoms of sensory difficulty, and it is reported that abnormal responses for olfaction and gustation are stronger than for vision and audition. Moreover, it is reported that abnormal responses for olfaction, gustation, and touch are stronger in the case of girls than boys, and the difficulties in olfaction of girls with ASD are more serious. Thus, it is believed that many of the patients with ASD respond characteristically to olfactory stimuli, and research on the olfactory senses is being done. There are several olfactory abilities such as the odor detection ability and the identification ability. The detection ability is the ability to detect an odor. If you cannot recognize what odor it is, you only have to be able to detect
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a certain odor. The odor identification ability is the ability to select the correct odor from several choices. You have to not only detect a certain odor but match the odor and the name correctly from several choices. In the previous studies, the detection and identification abilities were mainly measured. Suzuki et al. assessed olfaction of the adults with Asperger Syndrome (AS) by using University of Pennsylvania Smell Identification Test (UPSIT) [8] in 2003 [9]. 24 participants took part: 12 men with AS and 12 control participants. Odor identification ability of participants with AS were impaired, but there was no difference in odor detection ability. Bennetto et al. focused on odor identification ability in 2007 [10]. 48 participants aged 10 to 18 took part, 21 patients with ASD and 27 control participants. They assessed the odor identification ability using Sniffin’ Sticks [11], and reported impaired ability of patients with ASD. There is also research focusing on pleasantness of odors. Hydlicka et al. assessed pleasantness of odors for 70 children aged around 10 years old (35 children with AS or high functioning autism (HFA), 35 control participants) using Sniffin’ Sticks [12]. They reported that children with AS or HFA, compared to controls, perceived the odor of cinnamon and pineapple as less pleasant, the same was true of cloves. Dudova et al. assessed odor detection and identification abilities using Sniffin’ Sticks, and relation between preference for odors and identification ability [13]. 70 children aged around 10 years old took part, where 35 were children with AS or HFA, and 35 were control participants. They reported impaired detection ability of children with AS or HFA, and compared to controls, they were better at correctly identifying the odor of orange and worse at correctly identifying the odor of cloves. As it was found that the odor of orange was favorite odor and the odor of cloves was least favorite odor for children with AS or HFA by Hydlicka et al., they argued that the odor identification ability of children with AS was related to pleasantness of odors. The patients with ASD have such characteristics regarding olfaction. However, the characteristics differed among age groups. As there is a possibility that the differences were caused by the change of symptoms associated with aging, it is believed that olfaction may be a physiological indicator of ASD by the age limit. Thus, by assessing olfaction in children, screening patients with ASD may be possible.

3 MEASUREMENT OF OLFAC TION BY OLFAC TORY DISPLAY

It is important to find patients with ASD at while young. But the examinations of ASD have a variety of problems, and it is difficult to have an examination. Although there are some screening tests for ASD, they also have some problems. Therefore, it is necessary to develop an easy method to screen ASD. Because there are several characteristics of olfaction in people with ASD, we think measurement of olfaction in children will lead to screening examination of ASD. However, the current method of olfaction test in Japan requires great care; there are many tasks and takes too much time. There are also the problems of scent lingering in the air and filling the room. In addition, the current method may be tiring for children because it consists of repetition of simple tasks for a long time, and it has a possibility of measurement failure. Moreover, the odors used in the identification test are not always familiar to children. Thus, it is important to make a simpler method of olfactory test targeted at children. We therefore use olfactory display in the examination to solve these problems, and develop a screening application for children with ASD.

The screening examination we proposed is composed of the odor detection and identification tests. In the examination, we use the olfactory display using pulse ejection, which means scent is presented for a short duration. The person conducting the examination uses a personal computer (PC) to control the olfactory display, and the scents are presented simply by operating the PC. The usage of PC reduces the time and effort involved to present a scent. Since part of the operation is automatic, the person can still conduct the examination by only simple operations even if the person conducting the examination doesn’t have enough knowledge about the olfaction tests. In addition, there are two application screens in our system, one for doctors to check the status and the other for children. Odor detection and identification test are composed of games manipulated by children so as not to bore them. The operations are simple, and children can manipulate intuitively using a touch panel monitor. Since the operations that doctors must do are made minimum, doctors can observe patients. We propose a screening application for children with ASD based on these concepts.

We hypothesized that odor detection ability in children with ASD is impaired and odor identification ability is not different from it in typically developing children, and assessed the olfaction in children.

4 OLFAC TORY M EASUREMENT METHOD

4.1 Olfactory Display for Medical Purposes

We developed an olfactory display as shown in Fig. 1. We call this display “Fragrance Jet for Medical Checkup (FJMC).” FJMC uses the technique used in ink-jet printers in order to produce a jet, which is broken into droplets from the small hole in the ink tank. This device can create pulse ejection for scent presentation: thus the problem of scent lingering in the air can be minimized. The 2D diagram of FJMC is as shown in Fig. 2. This display has one large tank and three small tanks, and one fragrance is stored in each tank. There are 255 minute holes in the large tank, and refer to the average ejection quantity per minute holes as “the unit average ejection quantity (UAEQ)”, and the number of minute holes that emit scent at the same time as “the number of simultaneous ejection (NSE).” The device can change the ejection time at 667 μs intervals so the measurement can be controlled precisely. UAEQ from one minute hole on the large tank is 7.3 pL, and on the small tanks is 4.7 pL. As this display can emit a fragrance from multiple holes at the same time, the range of NSE is 0 to 127 for small tanks, and 0 to 255 for the large tank. These values determine the ejection quantity per unit time. Now, we refer to the average
of ejection quantity from one minute hole per unit time as “the average ejection quantity per unit time (AEQUT).” Thus, it is possible to control the intensity of scent by the ejection quantity per unit time and the ejection time (ET), and the actual ejection quantity (EQ) can be calculated as follows.

\[ EQ(pL) = AEQUT(pL/\mu s) \times NSE \times ET(\mu s) \]  

\((1)\)

4.2 Application for Measurement of Olfaction

We developed the screening application for children with ASD. The purpose of developing the application was to reduce the time and effort for the olfactory test and not to bore the children. We used FJMC, the PC, and the touch panel monitor in this system. Figure 3 shows a schema of the system. As FJMC uses pulse ejection, scent is emitted just short periods of time, and presented odor can be changed quickly by changing some parameters using the PC. The reason why we used touch panel monitor was to make children move their own hands. In addition, we incorporated gaming element in the olfactory test, and we also made the examination simple. The examination is composed of the odor detection and identification test. In the next section, we describe the method of use.

The odor detection test was designed as a treasure hunting game where patients try to find a smelling box out of three boxes. We used the odors of banana and pineapple, because banana and pineapple are, we thought, familiar to children. As regards the odor of pineapple, there was an additional reason. It was reported that children with AS or HFA perceived the odor of cinnamon and pineapple as less pleasant in the research of Hydlicka et al. Thus, we thought children with ASD had some characteristics regarding detection the odor of pineapple. In addition, there were four levels of intensity of the odors: 10, 20, 40, and 80. In this time, we set ET at 200ms, and the intensity was expressed by NSE. Moreover, we used only the small tanks. Detection threshold, which is the lowest intensity you can smell, was determined by using the raising method (the first intensity was 10) and three alternative forced choice procedures. There were three boxes on the screen for patients, one of them with a smell and the others odorless, and the subject select the smelling box from the three boxes. Detection threshold was determined by the intensity which the subject answered correctly twice in a row. If the subject selected the wrong answer, the intensity level was raised one level. In addition, the test was carried out firstly with the odor of banana and then the odor of pineapple. Figure 4 shows the screen for subjects. The subject pushed the arrow buttons to move the dog in front of the box the subject wanted to sniff. By pushing the button of the dog, the scent was presented and a sound rang at the same time. When the subject found the smelling box, he or she moved the dog in front of the box and pushed the “this” arrow button.
The odor identification test was designed as a card game where subjects try to find the same card by using odor as a clue. In this test, we used odors of banana, rose, and lavender. The intensity was decided by preparatory experiment, and was strong enough to sniff. Two tests were conducted in the odor identification test. Firstly, the subjects selected a card which the odor matched the illustration (Trial1). Secondly, the subject sniffed the odor of the target card, and selected a card with the same odor (Trial2). The reason why we carried out two tests was that we wanted to discuss whether the cause of impaired odor identification was the brain (the ability of associating odors and the image of odors) or simply olfaction. Both tests were carried out first with the banana and rose. In this examination, the number of correct answers was evaluated. Before the actual test, the subject checked the odor of banana and rose. The first two of the four tests were Trial1. Figure 5 shows the application screen for subjects for Trial1. The odor of banana, rose, and lavender was assigned in a random order on the three cards above. The odor was emitted by pressing the card, and the subjects sniffed the three cards to find the card with the odor matching the illustration on the bottom left. Since the goal of this test was the identification of odor and illustration, the odor was not emitted when touching the bottom left card. When they found the card with the odor that matched the illustration, they touched the card again and the “this” arrow button to answer. After the two tests, Trial2 was conducted. Compared to the application screen for Trial1, only the bottom left card was different. Since there was no illustration on the card, first the subject had to touch the bottom left card to sniff the target odor. After sniffing the each odor for the three cards, the subject selected the card with the target odor.

5 EXPERIMENTS AND EVALUATION

5.1 Experiments for Children with ASD

The subjects were 15 patients with ASD (11 boys, 4 girls). Their ages were from 10 to 16 (mean age of 14.3 years, SD 1.74 years). We used the PC, the olfactory display, and the touch panel monitor in the experiment. The interface for doctors was displayed on the PC, and that for subjects was displayed on the touch panel monitor. The touch panel monitor was placed in front of the olfactory display so that sniffing the odor can be done while watching or touching the monitor. The experiment was conducted from 10:00 to 17:00 in a quiet room, and the subjects sat on the chair during the experiment. Figure 6 shows the experimental environment. We conducted the odor detection and identification tests, in that order.

In the odor detection test, the average of odor detection threshold for banana was $65.7 \pm 55.0$ and that for pineapple was $46.9 \pm 44.3$. However, two subjects had to do the test twice and other two subjects could not finish the test because of operation errors, so the average was calculated by excluding the two immeasurable subjects. Furthermore, the detection thresholds of the subjects who could not detect in 80 was determined as 160. In the odor identification test, we calculated the accuracy rate for each trial. The accuracy rate of banana in Trial 1 and 2 were 73.3%, and that of rose in Trial 1 was 73.3%, in Trial 2 was 60.0%. In addition, we could conduct the whole experiments within 15 minutes for all subjects. Then, we examined the olfactory senses of the subjects with ASD. The calculation was carried out by excluding the immeasurable subjects. There were no differences between the detection threshold of banana and
During the experiment, the subjects took a variety of characteristic behaviors. For example, there were many children who had shown a large interest in the touch panel monitor and the olfactory display. Some of them looked into the ejection hole of the olfactory display and stuck their nose in. In addition, they asked about the equipment very interested, hence the examination method was changed to the ascending method (the first intensity was 80) in order to enhance the motivation of the children. The timing of the algorithm. Since the test started from the weakest odor intensity, children who could not detect the odor often appeared to have lost interest in the examination. It was most important to conduct the whole examination with normal mode even if the patient selects a wrong answer.

Because there were some operation errors in the odor detection test, we made improvements in the interfaces and the measurement method of the odor detection test. As regards the improvements of the interfaces, we made mainly three improvements: 1) automation of screen transition, 2) display method of the correct answer and the operation time on the application screen for doctors, and 3) adding a practice mode. Firstly, the screen control was not automatic in this application, and the doctor had to click on the “next” button to show the next screen for subjects. However, the doctor was talking with the subjects and helping them during the examination, hence the screen transition was troublesome. Therefore, the screen control was made almost automatic without the cases that the doctor should ask the

![Figure 7: Odor Detection Test after the Improvements.](image)

![Figure 8: Odor Identification Test after the Improvements.](image)

5.2 Improvements of Interfaces

Subject whether the next test can be carried out. Secondly, since only the results of the tests were displayed on the application screen for doctors during the examination, they could not know which box was the correct answer until the subject selects an answer. In addition, some of the subjects took a long time to answer. We thought that there was a possibility that the operation time for the ASD group differs from that for the control group. Therefore, the correct answer and the operation time were displayed on the application screen for doctors. Finally, when describing the operation method verbally, there was no problem for the adults, but some children could not understand well without seeing the actual operations. Thus, in order to have a good understanding the operations, a practice mode was added in the odor detection and identification tests. However, the practice mode is not always conducted if the subject knows the operations. In consideration of this, we made it enabled to select the test mode, normal mode or practice mode, at the beginning of the test by doctors. The subject can run the test only once in the practice mode, and then run the test in the normal mode even if the patient selects a wrong answer.

In the odor detection test, the subjects often pushed the box or the “this” arrow button, and not the dog when they tried to sniff. So that children could make a more intuitive operation, we made the size of box bigger and the odors were omitted by touching the box. From this improvement, the time and effort for moving the dog to the box subjects want to sniff was not required. In addition, there was no choice available when the patient couldn’t detect the odor, but had to choose one box. In order to solve these problems, the “this” arrow button was eliminated, and four choices (left, center, right, no answer) were placed at the bottom of the application screen for subjects. Figure 7 shows the application screen of the odor detection test after the improvements were made. There was also an improvement of the algorithm. Since the test started from the weakest odor intensity, children who could not detect the odor often appeared to have lost interest in the examination. It was most important to conduct the whole examination with interested, hence the examination method was changed to the descending method (the first intensity was 80) in order to enhance the motivation of the children. The timing of changing the level of odor intensity was also changed. If
the answer was correct twice in a row, the intensity was lowered one level. Therefore, if the answer was wrong once, the examination was finished and the last intensity which they detected twice became the detection threshold.

During the odor identification test, operation errors were not occurred. However, there was no choice available for when the subject could not find an answer as well. Thus, the “this” arrow button was also eliminated, and four choices were placed at the bottom of the application screen for subjects. Before the test, the subjects could check the odor of banana and rose but not lavender, so we modified the application so that the odor of lavender can be checked in the same section. Figure 8 shows the screen of the odor identification test after the improvement.

5.3 Experiments for Controls

The experiments were also conducted for the typically developing children using the application after the improvements. The subjects were nine children (five boys, four girls). Their ages were from 9 to 12 (mean age of 10.8 years, SD 0.916 years). The experiment was conducted from 17:00 to 21:00 in a quiet room. The instruments we used were the same as the experiments for children with ASD, and we conducted the odor detection and identification tests, in that order as well.

In the odor detection test, the average of odor detection threshold for banana was $15.0 \pm 10.0$ and that for pineapple was $12.2 \pm 4.16$. In this experiment, operation error was occurred once in the odor detection test, but there were no subjects who could not be assessed. There were also no subjects who could not detect in 80. In the odor identification test, the accuracy rate of banana in Trial 1 was $66.7\%$, that of rose in Trial 1 and 2 were $66.7\%$. Although we added “no answer” to choices in the improvements, the subjects did not select the choice. Thus, the adding the choice did not affect the results. In addition, we could conduct the whole experiments for all subjects within 11 minutes including the time for description. Except for the time for description, the odor detection test could be conducted in about five minutes, and the odor identification test could be conducted in about one and a half minutes. In other words, measurement time per subject was about six and a half minutes. Then, we examined the olfactory senses of controls as well. There were no differences between the detection thresholds of banana and pineapple by the t-test ($p = 0.51 > 0.05$). Therefore, it is thought that the kinds of odor did not influence the result of detection thresholds. Next, we examined the differences between the results of identification Trial1 (odor and illustration) and Trial2 (odor and odor) by the z-test, and there were no differences (banana: $p = 0.29 > 0.05$, rose: $p = 1.00 > 0.05$). As with the children with ASD, significant differences could not be found in the odor detection ability between banana and pineapple, and in the odor identification ability between Trial1 and Trial2. In short, there were also no differences between the two trials in the case of controls. However, there were significant differences between the kinds of odor in Trial1 ($p = 0.03 < 0.05$). Although there were no differences between the kinds of odor, there was also the tendency that the accuracy rate of banana was higher than that of rose in Trial2 of the ASD group and the control group. We thought the reason for this was the subjects could remember the odor of banana easier than that of rose because banana was more familiar to human life than rose. Moreover, both odors of rose and lavender were the odor of flower. There was a possibility that the choices of answer affected the accuracy rate of rose.

We compared the result of the children with ASD and the typically developing children (Table 1, Table 2). The detection thresholds of banana differed significantly between the ASD group and the control group ($p = 0.006 < 0.01$), and pineapple differed significantly as well ($p = 0.02 < 0.05$) by the t-test. Thus, it can be said that the odor detection ability of children with ASD is impaired. Next, there were no differences between the identification ability of Trial 1 of the ASD group and that of the control group (banana: $p = 0.09 > 0.05$, rose: $p = 0.73 > 0.05$) by the z-test, as well as the identification ability of Trial 2 (banana: $p = 0.36 > 0.05$, rose: $p = 0.74 > 0.05$). In other words, it can be said that there are no differences in the odor identification ability between ASD group and control group. In summary, we obtained the results that the odor detection ability of children with ASD was worse compared to typically developing children, but there were no differences in the odor identification ability. From these results, we thought that the ASD group could detect the odors in the odor identification test. In other words, the ASD group could perceive odors in olfactory function during the test. We thought that the part of the brain that processes perception was immature when they were young. We also thought that the reason why there were no differences between the identification abilities of the ASD group and the control group was that the subjects were young. As the symptoms of ASD may change with age [7], there were no differences in the case of children. We thought that the odor identification ability of children with ASD would become impaired at subsequent developmental stage from the related work [8].

The current results were in line with our hypothesis, but the experimental conditions were different. To compare the olfactory abilities accurately, we should reassess children with ASD using the improved application. However, we found on previous study that there was a tendency of the odor detection threshold to be lower using the raising method than the descending method. Therefore, we expect there is the same tendency when we conduct the experiments for the children with ASD again. We could also assess the olfactory abilities of the children with ASD.

The current results were in line with our hypothesis, but the experimental conditions were different. To compare the olfactory abilities accurately, we should reassess children with ASD using the improved application. However, we found on previous study that there was a tendency of the odor detection threshold to be lower using the raising method than the descending method. Therefore, we expect there is the same tendency when we conduct the experiments for the children with ASD again. We could also assess the olfactory abilities of the children with ASD.

<table>
<thead>
<tr>
<th>Group</th>
<th>Banana</th>
<th>Pineapple</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASD</td>
<td>65.7 ± 55.0</td>
<td>46.9 ± 44.3</td>
</tr>
<tr>
<td>Control</td>
<td>15.0 ± 10.0</td>
<td>12.2 ± 4.16</td>
</tr>
</tbody>
</table>

Table 1: The results of detection threshold (M ± SD).

<table>
<thead>
<tr>
<th>Group</th>
<th>Trial1</th>
<th>Trial2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banana</td>
<td>Rose</td>
<td>Banana</td>
</tr>
<tr>
<td>ASD</td>
<td>73.3</td>
<td>73.3</td>
</tr>
<tr>
<td>Control</td>
<td>100</td>
<td>66.7</td>
</tr>
</tbody>
</table>

Table 2: The accuracy rate in odor identification test [%].
precisely by our olfactory display, and we obtained the similar results as in the related works [13]. As the subjects of the related work and our work were close in age, there is a high possibility that the odor detection ability is impaired in the children with ASD. However, we should assess the olfactory abilities by using other kinds of odor in order to examine in more detail if subjects can have the longer experiments. In such case, we should select the combination of odors more firmly in especially the odor identification test. Moreover, it is necessary to increase the sample size.

6 CONCLUSION

In this study, we developed the screening application for children with ASD. Since it is known that the patients with ASD have characteristics related to olfaction, we introduced the odor detection and identification test for screening ASD. The application targeted children because it is important to find the patients with ASD while young. Therefore, we incorporated gaming element in the olfactory test so as not to bore the children. Moreover, we used the olfactory display in the examination in order to minimize the problems in the current olfactory measurement method used in Japan. We conducted the experiments to assess the olfactory abilities of children with ASD using our application so as to develop the way of screening ASD. During the experiments, we found some problems with the application, and we improved the application. After the improvements, we conducted the experiments for typically developing children, and compared to the results of both groups, the children with ASD had less ability of odor detection. However, there were no differences in the odor identification ability between the ASD group and the control group. In short, we were able to see similar results as in the related works on olfactory abilities in children with ASD. In the future, we will conduct the experiments for all subjects within 15 minutes. This is in line with our hypothesis. In addition, we could conduct the experiments using pulse ejection, and the result was in line with our hypothesis. In addition, we could conduct the experiments for children with ASD and typically developing children under the same experimental conditions, and hope to contribute to the construction of the screening tests for ASD by increasing sample size.
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Abstract—With the increasing demand for interactive services, it is important to investigate joint uplink/downlink resource allocation scheme in wireless networks, because the performance of the interactive service is determined by uplink and downlink jointly. In this paper, we propose a joint uplink/downlink resource allocation (RA) scheme in wireless orthogonal frequency division multiple access (OFDMA) networks with interactive service. The proposed RA scheme consists of a data interaction mechanism and a joint uplink/downlink RA algorithm. In the data interaction mechanism for interactive service, the base station encodes the received data from the interactive users over individual uplink channels using network coding technique, and multicasts the processed information over the same downlink channels. In the proposed RA algorithm, the uplink and downlink resources are allocated jointly for the interactive service. Simulation results show that the proposed joint uplink/downlink RA scheme allocates the resources efficiently in wireless OFDMA networks.

Keywords: Joint uplink/downlink resource allocation; network coding; wireless OFDMA networks

1 INTRODUCTION

Along with the development of mobile service, interactive services with coupled quality requirements between the uplink and downlink, such as video conference, mobile gaming, and so on, have being become more and more popular.

For interactive service, the overall end user satisfaction depends on good quality in both directions of uplink and downlink. Hence, only improving the transmission quality of one direction is not enough. For example, when a user makes a call, the overall user satisfaction is low if the quality of service (QoS) of downlink session is good, while the QoS of uplink session is bad [1]. For interactive communication between two users via the base station (BS) in wireless networks, the close interaction between the uplink and downlink exists such that improving the QoS of uplink or downlink solely is meaningless [2]. Therefore, it is important to address the joint uplink/downlink communication scheme to improve the overall end user satisfaction in wireless networks.

The joint uplink/downlink resource allocation issue in wireless networks has been concerned in some literatures. In [1], based on the states of uplink and downlink, the concept of the overall user satisfaction is introduced. The resource allocation is formulated as an optimization problem, which is solved using the Lagrangian dual approach. However, the analysis is quite simple, and the wireless channel features are not considered. A joint uplink/downlink resource allocation scheme based on the link quality and delay is proposed in [2]. By jointly considering the time varying channel conditions in the uplink and downlink, the proposed algorithm prevents the resource from wasting. In [3], the joint uplink/downlink resource allocation is formulated as an optimization problem with the coupled constraint on the requirements of uplink and downlink rates. The proposed algorithm maximizes the system throughput, as well as minimizes the gap between the allocated uplink and downlink rates. Based on the work in [3], a resource allocation scheme modeled as a two-sided stable matching game is proposed in [4]. Authors in [5] proposed a joint uplink/downlink resource allocation algorithm, where the scheduling process in one direction is controlled by the delay information of the other direction. This algorithm achieves a constrained delay behavior of BS.

On the other hand, Ahlswede, et al., first proposed the concept of network coding in [6], and proved theoretically that the routers mixed information in different messages to achieve multicast capacity. Owing to the broadcast feature of the medium, the network coding technique in wireless networks has broad application prospects and has been received wide attention in recent years. The coded bi-directional relaying is first proposed in [7]. By analyzing the channel capacity, authors proposed a resource allocation scheme, and proved that the proposed scheme can improve the system performance significantly. The resource allocation scheme with network coding for downlink two-user orthogonal frequency division multiple access (OFDMA) system was proposed in [8]. It is concluded that the network coding mechanism can reduce power consumption effectively.

In order to exert the advantage of joint uplink/downlink resource allocation and network coding, we propose a joint uplink/downlink resource allocation scheme in wireless OFDMA networks with the interactive service. In this scheme, the network coding technique is used to improve the downlink resource utilization for the interactive service. Considering interactive users within a cell exchanging data via BS, a bi-directional data interaction model based on network coding is set up. The joint uplink/downlink resource allocation is formulated as an optimization problem with the objective to maximize the system throughput. The formulated problem is solved by the dual decomposition
method. Finally, we evaluate the performance of the proposed joint uplink/downlink resource allocation scheme by simulations.

The remainder of the paper is organized as follows. Section 2 introduces the system model and formulates the problem we aim to resolve. Section 3 presents the proposed solution for the problem formulated in section 2. The performance of the proposed scheme is evaluated and analyzed in section 4. Finally, we conclude the paper in section 5.

2 SYSTEM MODEL AND PROBLEM FORMULATION

2.1 System Model

We consider one cell in wireless FDD-OFDMA network, as shown in Fig. 1. There are $M^U$ users using uplink, $M^D$ users using downlink, where $2M$ users using both uplink and downlink form $M$ pairs of interactive users via interactive links. If a user communicates over both a uplink and downlink with a uncoupling mode, we assume that one user only uses the uplink and another only uses the downlink in the system model. In other words, there are three types of users in the network, namely the users using uplink only, the users using downlink only and the interactive users using both uplink and downlink.

$K^U$ and $K^D$ subcarriers are allocated among users in the uplink with bandwidth $B^U$ and the downlink with bandwidth $B^D$, respectively. The bandwidth of a subcarrier, $B^U/K^U$ or $B^D/K^D$, is small enough so that each subcarrier is assumed to experience flat-fading [9].

Furthermore, it is assumed that the BS has perfect knowledge of the channel state information (CSI) between BS and users, which enables BS to allocate available resources dynamically according to the service requirements and channel conditions. In literatures, the resource allocation schemes in the wireless OFDMA network can be classified into two categories, one is based on full CSI and another is based on partial CSI. In the resource allocation algorithms with full CSI, researchers focus on the resource allocation mechanisms and the theoretical performance. And in the resource allocation algorithms with partial CSI, researchers pay attention to the performance of these algorithms in the actual networks.

In our work, we focus on the mechanism of the joint uplink/downlink resource allocation scheme in the wireless OFDMA network with interactive service. Hence, we assume that the BS has perfect knowledge of the channel and the difficulty of obtaining the CSI is not considered [10].

It is assumed that the noise is additive white Gaussian noise (AWGN) with the power spectral density $N_0$. Moreover, the impact of bit error rate (BER) and modulation coded scheme in the physical layer is assumed to be ignored.

2.2 Wireless OFDMA Channel Model

In the uplink, for user $m$ and uplink subcarrier $k$, the channel gain is denoted as $h^U_{m,k}$. The channel-to-noise ratio (CNR) of user $m$ in uplink subcarrier $k$ is

$$H^U_{m,k} = \left| h^U_{m,k} \right|^2 \left( N_0 B^U / K^U \right).$$

Let $\alpha^U_{m,k}$ be the subcarrier allocation factor of user $m$ in uplink subcarrier $k$. If uplink subcarrier $k$ is allocated to user $m$, $\alpha^U_{m,k} = 1$; otherwise, $\alpha^U_{m,k} = 0$.

Let $p^U_{m,k}$ be the power allocated to uplink subcarrier $k$ by user $m$. Since $p^U_{m,k}$ and $\alpha^U_{m,k}$ are coupled, a new variable, $s^U_{m,k}$ is introduced, and $\alpha^U_{m,k} = \alpha^U_{m,k} P^U_{m,k}$). Thereby, $s^U_{m,k}$ and $\alpha^U_{m,k}$ are decoupled [11].

The allocated rate is defined as the maximum achieved rate using the resource allocated by system. The allocated rate of user $m$ in uplink subcarrier $k$, $C^U_{m,k}$, is

$$C^U_{m,k} = \frac{B^U}{K^U} \log_2 \left( 1 + \frac{s^U_{m,k} H^U_{m,k}}{\alpha^U_{m,k} N_0 B^U} \right), m=1,2,...,M^U, k=1,2,...,K^U. \quad (1)$$

And the allocated uplink rate of user $m$, $C^U_m$, is

$$C^U_m = \sum_{k=1}^{K^U} \alpha^U_{m,k} C^U_{m,k}, m=1,2,...,M^U. \quad (2)$$

In the downlink, for user $m$ and downlink subcarrier $k$, the channel gain is denoted as $h^D_{m,k}$. The CNR for user $m$ in downlink subcarrier $k$ is

$$H^D_{m,k} = \left| h^D_{m,k} \right|^2 \left( N_0 B^D / K^D \right).$$

Let $\alpha^D_{m,k}$ be the subcarrier allocation factor of user $m$ in downlink subcarrier $k$. If downlink subcarrier $k$ is allocated to user $m$, $\alpha^D_{m,k} = 1$; otherwise, $\alpha^D_{m,k} = 0$.

Let $p^D_{m,k}$ be the power allocated to user $m$ in downlink subcarrier $k$ by BS. Similarly, we introduce a new variable, and $s^D_{m,k} = \alpha^D_{m,k} P^D_{m,k}$.

The allocated rate of user $m$ in downlink subcarrier $k$, $C^D_{m,k}$, is

$$C^D_{m,k} = \frac{B^D}{K^D} \log_2 \left( 1 + \frac{s^D_{m,k} H^D_{m,k}}{\alpha^D_{m,k} N_0 B^D} \right), m=1,2,...,M^D, k=1,2,...,K^D. \quad (3)$$

Figure 1: The structure diagram of a wireless network.
And the allocated downlink rate of user $m$, $C_m^D$, is

$$C_m^D = \sum_{k=1}^{M^D} \alpha_{m,k} C_{m,k}^D, m = 1, 2, \ldots, M^D. \quad (4)$$

### 2.3 Network-coding-based Bi-directional Data Interaction Model for Interactive Service

In network-coding-based bi-directional communication for interactive service, a pair of interactive users exchange data via BS when they locate within a cell.

The flow diagram of network-coding-based bi-directional data interaction between users A and B is shown in Fig. 2. The interactive data exchange process works as follows.

- **Step I:** Two interactive users transmit data X and Y to the BS through the uplink channels separately.
- **Step II:** Receiving X and Y, the BS encodes X and Y, e.g., with an XOR bitwise operation, $X \oplus Y$.
- **Step III:** The BS multicasts encoded data, $X \oplus Y$, to interactive users. For decoding at user A, a bitwise XOR operation of $X \oplus Y$ and X is performed to obtain Y. Another user performs the corresponding operation to obtain X.

The design of the network-coding-based bi-directional communication is based on two key principles.

1. The broadcast property of radio is exploited to implement a one-to-many multicast communication.
2. Network coding makes it possible to implement multicast communication in the downlink for interactive service. That is, the data from two interactive users are mixed at the BS before forwarding them. Users decode the mixed data independently.

As shown in Fig. 1, user $m$ and user $M+m$ are a pair of interactive users of the interactive link $m$. That is, user $M+m$ is the destination of user $m$, and vice versa. In this work, we only consider the interactive service with symmetric rate. However, the proposed approach here can be extended for generalized interactive service easily.

Due to the feature of symmetric interactive service, the maximum uplink rate of the interactive link $m$, $R_m^U$, is determined by the user with less allocated uplink rate. That is,

$$R_m^U = \min \{C_m^U, C_{M+m}^U\}, m = 1, 2, \ldots, M. \quad (5)$$

In the downlink, the BS transmits encoded data to the pair of users of each interactive link by multicast. The downlink rate of interactive link $m$ in downlink subcarrier $k$ is determined by the user with less allocated downlink rate in this subcarrier. Hence, the maximum downlink rate of the interactive link $m$, $R_m^D$, is

$$R_m^D = \sum_{k=1}^{M^D} \min \{C_{m,k}^D, C_{M+m,k}^D\}, m = 1, 2, \ldots, M. \quad (6)$$

When the BS encodes the data from two interactive users, message padding of the shorter data packet is needed if two uplink data packets are unequal length. The length of encoded data packet equals to the length of longer data packet [12].

In addition, we assume that all users continue to send or receive data and the data flows are continuous as similar as in [12]. In other words, data always exist in the cache of users and BS waiting for sending. And the impact of the flow dynamics on the resource allocation is not considered.

To ensure the interactive users receiving and decoding data, the uplink allocated rate of interactive users should be less than one user. Therefore, the maximum downlink rate of the interactive link $m$, $R_m$, is determined by

$$R_m = \min \{R_m^U, R_m^D\} = \min \{R_m^U, R_{m,M+m}^D\}, m = 1, 2, \ldots, M. \quad (7)$$

For interactive users, the actual uplink and downlink rates equal to the interactive rate of interactive link. If the uplink and downlink allocated rates exceed to the interactive rate, resources will be wasted.

For non-interactive users, the actual uplink and downlink rates equal to the uplink and downlink allocated rates, respectively.

### 2.4 Problem Formulation

Each uplink subcarrier is exclusively allocated to no more than one user. Hence,

$$\sum_{k=1}^{M^U} \alpha_{m,k} \leq 1, \quad \alpha_{m,k} \in \{0,1\}, \quad k = 1, 2, \ldots, K^U. \quad (8)$$

Let $P_m$ be the maximum power budget of user $m$. We have

$$\sum_{k=1}^{M^U} \alpha_{m,k} P_m = P_m, \quad m = 1, 2, \ldots, M^U. \quad (9)$$

For interactive service, BS transmits the encoded data to interactive users by multicast. Therefore, the downlink subcarriers allocated to the users of each interactive link are identical. That is,

$$\alpha_{m,k} = \alpha_{M+m,k}, \quad m = 1, 2, \ldots, M, \quad k = 1, 2, \ldots, K^D. \quad (10)$$

In the downlink of traditional wireless OFDMA networks, each downlink subcarrier is exclusively allocated to no more
than one user. However, in our proposed scheme, the
downlink subcarriers can be are allocated to the two users of
one interactive link simultaneously. Hence,
\[
\sum_{m=M+1}^{M^U} \alpha^D_{m,k} \leq 1, \quad \alpha^D_{m,k} \in \{0,1\}, \quad k = 1,2,\ldots,K^D.
\] (11)

Let \( P_{BS} \) be the maximum power of BS. We have
\[
\sum_{m=M+1}^{M^D} \sum_{k=1}^{K^D} \alpha^D_{m,k} \leq P_{BS}.
\] (12)

Define the system throughput be the sum of allocated uplink and downlink rates of all users. Considering the interactive service, the uplink and downlink resources should be allocated jointly to maximize the system throughput.

Therefore, the joint uplink/downlink resource allocation problem in the wireless OFDMA network with the interactive service can be formulated as
\[
\max_{\{\alpha^U_{m,k}, \alpha^D_{m,k}, s^D_{m,k}\}} \left( 4\sum_{m=1}^{M^U} R_m + \sum_{m=2M+1}^{M^U} C^U_m + \sum_{m=2M+1}^{M^D} C^W_m \right)
\]
s.t. C1: \( \sum_{m=1}^{M^U} \alpha^U_{m,k} \leq 1, \quad \alpha^U_{m,k} \in \{0,1\}, \quad k = 1,2,\ldots,K^U \)
C2: \( \sum_{k=1}^{K^D} s^D_{m,k} \leq P_m, \quad m=1,2,\ldots,M^U \)
C3: \( \sum_{m=M+1}^{M^D} \alpha^D_{m,k} \leq 1, \quad \alpha^D_{m,k} \in \{0,1\}, \quad k = 1,2,\ldots,K^D \)
C4: \( \alpha^D_{m,k} = \alpha^D_{M,m,k}, \quad m = 1,2,\ldots,M, \quad k = 1,2,\ldots,K^D \)
C5: \( \sum_{m=M+1}^{M^D} \sum_{k=1}^{K^D} s^D_{m,k} \leq P_{BS} \)

where C1 and C2 are the subcarriers and power allocation constraints of the uplink, respectively. C3 and C5 are the subcarriers and power constraints of the downlink, respectively. And C4 is the subcarriers allocation constraint of downlink for the interactive users.

### 3 PROBLEM SOLUTION

Obviously, the problem formulated in (13) is a mixed integer nonlinear programming problem. By introducing new variables, the problem can be formulated into a convex optimization problem [13]. That is

\[
\max_{\{\lambda^U_{m,k}, \lambda^D_{m,k}, \mu^U_{m,k}, \mu^D_{m,k}, \lambda^D_{m,k}\}} \left( 4\sum_{m=1}^{M^U} R_m + \sum_{m=2M+1}^{M^U} C^U_m + \sum_{m=2M+1}^{M^D} C^W_m \right)
\]
s.t. C1~C5 in eq. (13)
C6: \( t_m \leq C^U_m, \quad m = 1,2,\ldots,M \) \quad (14)
C7: \( t_m \leq C^D_m, \quad m = 1,2,\ldots,M \)
C8: \( t_m \leq R^D_m, \quad m = 1,2,\ldots,M \)

It is shown in [14] that the dual gap of resource allocation problem in multicarrier system is nearly zero if the number of subcarriers is sufficiently large. And the dual problem is convex regardless of the convexity of the primal problem, and it can be solved easily [15]. Therefore, the problem formulated in (14) can be solved by the dual decomposition method.

The Lagrange function of the problem is given as
\[
L = \sum_{m=1}^{M^U} t_m \left( 4 - \lambda^U_{m,k} - \lambda^D_{m,k} - \lambda^D_{m,k} \right) + \sum_{m=1}^{M^U} \mu^U_{m,k} s^U_{m,k} + \sum_{m=1}^{M^D} \alpha^D_{m,k} f^D \left( s^D_{m,k} \right)
\]
\[
+ \sum_{m=1}^{M^D} \alpha^D_{m,k} f^D \left( s^D_{m,k} \right) + \sum_{m=1}^{M^D} \mu^D_{m,k} P_m + \mu^D_{P_{BS}}
\] \quad (15)

where \( \lambda^U_{m,k}, \lambda^D_{m,k}, \mu^U_{m,k}, \mu^D_{m,k} \) are the Lagrange multipliers. And
\[
f^U \left( s^U_{m,k} \right) = \begin{cases} \lambda^U_{m,k} C^U_m - \mu^U_{m,k} s^U_{m,k}, & m = 1,2,\ldots,2M \\
C^U_m - \mu^U_{m,k} s^U_{m,k}, & m = 2M + 1,\ldots,M^U \end{cases}
\] \quad (16)

and
\[
f^D \left( s^D_{m,k} \right) = \begin{cases} \lambda^D_{m,k} \min \left\{ \lambda^D_{m,k}, C^D_m \right\} - \mu^D_{m,k} s^D_{m,k}, & m = M + 1,\ldots,2M \\
C^D_m - \mu^D_{m,k} s^D_{m,k}, & m = 2M + 1,\ldots,M^D \end{cases}
\] \quad (17)

The dual problem of (14) is given by
\[
\min_{\{\lambda^U_{m,k}, \lambda^D_{m,k}, \mu^U_{m,k}, \mu^D_{m,k}\}} D.
\] \quad (18)

where is \( D \) the Lagrange dual function as
\[
D = \max_{\{\lambda^U_{m,k}, \lambda^D_{m,k}, \mu^U_{m,k}, \mu^D_{m,k}\}} L.
\] \quad (19)

Taking the derivative of \( L \) with respect to \( t_m \) and setting it to be zero yields
\[
4 - \lambda^U_{m,k} - \lambda^D_{m,k} - \lambda^D_{m,k} = 0, \quad m = 1,2,\ldots,M \quad (20)
\]

Hence, the Lagrange dual function, \( D \), is equivalent to
\[
D = \max_{\{\lambda^U_{m,k}, \lambda^D_{m,k}, \mu^U_{m,k}, \mu^D_{m,k}\}} \sum_{m=1}^{M^U} \sum_{k=1}^{K^U} \alpha^U_{m,k} f^U \left( s^U_{m,k} \right) + \max_{\{\lambda^D_{m,k}, \mu^D_{m,k}\}} \sum_{m=1}^{M^D} \sum_{k=1}^{K^D} \alpha^D_{m,k} f^D \left( s^D_{m,k} \right).
\] \quad (21)

The problem (21) can be decomposed into the uplink subproblem and the downlink subproblem. As \( \alpha^U_{m,k} \) and \( s^U_{m,k} \) are decoupled, the uplink subproblem can be formulated as
\[
\max_{\{\lambda^U_{m,k}, \mu^U_{m,k}\}} \sum_{m=1}^{M^U} \sum_{k=1}^{K^U} \alpha^U_{m,k} f^U \left( s^U_{m,k} \right) = \max_{\{\lambda^U_{m,k}, \mu^U_{m,k}\}} \sum_{m=1}^{M^U} \sum_{k=1}^{K^U} \alpha^U_{m,k} f^U \left( s^U_{m,k} \right). \] \quad (22)
The inner maximization of (22) is over the set of allocated power. Hence, we obtain the optimal value as 

$$p_{m,k}^U = \max_{\alpha_{m,k}^U} \alpha_{m,k}^U f^U \left( s_{m,k}^U \right).$$

(23)

Taking the derivative of $f^U \left( s_{m,k}^U \right)$ with respect to $s_{m,k}^U$, and setting them to be zero yields 

$$p_{m,k}^U = \frac{s_{m,k}^U}{\alpha_{m,k}^U} = \left[ \frac{\lambda_{m,k}^U}{\mu_{m}^U \ln 2} - \frac{1}{H_{m,k}^U} \right]^{-1}, m = 1, 2, \ldots, 2M$$

(24)

where $\left[ x \right]$ is the integer part of $x$.

The subcarrier allocation solution is obtained by considering the outer maximization of (22). That is, 

$$\alpha_{m,k}^U = \max_{\alpha_{m,k}^U} \sum_{k=1}^{K^U} p_{m,k}^U f^U \left( s_{m,k}^U \right).$$

(25)

Note that each uplink subcarrier is exclusively allocated to no more than one user anytime. Hence, 

$$\sum_{m=1}^{M^U} \sum_{k=1}^{K^U} \alpha_{m,k}^U f^U \left( s_{m,k}^U \right) \leq \sum_{k=1}^{K^U} \alpha_{m,k}^U f^U \left( s_{m,k}^U \right).$$

(26)

Therefore, $\alpha_{m,k}^U$ is obtained for each subcarrier $k$ by finding the user $m$ to maximize $f^U \left( s_{m,k}^U \right)$. That is, 

$$\alpha_{m,k}^U = \begin{cases} 1, & \text{if } k = \arg \max_m f^U \left( s_{m,k}^U \right), \\ 0, & \text{otherwise}. \end{cases}$$

(27)

Similarly, the optimal power and subcarriers allocation in the downlink are obtained as 

$$p_{m,k}^{D} = \left[ \frac{\lambda_{m,k}^{D}}{\mu_{m,k}^{D} \ln 2} - \min \left\{ H_{m,k}^{D} \right\} \right]^{-1}, m = M + 1, \ldots, 2M$$

(28)

and 

$$\alpha_{m,k}^{D} = \begin{cases} 1, & \text{if } k = \arg \max_m f^D \left( s_{m,k}^D \right), \\ 0, & \text{otherwise}. \end{cases}$$

(29)

Substituting (24), (27), (28) and (29) into (18), we obtain the dual problem of (14) is 

$$\min \left\{ \sum_{m=1}^{M^U} \sum_{k=1}^{K^U} \alpha_{m,k}^U f^U \left( s_{m,k}^U \right) + \sum_{m=M+1}^{M^D} \sum_{k=1}^{K^D} \alpha_{m,k}^{D} f^D \left( s_{m,k}^D \right) \right\}$$

(30)

subject to

$$\lambda_0^U + \lambda_{m+1}^U + \lambda_{m+2}^U = 4, m=1,2,\ldots,M$$

$$\lambda_0^D + \lambda_{m+1}^D + \lambda_{m+2}^D \geq 0, m=1,2,\ldots,M$$

The problem formulated in (30) can be solved by subgradient algorithm by updating the Lagrange multipliers simultaneously along the sub-gradients of them. Because the problem is convex, the sub-gradient update algorithm is convergent.

The sub-gradients of the Lagrange multipliers are 

$$\Delta \lambda_{m}^U = C_{m}^U (\alpha_{m,k}^U, s_{m,k}^U) - R_{m}^U (\alpha_{m,k}^U, s_{m,k}^U), m=1,2,\ldots,M$$

(31)

$$\Delta \mu_{m}^D = P_{m} - \sum_{k=1}^{K^D} s_{m,k}^D, m=1,2,\ldots,M$$

$$\Delta \mu_{m}^U = P_{m} - \sum_{k=1}^{K^U} s_{m,k}^U, m=1,2,\ldots,M$$

(32)

where $C_{m}^U (\alpha_{m,k}^U, s_{m,k}^U)$, $C_{m}^U (\alpha_{m,k}^U, s_{m,k}^U)$ and $R_{m}^U (\alpha_{m,k}^U, s_{m,k}^U)$ are obtained by substituting (24), (27), (28) and (29) into (2), (4) and (6), respectively. And the Lagrange multipliers are updated as 

$$\lambda_{m}^{U(l+1)} = \left[ \lambda_{m}^{U(l)} - \alpha_{m,k} \Delta \lambda_{m}^{U(l)} \right]^{+}, m=1,2,\ldots,M$$

$$\lambda_{m+1}^{U(l+1)} = \left[ \lambda_{m}^{U(l)} - \alpha_{m,k} \Delta \lambda_{m+1}^{U(l)} \right]^{+}, m=1,2,\ldots,M$$

$$\lambda_{m+2}^{U(l+1)} = \left[ \lambda_{m}^{U(l)} - \alpha_{m,k} \Delta \lambda_{m+2}^{U(l)} \right]^{+}, m=1,2,\ldots,M$$

(32)

$$\mu_{m}^{D(l+1)} = \left[ \mu_{m}^{D(l)} - \Delta \mu_{m}^{D(l)} \right]^{+}, m=1,2,\ldots,M$$

$$\mu_{m}^{U(l+1)} = \left[ \mu_{m}^{U(l)} - \Delta \mu_{m}^{U(l)} \right]^{+}, m=1,2,\ldots,M$$

(32)

where, $l$ is the iteration number, $\alpha_{m,k} \in \{1, 2, 3, 4\}$ and $\alpha_{m,k}^{D(l)}$ are the step size in the $l$th iteration.

Substituting the obtained optimal solution of Lagrange multipliers to (24), (27) and (28), we solve the optimal subcarriers and power allocation of original problem.

By decomposing at each iteration, we can decouple the design in uplink and downlink. In the uplink, there are $K^U$ subcarriers to be allocated $M^U$ users, and the computational complexity is $O(K^U\cdot M^U)$ per iteration. In the downlink, there are $K^D$ subcarriers to be allocated to $M^D$ pairs of interactive users and $(M^D\cdot2M)$ users, and the computational complexity is $O(K^D(M^D\cdot M^D))$ per iteration. Hence, the total computational complexity at each iteration is $O(K^U\cdot M^U+(M^D\cdot M^D))$. Therefore, the computational complexity of the proposed scheme is comparatively low.

4 SIMULATION RESULTS AND DISCUSSIONS

In this section, we will evaluate the proposed joint uplink/downlink resource allocation scheme with Monte Carlo simulations.
It is assumed that the channel fading of each subcarrier follows an independent Rayleigh distribution. The channel gain is exponentially distributed, and the propagation loss is represented as $\kappa d_m^{-\chi}$ [16], where $\kappa$ is a constant chosen to be $-128.1$ dB, $\chi$ is the path loss exponent set to be 3.76, and $d_m$ is the distance between user $m$ to the BS. The other simulation parameters are listed in Table 1.

For comparison, the performances of the following three algorithms are given.

1. The resource allocation algorithm is to maximize the throughput in the uplink and downlink directions independently, proposed in [10] and [17]. It is denoted as ‘Independent RA algorithm’.

2. The resource allocation algorithm is to maximize the throughput in the uplink and downlink directions jointly. It is denoted as ‘Joint RA algorithm’.

3. The proposed resource allocation scheme is to maximize the throughput in the uplink and downlink directions jointly, where the network coding (NC) is used in the downlink multicast transmission for interactive service. It is denoted as ‘Joint RA algorithm with NC’.

From Fig. 3 to Fig. 6, it is assumed that 24 users are distributed in a circular cell. The first 8 users in uplink and downlink form 4 pairs of interactive users via 4 interactive links. And other 16 users are 8 users using uplink only and 8 users using downlink only, respectively.

Figure 3 shows the comparison of the allocated uplink and downlink rates of a selected pair of interactive users using three resource allocation algorithms. The distances of all users to BS are 0.4 km, and the selected interactive users are denoted as user A and user B, respectively.

From Fig. 3(a), we observe that the allocated uplink and downlink rates of interactive users are independent each other. The system allocates resources according to the channel conditions for maximizing the uplink and downlink throughput. From Fig. 3(b) and 3(c), we observe that the allocated uplink and downlink rates of interactive users are fully coupled. The reason for this phenomenon is that Joint RA algorithm and Joint RA algorithm with NC minimize the gap between the uplink and downlink allocated rates of interactive users to save resources.

Moreover, comparing the results in Fig. 3(b) and 3(c), we observe that the allocated uplink and downlink rates of Joint RA algorithm with NC outperform Joint RA algorithm. The reason for this phenomenon is that Joint RA algorithm with NC improves the resource efficiency of downlink by network coding technique.

Figure 4 shows the comparison of system throughput for three different algorithms, where the cell radius varies from 0.2 to 1.2 km, and all users are distributed uniformly.

From Fig. 4, we observe that, as the cell radius increases, the average channel condition of all users will deteriorate, and then the system throughput of three algorithms decreases. Moreover, due to fully coupling of the allocated uplink and downlink rates of each pair of interactive users, Joint RA algorithm and Joint RA algorithm with NC reduce the waste of the resource, and their system throughput
In order to analyze the system throughput gain, Fig. 5 shows the comparison of the system throughput gain for three different algorithms, where the cell radius varies from 0.2 to 1.2 km.

The joint resource allocation gain is defined as the system throughput gain of Joint RA algorithm over Independent RA algorithm. The network coding gain is defined as the system throughput gain of Joint RA algorithm with NC over Joint RA algorithm. The total gain, which is the combined effect of both joint resource allocation gain and network coding gain, is defined as the system throughput gain of Joint RA algorithm with NC over Independent RA algorithm.

From Fig. 5, we observe that the joint resource allocation gain gradually increases as the cell radius increases. The reason for this phenomenon is that, as the cell radius increases, the average gap of channel conditions of each pair of interactive users will gradually increase and thereby, the advantage of joint uplink/downlink resource allocation schemes increases. To exploit the network coding advantage, it is preferable to encode the downlinks of each pair of interactive users with similar channel gains. For this reason, as the cell radius increases, the coding gain will gradually decreases, as shown in Fig. 5. Obviously, a tradeoff, between the joint resource allocation gain and network coding gain, is achieved. Hence, the total gain first increases, and then decreases along with the increase of cell radius, as shown in Fig. 5.

The average power consumption of interactive users is defined as the mean value of power consumption of all interactive users.

Figure 6 shows the comparison of the average power consumption of interactive users for three different RA algorithms, where the cell radius varies from 0.2 to 1.2 km.

From Fig. 6, we observe that, the average power consumption of interactive users for Joint RA algorithm and Joint RA algorithm with NC is lower than that of Independent RA algorithm. The reason for this phenomenon is that as the allocated uplink and downlink rates of each pair of interactive users are coupled in Joint RA algorithm and Joint RA algorithm with NC, the interactive users need not to allocate all power budget to subcarriers when the gap of the uplink and downlink channel conditions of each pair of interactive users are big enough.

Moreover, we also observe that the average power consumption of interactive users for Joint RA algorithm and Joint RA algorithm with NC decreases gradually as the cell radius increases. The reason for this phenomenon is that the system has more chance to save the power of interactive users since the average gap of channel conditions of each pair of interactive users gradually increases along with the increase of the cell radius.

In addition, due to the uplink rate of interactive users for Joint RA algorithm with NC outperforms that of Joint RA algorithm as shown in Fig. 3, the average power consumption of interactive users for Joint RA algorithm with NC also outperforms that of Joint RA algorithm, as shown in Fig. 6.

Figure 7 shows the comparison of the system throughput for three different RA algorithms as the number of interactive links, $M$, varies from 0 to 7, where the cell radius
is 0.4 km. As the number of interactive links increases from 0 to 7, the number of users using uplink or downlink only decreases from 16 to 2.

As the number of interactive links increases, more and more users are influenced by the coupling constraint of the allocated uplink and downlink rates of each pair of interactive users. Hence, the system throughput of Independent RA algorithm and Joint RA algorithm decreases simultaneously. However, owing to the network coding processing at BS and the advantage of multicast in the downlink for the interactive users, the system throughput of Joint RA algorithm with NC gradually increases.

5 CONCLUSIONS

In this paper, we propose a joint uplink/downlink resource allocation scheme in wireless OFDMA networks with the interactive service. The proposed scheme consists of a bi-directional data interaction mechanism and a joint uplink/downlink resource allocation algorithm. In the data interaction mechanism, BS encodes the received data packets from two interactive users in individual uplink using the network coding technique, and multicasts the encoded data packet in the same downlink. In the proposed resource allocation algorithm for the interactive service, the uplink and downlink resources are allocated jointly to improve the system throughput, as well as considering the characteristic of interactive service.

Simulation results show that the performance of the proposed joint uplink/downlink resource allocation scheme, in terms of the system throughput and the power consumption of interactive users, outperforms other two resource allocation schemes.

In the future, we will investigate the joint uplink/downlink resource allocation problem for delay-sensitive interactive service in wireless networks.
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