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Abstract - In recent years, we have become able to acquire 

traffic information about traffic congestion through the 

VICS (Vehicle Information and Communication System). 

The VICS is one of the traffic systems that provide drivers 

with information on the state of traffic congestion. However, 

it is difficult for drivers to decide appropriately as to 

whether they should change lanes or make detours because 

the VICS provides information on the causes of traffic 

congestion, such as traffic accidents or road works, in the 

form of icons. Icons are simple representations, but are not 

intuitive and informative. In contrast, presenting images 

recorded by an in-vehicle camera to represent the causes of 

traffic congestion is more effective than presenting icons to 

help users to understand the causes intuitively. When an in-

vehicle camera records the conditions directly in front of a 

moving vehicle, recording the traffic conditions of an 

oncoming lane is simpler than trying to record the 

conditions in the lane in which the user is driving (driving 

lane), as preceding vehicles may obscure the camera view. If 

images representing the conditions in front of preceding 

vehicles are sent to drivers from vehicles in the opposite 

lane in advance, the drivers can avoid the congestion 

effectively. Therefore, we propose a method for detecting 

the traffic conditions of an oncoming lane using an in-

vehicle camera. In addition, we conducted some 

experiments to show the effectiveness of the proposed 

system. In particular, we conducted the experiment about 

estimating the speed of vehicles on an oncoming lane by 

using optical flow toward detecting the traffic congestion in 

an oncoming lane. The experimental results suggest that the 

length of optical flows changes depending on the speed of 

oncoming vehicles and the proposed method has potential to 

detect traffic conditions. 

 

Keywords: in-vehicle camera, detection of vehicles, traffic 

congestion, sensing, estimation of vehicle speed 

1 INTRODUCTION 

Drivers cannot effectively avoid traffic congestion through 

methods such as changing lanes and making detours if they 

are not aware of conditions of traffic congestion, such as the 

causes and ranges of the congestion, in advance. The VICS 

(Vehicle Information and Communication System) is one of 

the traffic systems that provide information on the 

conditions of traffic congestion [1]. In the VICS, 

information such as the volume of traffic, the speed of 

vehicles, and so on is acquired by sensors located on roads 

and sent to the information center. The collected information 

is converted into traffic information. The center sends the 

traffic information to car navigation systems and other in-

vehicle devices. However, the VICS provide information on 

the causes of traffic congestion, such as traffic accidents or               

under construction, in the form of icons. Icons are simple 

representations, but are not intuitive and informative for 

grasping traffic congestion. Therefore, it is difficult for 

drivers to decide how to avoid traffic congestion effectively. 

Currently, Probe Information Systems are in wide-spread 

usage [2]-[4]. Probe Information Systems are systems that 

support aspects of driving, such as navigating and calling for 

attention, by using information collected by sensors 

embedded in vehicles. Probe information includes vehicles’ 

location information, air temperature, engine rotation speed, 

actuating information of the ABS (Antilock Brake System), 

and so on. The collected probe information can be shared 

among vehicles through a network or directly with a 

wireless connection called “inter-vehicle communication” 

[5]-[7]. 

A driver’s front view is partially obscured by the 

preceding vehicles in the driving lane when the driver tries 

to record the causes of the congestion using an in-vehicle 

camera. Consequently, the driver cannot grasp the causes of 

traffic congestion and cannot avoid traffic congestion in 

advance unless the driver comes close to the site of the 

cause. For example, in Fig. 1, the cause is in front of vehicle 

C. Vehicle A’s front view is partially obscured by the 

preceding vehicles in the driving lane. The driver of vehicle 

A cannot grasp the causes of traffic congestion unless the 

driver comes at points of vehicle C. On the other hand, 

vehicles in the oncoming lane (oncoming vehicles), as 

shown vehicle B in this figure, can grasp the causes of 

traffic congestion in the driving lane. The driver of vehicle 

A can identify congestion in front of the preceding vehicles 

and avoid it if the driver gets images representing the causes 

of traffic congestion in his or her driving lane from 

oncoming vehicles in advance. In this figure, vehicle B can 

grasp the causes of traffic congestion in the opposite lane, 

and vehicle A can acquire an image representing the causes 

from vehicle B when vehicle B comes at the point of vehicle 

B*. 

For these reasons, in this study we assume that vehicles 

can share images and we propose a method for detecting 

traffic congestion in an oncoming lane, by using an in-

vehicle camera. This study aims to detect traffic congestion 

in an oncoming lane from the view point of vehicle B in this 

figure.  
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Figure 1: The positional relation between vehicles 

 

This paper is organized as follows. Section 2 mentions 

research related to our study. Section 3 discusses the 

requirements of the proposed system. We outline our 

proposed method in Section 4. Finally, we discuss the 

effectiveness of our proposed method in Section 5. 

2 RELATED WORK 

This section introduces research related to our study. First, 

we discuss research and technologies related to presenting 

and sharing information on traffic conditions in Section 2.1. 

In addition, we discuss research on sharing information on 

traffic conditions by using an in-vehicle camera in Section 

2.2. Finally, we discuss and compare the related research 

and our proposed method in Section 2.3. 

2.1 Presenting and Sharing Information on 

Traffic Conditions 

The VICS is one of the traffic systems that provide 

information on the conditions of traffic congestion [1]. In 

the VICS, information is collected by sensors located on 

roads and sent to information center. The collected 

information is converted into traffic information, such as the 

range of traffic congestion, road obstacles and highway 

regulations. The center sends the traffic information to car 

navigation systems and other in-vehicle devices using 

microwaves in the ISM band and frequency modulation 

(FM), similar to the Radio Data System (RDS) or Data 

Radio Channel (DARC). Thus the VICS can provide traffic 

information in real time. In the VICS, information displayed 

on maps of car navigation systems presents the traffic 

congestion classified into three degrees (sparse, crowded, 

and congested) based on the VICS’s classification of traffic 

congestion (Table 1). VICS also displays icons representing 

highway regulations, hazard to moving traffic, and so on 

(Fig. 2). Drivers can grasp the traffic conditions anywhere 

by observing the displayed information. 

However, the VICS cannot necessarily collect and provide 

this information for every road, because some roads do not 

have devices to collect information. In addition, the VICS 

provide information on the causes of traffic congestion, such 

as traffic accidents or under construction, as icons. 

Therefore, drivers must understand the meanings of the 

icons. However, drivers cannot decide whether or not they 

will avoid traffic congestion effectively because it is 

difficult for them to imagine the scale and the influence of 

the event that is happening in the driving lane from icons. 

Icons provided by the VICS are not intuitive information for 

drivers because they are simple information that does not 

depend on the scale of the causes. 

Presenting camera images representing the causes of 

traffic congestion is effective for intuitive comprehension of 

traffic conditions [8, 9]. Intuitive comprehension enables 

drivers to identify traffic congestion in front of preceding 

vehicles and to avoid it in advance. 

Tamai et al. [8] proposed a system that provides videos 

recorded at the point of traffic congestion for drivers’ 

intuitive comprehension. A smartphone placed on the 

dashboard with a cradle records traffic congestion. The 

system collects and provides the recorded videos effectively, 

considering the time difference and the degree of congestion 

in the videos. The time difference means the difference 

between the time at witch a user receives the video and the 

time when the video was recorded. Tamai et al. [9] proposed 

a method that shares short videos representing the traffic 

conditions on roads with other vehicles. The system grasps 

the speed of a moving vehicle and determines the ranges of 

congestion based on the speed. The speed can be calculated 

based on location information acquired by a GPS sensor 

embedded in a smartphone placed on the vehicle’s 

dashboard. At the same time, the smartphone records a front 

view. The system manipulates the video images considering 

the colors and the shapes, and detects traffic lights when the 

vehicle is in congestion. In addition, the system generates a 

video that is about 10 seconds long. The system grasps the 

speed of the moving vehicle easily by calculating the 

movement of traffic lights in the video because traffic lights 

are stationary objects. 

2.2 Grasp of Traffic Conditions by Using In-

vehicle Cameras 

We will now introduce some research on grasping the 

conditions of roads by using an in-vehicle camera. Kutoku 

et al. [10] proposed a system that detects obstacles on roads 

by using an in-vehicle camera. An in-vehicle camera is 

placed on the dashboard of a moving vehicle and records the 

view in front of the moving vehicle. The system generates 

subtracted images by using the video currently being 

recorded and background video. Background video is a 

video recorded in advance on the same road when it had no 

obstacles. The system detects obstacles by using subtracted 

images. Many researchers tackle the detection of objects on 

roads. However, the objects targeted by such research are 

assumed objects such as a person, a vehicle, and so on. 

Kutoku’s system can detect unexpected objects by using the 

Degree of 

congestion 

(Color) 

General road Inner-city 

high-speed way  

Intercity  

high-speed way 

Congested 

(Red) 

Less than 

10km/h 

Less than  

20km/h 

Less than  

40km/ 

Crowded 

(Orange) 

10km/h-

20km/h 

20km/h-40km/h 40km/h-60km/h 

Sparse 

(Green) 

More than 

20km/h  

More than 

40km/h  

More than 

60km/h  

Figure 2: Icons provided by the VICS [1] 

 

 Table 1: The VICS’s classification of traffic congestion [1] 
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subtracted images. To generate subtracted images, the 

system must examine the time and position of the vehicles 

in the two videos because the speed and the positions of 

moving vehicles are different in each video. First, the 

system considers the time between the two videos using the 

scale representing the distance between the cameras in the 

two videos. Second, the system considers the positions of 

moving vehicles in each video by image processing of the 

surface of roads.  According to this processing, the frames 

between two videos are selected and subtracted images are 

generated. The system calculates the recall, the false 

detection rate and the rate of false detection frames based on 

the distance between the moving vehicle and obstacles, by 

using image features of subtracted images. Image features 

include the brightness, the intensity and the edge. Then, the 

system detects unexpected objects considering the 

calculation results.  

Hamao et al. [11] proposed a system that detects traffic 

congestion by using an in-vehicle camera. A smartphone is 

placed on a moving vehicle and records the view in front of 

the moving vehicle. The system sets a region of interest 

(ROI) on images, and calculates the standard deviation of 

the luminance histogram of the oncoming lane in the ROI. 

The system detects congestion based on the calculated 

standard deviation of the luminance histogram between 

congested roads and uncongested roads. 

2.3 Comparing the Related Works with Our 

Method 

Providing information on the conditions of traffic 

congestion using the VICS is not intuitive for drivers 

because the VICS presents such information as icons. The 

method proposed by Tamai et al. demonstrates that 

presenting information on traffic congestion as camera 

images taken by an in-vehicle camera is effective. However, 

in the case where preceding vehicles are moving in front of 

the vehicle with an in-vehicle camera, the camera cannot 

record the state of traffic congestion and its causes in the 

area in front of the preceding vehicles. Therefore, recording 

traffic congestion from an oncoming lane is easier than from 

a driving lane. To grasp the causes of the congestion by 

using an in-vehicle camera, it is necessary to detect the 

congestion and its range. In addition, to grasp the range and 

detect the congestion, it is necessary to detect the speed of 

oncoming vehicles. Grasping the ranges of the congestion 

and detecting the congestion are possible by acquiring the 

speed from oncoming vehicles with inter-vehicle 

communication. However, the moving vehicle must acquire 

the speed from a number of oncoming vehicles. On the other 

hand, detecting congestion is possible with only one moving 

vehicle with an in-vehicle camera. The method proposed by 

Kutoku et al. that detects road obstacles can detect 

congestion, but has difficulty detecting the speed of 

oncoming vehicles.  The method proposed by Hamao et al. 

cannot detect the speed of oncoming vehicles.  In addition, 

this method cannot discriminate between oncoming vehicles 

and objects behind them in images. 

3 REQUIREMENTS OF THE PROPOSED 

SYSTEM 

For intuitive grasping of the conditions of traffic 

congestion, presenting camera images is more effective than 

presenting icons. In addition, recording the conditions of 

oncoming lanes is easier than recording that of driving lanes 

when an in-vehicle camera records the view in front of a 

moving vehicle. Grasping the ranges of the congestion is 

required in order to detect the causes of the congestion. 

Grasping the ranges of the congestion is, namely, detecting 

the beginning and ending point of the congestion. Moreover, 

the speed of oncoming vehicles is required in order to grasp 

the ranges. In an image, oncoming vehicles and background 

objects behind them must be distinguished between when 

image processing is applied to the image. In this study, 

optical flows generated between two images are calculated 

in order to grasp the speed of oncoming vehicles. The 

optical flow is a line that represents the movement of objects 

between two images as a vector. The length of optical flow 

(LOF) generated from oncoming vehicles is calculated, and 

the speed of oncoming vehicles is calculated based on the 

length. In this way, the congestion is detected. LOF depends 

on the distance between a moving vehicle with an in-vehicle 

camera and oncoming vehicles, and the relative speed 

between the vehicles. The distance between the moving 

vehicle and oncoming vehicles is smaller than the distance 

between the moving vehicle and the objects behind 

oncoming vehicles.  The movement of oncoming vehicles 

per a unit of time is different from that of the objects behind 

oncoming vehicles. In this way, oncoming vehicles and 

objects behind them are distinguished. In addition, LOF 

changes depending on not only the change in the speed of a 

moving vehicle but also the speed of oncoming vehicles. 

The speed of the moving vehicle can be calculated by using 

location information acquired by the GPS sensor embedded 

in the driving recorder and the smartphone.  

Therefore, the speed of oncoming vehicles can be 

estimated by calculating the speed of the moving vehicle 

and the optical flows on the images from the in-vehicle 

camera. In addition, traffic congestion can be detected and 

images representing the causes of traffic congestion can be 

generated. 

4 PROPOSED METHOD 

4.1 Summary of the Proposed System 

On the basis of the considerations as mentioned above, we 

propose a system to solve these problems. Figure 3 shows 

the positional relation of a moving vehicle, oncoming 

vehicles, and a cause of traffic congestion. 

The proposed system needs to perform the following 

functions. 
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Figure 3: The positional relation between vehicles and 

 the cause of congestion  

 

 

A) Detect vehicles in an oncoming lane 

B) Estimate the speed of oncoming vehicles 

C) Detect traffic congestion 

D) Find images representing the causes of traffic 

congestion  

E) Estimate the range of traffic congestion 

 

Figure 4 shows an overview of the proposed system. 

First, a driver mounts a smartphone on the dashboard and 

the smartphone records the front view of an oncoming lane.  

At the same time, the speed of the moving vehicle is 

acquired by a GPS sensor. Second, the system generates the 

optical flows between two images recorded by the 

smartphone. In addition, the system calculates the LOF of 

each relative speed and stores the dataset of LOF and the 

relative speed in the Optical Flow Length Database (Optical 

Flow Length DB). Third, the system defines an interpolation 

function by using the dataset in the database to calculate the 

relative speed from LOFs that are not stored in the database. 

Fourth, the system estimates the speed of oncoming vehicles 

by using the newly calculated LOF and the function. The 

system decides that congestion is occurring in an oncoming 

lane if the estimated speed falls below the specified 

threshold. At the same time, the system generates an image 

representing the cause of the congestion by searching for an 

image recorded at the beginning of the congestion. Finally, 

the system generates the range of the congestion by using 

location information from the beginning and ending point of 

the congestion, and presents the image and the range on a 

map application. 

4.2 The Way to Calculate Optical Flows 

In this section, we explain how to calculate optical flows 

of oncoming vehicles in in-vehicle camera images. There 

are two general ways to calculate optical flows called Phase 

Correlation and Block Matching Method [12, 13].  Phase 

Correlation is a method that calculates optical flows using a 

contrast equation of luminance gradient with constraint 

conditions. Phase Correlation can calculate optical flows, 

but it makes errors and is especially affected by rapid 

luminance changes. Block Matching Method is a method 

that uses a particular part of an image as a template, and 

calculates optical flows by exploring the parts that fit the 

template in the next time image.  It can calculate optical 

flows steadily, but it is more computationally expensive than 

Phase Correlation. In addition, Block Matching Method 

depends on the size and the features of the block in an image 

when optical flows are calculated considering the rotation 

and scaling of an image. 

 

 
Figure 4: An overview of the proposed system 

 

 
Figure 5: Optical flows drawn by LK method 

 

In this study, vehicles and other objects in an oncoming 

lane are enlarged in the image because they are recorded by 

a moving vehicle on an opposite lane. Therefore, in this 

study, Block Matching Method is not appropriate to 

calculate optical flows. Our system uses the LK (Lucas-

Kanade) method that is classified into Phase Correlation and 

calculates optical flows by detecting feature points of an 

image in order to reduce the errors of rapid luminance 

changes (Fig. 5).  

However, in outdoor environment, it is difficult to diminish 

all noises caused by rapid luminance changes even with the 

use of the LK method.  So the extraordinary optical flows 

are generated by these noises. Therefore, the proposed 

method sets thresholds for the length and the angle of the 

flows, and diminishes the flows that are out of the ranges 

decided by the thresholds. As a result, the extraordinary 

flows caused by the false detection of feature points are 

diminished.  

4.3 Grasping the Conditions of Congestion 

In order to grasp the conditions of congestion, the system 

uses two databases. One is an Image Database (Image DB) 

that stores recorded images and location information, and 

the other is an Optical Flow Length Database (Optical Flow 

Length DB) that stores LOF and the corresponding relative 

speed. Optical Flow Length DB is used to detect oncoming 

vehicles and to estimate the speed of oncoming vehicles. 

Table 2 and Table 3 show the structure of each database. 

4.3.1 Detecting Vehicles , Estimating the 

Speed of Oncoming Vehicles 

When optical flows are generated from objects in an 

oncoming lane in images, the flows generated outside the 

zone of an oncoming lane are unnecessary. Therefore, we 

define a region of interest (ROI) so that the oncoming 
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vehicles fit into the region in an image (Fig. 6), and optical 

flows are generated from the objects in the ROI. 

The speed of the moving vehicle is calculated by using 

location information acquired by a GPS sensor of a 

smartphone when a driver drives the vehicle. We define the 

value representing the speed of the moving vehicle as Mspeed, 

and the speed of oncoming vehicles as Ospeed. Then the 

relative speed Rspeed is calculated using formula (1). 

 

 𝑅𝑠𝑝𝑒𝑒𝑑 = 𝑀𝑠𝑝𝑒𝑒𝑑 + 𝑂𝑠𝑝𝑒𝑒𝑑 (1)  
 

As this study considers grasping the speed on general 

roads, the ranges of Mspeed and Ospeed are as follows: 

 

 0 ≦ 𝑀𝑠𝑝𝑒𝑒𝑑 ≦ 60 (2)  
 

 0 ≦ 𝑂𝑠𝑝𝑒𝑒𝑑 ≦ 60 (3)  
 

Then the range of Rspeed is as follows: 

 

 0 ≦ 𝑅𝑠𝑝𝑒𝑒𝑑 ≦ 120 (4)  
 

The relative speed is acquired from the Optical Flow 

Length DB by querying the database with the LOF newly 

calculated from images. The system estimates the speed of 

oncoming vehicles by subtracting the speed of the moving 

vehicle from the relative speed. 

However, the relative speed corresponding to the LOF 

specified in a query might not be stored in the database 

because the relative speed is continuous, not discrete. The 

system provides an interpolation function by using LOFs 

stored in the database. Then the relative speed 

corresponding to any LOF can be calculated by using the 

function. The interpolated value is returned as a relative 

speed when LOF that is not stored in the database is given to 

the function as an argument. 

As we described previously, LOFs fluctuate according to 

the distance between an in-vehicle camera and an oncoming 

vehicle, the relative speed, the speed of the moving vehicle, 

and the speed of an oncoming vehicle. The distance between 

the in-vehicle camera and oncoming vehicles is shorter than 

that between the camera and objects behind oncoming 

vehicles. Therefore, the LOF generated from oncoming 

vehicles is longer than that generated from background 

objects by the vehicle’s moving. Consequently, the speed of 

the moving vehicle is higher than interpolated relative speed. 

In this way the system can distinguish oncoming vehicles 

from background objects and detect oncoming vehicles. 

4.3.2 Detecting Traffic Congestion 

The causes of traffic congestion are detected considering 

estimated the speed of oncoming vehicles (SOV). The LOF 

is calculated, and SOV is estimated for each image when the 

system detects oncoming vehicles. According to the VICS’s 

classification of traffic congestion, the speed of vehicles in a 

congested public highway is 10 [km/h]. Therefore, the 

system judges the location of congestion to be a location in 

which SOV is continually estimated to be less than 10 

[km/h]. At the same time, the image of where congestion 

begins is a few images before that of the location where an 

oncoming vehicle is detected at the beginning. In addition, 

the system considers a location where the SOV is 

continually estimated to be less than 0 [km/h] or more than 

10 [km/h] as the end of the congestion. At this time, IDs of 

images taken at the beginning and ending point of traffic 

congestion are saved. The system queries the Image DB 

with the saved IDs, and acquires the location information of 

the beginning and ending point of the congestion and an 

image representing the cause of the congestion. 

5 EXPERIMENT AND DISCUSSION 

5.1 Experiment Environment 

In order to evaluate the effectiveness of our proposed 

method, we conducted two experiments. First, we conducted 

an experiment for determining the statistical value of optical 

flows stored in the Optical Flow Length DB. In addition, we 

conducted an experiment for evaluating the accuracy of 

SOV estimation for detecting the traffic congestion in an 

oncoming lane by using videos recorded in the actual 

environment. 

5.2 Experiment for Evaluation 

To generate optical flows and to estimate SOV, we 

implemented a program with OpenCV libraries. The 

program reads images, generates optical flows between two 

successive images, and draws the optical flows onto output 

images. To calculate optical flows, we used 

“cvGoodFeaturesToTrack” method which finds the most 

prominent corners in the image in OpenCV libraries.  To 

calculate optical flows, we used “cvCalcOpticalFowPryLK” 

Attribute Name Detail 

ID Identification number of images 

Image Recorded image 

Lat Latitude of recording location 

Lon Longitude of recording location 

Attribute Name Detail 

Rspeed Relative speed between a moving 

vehicle and an oncoming vehicle 

Len LOF generated from oncoming 

vehicles 

Table 2: The table structure of Image DB 

Table 3: The table structure of Optical Flow Length DB 

Figure 6: ROI of generating optical flows 
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method which is an iterative Lucas-Kanade method using an 

image pyramid. A vehicle is equipped with an iPhone 3GS 

placed on the dashboard with a cellular phone cradle, to 

record video as the vehicle moves. We call this vehicle a 

‘recording vehicle’. The resolution of videos recorded by the 

iPhone 3GS is 640×480 pixels, and the frame rate of the 

videos is 30 [fps]. The rectangular ROI sized 430×210 

pixels is placed at the bottom right of images so that 

oncoming vehicles fit into the ROI, and optical flows are 

generated within the ROI. To grasp the speed of the 

recording vehicle, we used the GPS sensor of an iPhone 5 

and implemented an iOS application that calculates the 

speed of the recording vehicle by acquiring location 

information. To estimate the SOV, we defined three 

dimensions spline function as an interpolation function by 

using the dataset of the relative speed and LOF stored in the 

Optical Flow Length DB. The system gives the spline 

function with LOF as an argument, and acquires the relative 

speed. Then the system calculates SOV by subtracting the 

speed of the recording vehicle from that of the relative speed. 

In the experiment to determine parameters, four parked 

oncoming vehicles made congestion on a single lane. In 

addition, the distance between the vehicles is changed 

because the distance in actual traffic congestion is non-

constant. The driver drove the recording vehicle and past the 

four parked vehicles five times at different speeds each the 

inter-vehicular distance, while the iPhone 3GS recorded the 

oncoming vehicles. Relative speed was equivalent to the 

speed of the recording vehicle because the oncoming 

vehicles were parked. We examined parameters such as the 

time interval between two successive images and the 

statistical value of LOF for generating optical flows 

considering the 15 recorded videos. In addition, we defined 

the interpolation function with parameters derived from the 

results of the preliminary experiment and the datasets of 

relative speed and LOF in the database. We considered 

estimation accuracy with the interpolation function. 

5.2.1 Deciding Parameters for Generating 

LOF 

We describe the result of the determination of parameters 

for generating LOF. Determined parameters are the time 

interval between two images in the video (Interval), and the 

statistical values of LOF (Len) stored in the Optical Flow 

Length DB. Table 4 shows Interval and Len considered in 

this experiment. 

The LOF generated in an image is counted, and Len is 

calculated. The values of Interval are 2, 3, 4, and 8. Interval 

between successive images is 1 when a video is divided into 

multiple images. For example, if Interval is 2, LOF is 

generated between the nth image and (n+2)th image. It is 

desirable that Len increases in proportion to increasing of 

the relative speed and the degree of increase of Len is large. 

LOF is acquired when a recording vehicle passes beside the 

lead oncoming vehicle.  Figure 7 shows the environment of 

the preliminary experiment. 

Figure 8, 9, 10, and 11 show the changes of Len for each 

Interval. The graph (a), (b) and (c) in each figure show Dist 

= 2, 4 and 6 [m] respectively. Dist means the distance 

between two vehicles in an oncoming lane.  Selecting Len in 

the same relative speed that has the same value on different 

Dist is desirable because the distance of two vehicles is not 

constant in actual environment. In Fig. 8, 9, 10 and 11, blue 

line shows average (ave), red line shows standard deviation 

(stddev), green line shows median (med), and purple line 

shows maximum (max). But these figures do not include 

variance (var) because var is larger than the other Len. 

In Fig. 11, Len in Interval = 8 does not increase 

monotonically depending on the increase of the relative 

speed. We suppose that the movement of objects between 

two images is too large in Interval = 8, and the feature 

points detected in a previous image may disappear in the 

next image, causing extraordinary LOF to be generated.  

Consequently, Len in Interval = 8 is not appropriate to 

generate optical flows.  

Figure 12 shows the changes of variance (var) each 

Interval. In Fig. 12, blue line shows Interval = 2, red line 

shows Interval = 3, green line shows Interval = 4, and 

purple line shows Interval = 8. var fluctuates widely in 

Interval = 3 and 4 shown in Fig. 12. In Interval = 2, var in 

the same relative speed are different in each the distance 

between oncoming vehicles. In addition, standard deviation 

(stddev) is similar to Fig 12. We suppose that var and stddev 

are influenced greatly by the false detection of feature points. 

Therefore, variance and standard deviation are not 

appropriate to Len. 

In Interval = 2, average (ave) and median (med) stand still 

regardless of the increase of the relative speed. In addition, 

maximum (max) increases depending on the increase of the 

relative speed, and the increased amount of it is small. We 

suppose that estimating SOV becomes susceptible to the 

noises of calculating optical flows if increased amount of 

LOF is small. In Interval = 3, ave, med and max increase 

depending on the increase of the relative speed, and the 

increased amount of ave and med are small. In addition, max 

increases with limited influence of the inter-vehicular 

distance. In Interval = 4, ave and max increase depending on 

the increase of the relative speed along with Fig. 11, and the 

increased amount of ave is small. Max in the same relative 

speed is different in each inter-vehicular distance, and med 

fluctuates as the relative speed increases. 

The statistical values of 

LOF (Len) 

The time interval between 

two images (Interval) 

Average (ave) 

Variance (var) 

Standard deviation (stddev) 

Median (med） 

Maximum (max) 

2,3,4,8 

Figure 7: The environment of the preliminary experiment 

Table 4: Interval and Len considered in this experiment 
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(a) Dist = 2 [m] (b) Dist = 4 [m] (c) Dist = 6 [m] 

Figure 8: The changes of Len in Interval = 2 

 

 

   
(a) Dist = 2 [m] (b) Dist = 4 [m] (c) Dist = 6 [m] 

Figure 9: The changes of Len in Interval = 3 

 

 

   
(a) Dist = 2 [m] (b) Dist = 4 [m] (c) Dist = 6 [m] 

Figure 10: The changes of Len in Interval = 4 

 

 

   
(a) Dist = 2 [m] (b) Dist = 4 [m] (c) Dist = 6 [m] 

Figure 11: The changes of Len in Interval = 8 

 

 

   
(a) Dist = 2 [m] (b) Dist = 4 [m] (c) Dist = 6 [m] 

Figure 12: The changes of Len (var) in each distance 

International Journal of Informatics Society, VOL.7, NO.2 (2015) 59-68 65



 
Figure 13: The interpolation function 

 

From these results we can deduce that maximum is 

appropriate to a statistic of LOF stored in the Optical Flow 

Length DB (Len). In addition, Interval = 3 is the candidate 

parameters for an estimation of SOV experiment. We made 

the interpolation function by using the dataset of relative 

speed and LOF acquired through this experiment. However, 

relative speed does not necessarily increase depending on 

the increase of Len. We suppose that Len is influenced by 

extraordinary LOF results caused by false detection of 

feature points. They are generated because the vehicle only 

once drives passing besides the oncoming vehicles at each 

speed. Therefore, we redefined the function after removing 

conflicted data and averaging neighbor data with near values. 

Figure 13 shows the interpolation function by using 

maximum in Interval = 3 and the relative speed. 

5.2.2 Estimation Accuracy 

We evaluated the accuracy of SOV estimation by using 

datasets of Len and relative speed determined in the 

preliminary experiment. For this evaluation, in the same 

conditions as the preliminary experiment, a recording 

vehicle moves in the driving lane at 40 [km/h]. At the same 

time, oncoming vehicles are parked or moving slowly. The 

recorded video is divided into multiple images. We defined 

the interpolation function by using the datasets in Optical 

Flow Length DB. LOF generated from objects in an 

oncoming lane is given to the function as an argument. Then 

relative speed (Rspeed) is calculated by the function according 

to the formula (1). SOV (Ospeed) is calculated according to 

the formula (2). Figure 14 shows the results of estimation. 

In Fig. 14, there are points at which SOV gets near to or 

surpasses 10 [km/h] with time. These speeds are estimated 

when the recording vehicle passes beside oncoming vehicles, 

as in Fig. 15(a).  At other points, SOV is less than 0 [km/h]. 

These speeds are estimated until the recording vehicle 

passes beside the next vehicle shown in Fig. 15(b). 

In addition, we found some factors that increase the 

estimated speed rapidly through this experiment. We 

suppose that the extraordinary flows generated by false 

detection of feature points (shown in Fig. 16) cause the rapid 

increase of the estimated speed. Figure 16(a) shows that 

optical flows are generated from background objects and Fig. 

16(b) shows that the flows are generated from objects on 

road except oncoming vehicles. We discuss how the false 

detection influences the estimated speed in Section 5.2.3. 

5.2.3 Discussion of Experiment Results 

In this section, we discuss the results of the above 

experiments. In the experiment to determine parameters, we 

confirmed that the maximum of LOF is appropriate to 

generation of optical flows. In addition, we confirmed that 

the maximum of LOF in Interval = 3 increases depending on 

the increase of the relative speed. However, we confirmed 

that LOF decreases despite the increase of the relative speed 

at certain points in each Interval. Moreover, we suppose that 

LOF is calculated accurately by diminishing the false 

detection of feature points, and the interpolation function 

that LOF increases depending on increasing of the relative 

speed can be defined. To diminish the noises of false 

detection of feature points, we consider the change of the 

size and position of the ROI and the change of parameters 

such as the number of detection of feature points. Then, the 

interpolation function can be defined accurately. 

Through evaluating the accuracy of SOV estimation, we 

confirmed that SOV is estimated near 10 [km/h] when the 

recording vehicle passes beside oncoming vehicles. In 

addition, we confirmed that SOV less than 0 [km/h] is 

continually estimated until the recording vehicle begins 

passing beside the next oncoming vehicle.  We suppose that 

the reason that LOF remains short is due to the following 

steps. First, an oncoming vehicle which the recording 

vehicle passes by slips from an image. Second, feature 

  

(a) flows generated from 

background objects 

(b) flows generated from 

other objects 

  

(a) passing beside an 

oncoming vehicle 

(b) passing beside the next 

oncoming vehicle 

Ospeed = 12.4 

(Len = 54.74) 

Ospeed = -13.8 

(Len = 26.47) 

Figure 14: The results of estimation 

Figure 15: Changes in Len and estimated SOV in images 

Figure 16:  Extraordinary flows generated by false detection 

of feature points 
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points generated on the oncoming vehicle are insufficient. 

Finally, feature points are generated anew on the next 

oncoming vehicle.  We noticed certain points at which SOV 

is less than 0 [km/h] even though the recording vehicle is 

passing beside an oncoming vehicle. As we have discussed 

previously in the definition of parameters experiment, the 

system can estimate the SOV more accurately when 

processes to define a more accurate interpolation function 

are applied to the system. 

As we explained in Section 5.2, we use 

“cvGoodFeaturesToTrack” method in the OpenCV library 

in order to generate optical flows. This method is used for 

corner detection, and it has the threshold (ql) as one of the 

arguments. ql is used to make a judgment on accepting the 

detected point as corner. When ql is larger, sharper feature 

points are accepted as corner. We examined how the change 

of ql affects the SOV. Figure 17 shows the estimation result 

in ql = 0.10, 0.50 and 0.70. 

According to Fig.17, the fluctuation of the estimated speed 

is larger as ql decreases. We suppose that when ql is small, 

the vague feature points are detected as corner and 

extraordinary flows are generated. In ql = 0.70, most of the 

estimated results are plotted near 0 [km/h], but some of the 

estimated results are not under 0 [km/h] when oncoming 

vehicles are not in the image. We suppose that the correct 

feature points are diminished by increasing ql. In the future, 

we need to consider how to determine the adequate value of 

ql. 

The experimental results suggested that the estimated 

speed changes when a recording vehicle passes by 

oncoming vehicles. Consequently, detecting the congestion 

in an oncoming lane will be realized by our method that 

estimates the speed of oncoming vehicles by using an in-

vehicle camera. 

6 CONCLUSION 

This study aims to detect traffic congestion in an 

oncoming lane and to present images representing the 

causes of the congestion using an in-vehicle camera. We 

proposed a method that estimates the speed of oncoming 

vehicles using an in-vehicle camera to detect traffic 

congestion. In addition, we conducted the experiment for 

estimating the speed and we estimated the speed of 

oncoming vehicles by using our proposed method. In 

particular, we suggested that the length of optical flows 

changes depending on the speed of oncoming vehicles 

(SOV) and the proposed method based on optical flow is 

potential to detect the traffic congestion in an oncoming lane. 

Our method will realize detecting traffic congestion in an 

oncoming lane based on the results of estimating oncoming 

vehicles. Consequently, drivers can grasp the causes of the 

congestion intuitively by images acquired from the results of 

detecting congestion. 

In the future, to improve the accuracy of detection of 

traffic congestion in an oncoming lane, we will prepare 

more datasets of LOF and the relative speed.  Moreover, we 

will consider a method for detecting congestion on four-lane 

roads and divided roads. Our method is only applicable for 

single lane road. For example, in the case of four-lane roads, 

LOF generated by oncoming vehicles in each lane is 

different. In addition, optical flows in divided roads are 

generated from the median. We will define interpolation 

functions corresponding to multiple-lane roads and divided 

roads to improve our method. 
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Abstract –In database virtualization technology, the 

database of a different kind can be used as if it were a kind 

of database.  However decline of execution efficiency is left 

as one of the research subjects.  In improving the execution 

efficiency, it is necessary to measure the execution 

performance of the virtualization processes, especially in a 

distributed environment where multiple databases are 

connected via a network.  In this study, we have designed 

and implemented the simulator for the execution efficiency 

measurement.  This simulator measures the execution 

efficiency by calculating the processing time of 

virtualization processes, database processes and 

communication processes, and totaling them. 

 

Keywords: Distributed database, Multi-database 

virtualization, Simulator, Performance evaluation and 

improvement. 

1 INTRODUCTION 

Today, it is important to discover and analyze the 

knowledge and trends which are hidden in large collections 

of data on ubiquitous network environment using data 

mining technology, and to use them for decision making of 

business, etc. However, since those data exists in various 

types of distributed databases, an appropriate database has to 

be chosen from a variety of databases and accessed properly. 

The work of the preparation process of data mining of 

acquiring appropriate data is needed, and it becomes a 

burden for the data analysis engineer who performs data 

mining in the distributed database environment. 

To reduce this burden, the multi-database virtualization 

technology which enables a user to access various types of 

databases as if accessing a single type of databases has been 

studied [1-3]. The usefulness has been shown when database 

virtualization technology is used to perform data mining.  

However, some research issues are pointed out. 

Degradation of the execution efficiency by virtualization 

processing among the research issues remain by the 

previous work as one of the main subjects to be solved. 

Since virtualization processing is performed in addition to 

normal database processing, it causes execution degradation. 

Virtualization processing transforms commands and the 

processing result based on the schema, and when especially 

the processing result becomes extensively large, 

virtualization processing becomes a burden. An 

improvement can be expected by using load sharing 

technology and parallel processing technology for this issue. 

While each load decreases by distributing data processing 

and parallel processing, we anticipate the generation of 

network delay by low line speed, congestion, etc. Therefore, 

factors about the network, such as communication time and 

transmission speed, become important as well as processing 

of databases. 

In improving the execution efficiency, it is necessary to 

measure the execution performance of the virtualization 

processing, especially in a distributed environment where 

multiple databases are connected via a network. But it takes 

a lot of databases and large-scale network structure, and 

preparation of actual measurement environment is costly 

and very difficult. Therefore, the measurement environment 

using a simulator is considered. 

In this study, we have designed and implemented the 

simulator for the execution efficiency measurement.  This 

simulator measures the execution efficiency by considering 

the processing time of virtualization processes, database 

processes and communication comprehensively. And we 

aim to contribute to quantitative verification and evaluation 

of the execution efficiency improvement technique of 

virtualization processing. 

The rest of this paper is organized as follows: In section 2, 

we describe related works. In section 3, we present our 

proposed solution for database virtualization. In section 4, 

details of the design of the proposed simulator are described. 

In section 5, we report the process and some results of 

acquiring reference parameters for the time of virtualization 

processing. Finally, the paper is concluded in section 6. 

2 RELATED WORKS 

The performance estimation of database system is an 

active research area. They mainly approach this subject by 

building performance models of database servers and 

running the models for the simulation [1]-[3]. 

 Garcia [1] presents a simple model based on the queuing 

network paradigm using fixed distribution for the service 

times of the queues. The parameters used in the model are 

adjusted using measurements taken from real servers. This 

work demonstrates that extreme simple model is capable of 

predicting the performance of metrics of real database 

servers with high accuracy and capturing the essential 

performance aspects of database servers. 

Wu, et al [2]-[3] propose a method for predicting query 

execution time for concurrent and dynamic database 

workloads. Their approach is based on analytic model rather 

than machine-learning model. They use optimizer's cost 

model to estimate the I/O and CPU operations for each 

individual query, and then use a queuing model to combine 
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these estimates for concurrent queries to predict their 

execution times. A buffer pool model is also used account 

for the cache effect of the buffer pool. 

These related works are all targeted for real database 

servers. On the other hand, our target is virtualized 

distributed multi-database system. And we have designed 

and implemented the simulator for the execution efficiency 

measurement by considering the processing time of 

virtualization processes, database processes and 

communication processes. Our main goal is to discover the 

bottlenecks of the database virtualization processing. 

Some earlier reports [4]-[6] have described the study of 

database virtualization technology. 

Mori et al. [4] proposed development of a system to 

disseminate information actively to all users in a mobile 

computing environment. They implemented an experimental 

system using the meta-level active multi-database system as 

the platform in a mobile computing environment. By 

mapping the data of the local database group to a meta-

database through the basic search and build operations, the 

system intends to combine data and include different types 

of local database group. 

The data integration technique, Teiid [5], enables 

virtualization of various types of databases; through such 

virtual databases, one can access such data sources as 

relational databases, web databases, and application 

software such as ERP and CRM, etc. in real time. They can 

all be integrated for use. In fact, Teiid has a unique query 

engine. Furthermore, the real-time data integration is 

accomplished by connecting business application software 

through the JDBC/SOAP access layer with data sources 

which are accessed through the connector framework. 

In [6], they similarly describes a module known as a 

wrapper that allows accessing and integrating data from 

various sources such as RDBs, the Web, and Excel files. 

In our previous study [7], we considered the metadata, 

UML, ER model, and the XML schema as candidates for 

use to accomplish database virtualization. Thereby, 

ubiquitous databases can be used as if they were a single 

database. We then compared the advantages and 

disadvantages of each to analyse them as follows. 

In our previous studies [7]-[10], we examined XML 

schema advantages and proposed a virtualization method by 

which such ubiquitous databases as relational databases, 

object-oriented databases, and XML databases are usable, as 

if they all behaved as a single database. 

3 DATABASE VIRTUALIZATION [7] 

Databases of many kinds exist in terms of their associated 

data model differences and vendor differences. Regarding 

differences among data models, each has different data 

representation, and unique associated manipulation. Some 

typical examples include the table type of relational 

databases (RDB), XML-representation type of XML 

databases (XMLDB), and object-oriented databases 

(OODB). Even the same model database might have 

different features among vendors. Regarding RDB for 

example, there might be some differences in SQL and/or 

data type representation. The typical example is that we 

have MySQL, PostgreSQL, and SQLServer from different 

vendors. 

These differences according to the model and vendor bring 

some undesired results. For example, we might end up 

spending more time and labor during application system 

development because of the different data models that must 

be confronted. For example, we might need to acquire the 

right API to handle data of every different type of database. 

Virtualization of such different types of modelled databases 

to unify the procedures for all of them would probably 

impart less of workload and cost, and facilitate their 

management in a more flexible manner. Consequently, 

virtualization of databases, if it could be done, would 

facilitate application system design and database 

management as well.  

To have a virtualization feature, we will consider the 

inclusion of features to manage distributed databases of 

similar types, the distributed databases of different types, 

and provide location transparency for users, such that they 

notice no differences of database structure or location and 

become able to use databases of all kinds in a flexible 

fashion. Fig. 1 portrays an example view of the database 

virtualization technique. 

For virtualization of ubiquitous databases in our study, we 

will describe the schema information of the real databases, 

of which more than one always happens to exist, by creating 

and using one common XML schema. We also provide 

functionality of data search and update with the XML-based 

common data manipulation API. 

3.1 XML Conversion Program 

We will use an XML schema that provides a flexible 

representation capability and a high transparency capability. 

To do so, we will produce such a virtualization concept in 

which the user would feel as if he or she were locally 

manipulating the remote site RDB from a local RDB process 

environment. That can be accomplished by converting the 

schema information and data information of the local RDB 

into the XML schema, and then storing that information into 

the RDB that the user would like to operate. 

We developed an XML conversion program, XML 

Export/Import, as depicted in Fig. 2. We then used such 

different vendor RDBs as MySQL, PostgreSQL, and 

SQLServer2005 because they are available in the RDB 

virtualization system creation environment. We have to 

rebuild the XML tree with our XML conversion program 

when the distributed database is redefined.  
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Figure 1: An example view of database virtualization. 
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Figure 2: Virtualization technique for RDB databases. 

3.2 RDB Schema Conversion into XML 

The following describes how the RDB schema is 

converted into XML. Fig. 3 presents results of reading the 

schema information from the RDB and converting it into 

XML. The RDB schema information that is converted into 

an XML format includes "table names", "field names" 

(associated data types and default values), and "constraints" 

(primary key constraint, unique constraint, check constraint, 

NOT NULL constraint, and foreign key constraint) 

capability. 

Regarding the XML tree structure, we described the table 

information in the table structure node with its elements of 

Field="column name", Type="data type", Null="TRUE or 

FALSE" (NOT NULL constraint). We described the schema 

information in the schema node with its elements of TYPE= 

"constraint name", Table= "table name", Column= "column 

name", ReTable= "referenced table name", ReColumn= 

"referenced column name", and Check= "rule". 

3.3 RDB Data Conversion into XML 

The manner in which the RDB data are converted into 

XML is described next. Fig. 4 portrays results of reading the 

data information from the RDB and conversion into XML. 

Because of the XML tree structure, we had 

dbname="database name", tblname="table name", and the 

actual data columns succeed. 

3.4 Virtualization of Databases 

We discuss the virtualization of modelled DBs of different 

types. For virtualization of different types of modelled DB, 

we describe the schema information of each model using a 

single common schema. The common schema we will use is 

an XML Schema. Around it, we will perform virtualization. 

Fig. 1 shows a virtualization method for different database 

types. To accomplish schema conversion from a different 

modelled database, we first get the schema information from 

an RDB to work on. Then we convert it into the correct 

XML schema for that RDB. We currently have to re-build  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Example of RDB schema information 

conversion into XML. 

 

 

Code Name Latitude Longitude 

47401 Wakkanai 45.25 141.41 

47404 Haboro 44.22 141.42 

… ... … … 
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Figure 4: Example of actual RDB data conversion into 

XML. 
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<?xml version="1.0" encoding="utf-8" ?>  

<dataset dbname="chihou"> 

     <data tblname="AreaInfo "> 

        <Code>47401</Code>  

        <Name>Wakkanai</Name>  

        <Latitude>45.25</Latitude>  

        <Longitude>141.41</Longitude>  

    </data> 

       <data tblname=" AreaInfo "> 

        <Code>47404</Code>  

        <Name>Haboro</Name>  

        <Latitude>44.22</Latitude>  

        <Longitude>141.42</Longitude>  

    </data> 

    <…> 

<?xml version="1.0" encoding"UTF-8" standalone="yes" 

 
<root> 

   

 <rdb Name="mysql"> 
 

     <database Name="questionnaire" > 
<table_structure Name="member"> 

          <field Field="samplenum"  

Type="integer" Null="FALSE"  Default="  /> 
<field Field="answerday" Type="text"  

Null="FALSE"  Default="  /> 
 

     …. 

 
   </table_structure> 

 
<schema> 

    <constraint Type="PRIMARY KEY" 

Table="member"  Column="samplenum"  /> 

 

…. 
 

<constraint Type="FOREIN KEY" Table="questionnaire"  

Column="samplenum" Retable="member"   
ReColumn="samplenum" /> 

 
…. 

 

 </schema> 
</database> 

</rdb> 
</root> 
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the XML tree with our schema conversion module when the 

distributed database is redefined.  

Table 1 presents schema conversion correspondences 

between the two. Because any XML DB is already de-

scribed in the XML format, we extract the schema 

information without conversion. On the other hand, when 

the data are manipulated, our query conversion module 

automatically transfers the access results to the application 

program. 

3.5 Techniques of Execution Efficiency 

Improvement 

Methods of the execution efficiency improvement of 

virtualization processing (improvement in the speed) are as 

follows. 

 The place of virtualization processing  

In order to accelerate, the virtual database environment 

which uses load sharing technology and parallel processing 

technology is shown in Fig. 5, and we use both user side 

virtual DBMS and data side virtual DBMS.  

Since the database is distributing through a network and 

communication time influences the whole processing time 

greatly, it becomes important to reduce the amount of data 

transfer for the improvement of the processing speed. Under 

the virtualization processing the data volume changes. Even 

if the same data is processed, data volume differs by the 

schema expression, RDB schema or XMLDB schema. 

Therefore, the place where the virtualization processing is 

performed could be changed, so that the amount of data 

transferred is reduced, and communication time is reduced. 

 Database selection  

When the same table and data are stored in different 

databases, it could be considered to make the load of each 

database uniform by acquiring data from a database with 

little load. In database virtualization technology, since 

virtual processing is added in addition to processing of the 

usual database, balancing of the database load becomes 

important. 

4 DESIGN OF THE SIMULATOR 

In this section, we design a simple model based simulator 

based on the database virtualization technique described in 

Section 3. Only two types of DBs, e.g. RDB and XMLDB, 

are considered here.  

In improving the execution efficiency, it is necessary to 

measure the execution performance of the virtualization 

processing, especially in a distributed environment where 

multiple databases are connected via a network. But it takes 

a lot of databases and large-scale network structure, and 

preparation of actual measurement environment is costly 

and very difficult. Therefore, the measurement environment 

using a simulator is considered. 

Two of the followings are the basic requirements needed 

by the simulator. 

 Measurement for discovering the causes (bottlenecks) 

of delay of database virtualization processing can be 

performed.  

 Measurement when the number of databases connected  

Table 1:  SQL and associated XML 
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Virtual DBMS

Virtual 

DBMS

DB

Virtual 

DBMS

DB

Virtual 

DBMS

DB

Data side

User side

Virtual 

DBMS
Virtual 

DBMS
Virtual 

DBMS

 
Figure 5: Virtual database environment which uses load 

sharing technology and parallel processing technology. 

 

 

or the volume of each database becomes large on the 

virtual database environment using load sharing 

technology and parallel processing technology can be 

performed.  

4.1 Outline of the Simulator 

The main purpose of the simulator is the bottleneck 

discovery of database virtualization processing. For the 

purpose of this bottleneck discovery, actual processing, such 

as virtualization processing, database processing and 

communication processing, are not needed and actual 

processing is not performed in the simulator. The execution 

efficiency is computed simulating and integrating each 

processing time. Random elements such as network 
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<xsd: element 
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name”… 
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name=“column 
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Data type 
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CREATE TABLE… 

data type.. 

<xsd: element… 
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type”… 

Default values 

CREATE TABLE… 

column name DEFAULT 
value 
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default=“value”… 
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constraint 

PRIMARY KEY <xsd: key… 

Unique 
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congestion, user's command input timing are simulated and 

computed repeatedly to obtain average and variance. 

Prerequisites for database access for the simulation are 

specified as follows. The data mining and distributed 

database environments are considered in the simulator and it 

assumes a limited range of database operations here. For 

example, database updating and join operations are excluded 

in the simulator. 

By realizing each component such as database processing 

of the simulator as a process and performing inter-process 

communication with TCP protocol, the simulator can be 

implemented on a single PC or on two or more PCs. 

Followings are prepared as an item which can be changed 

by setup.  

 Number of users 
 Number, scale, and kind of databases  
 Network line speed 

4.2 Measurement Items 

The following measurement is performed for the overhead 

identification of virtualization processing. About the 

reference parameters for the simulation, some preliminary 

simple virtual processings are performed beforehand and 

they are determined from the result at the time of 

implementation. 

 Time of virtualization processing 

This mainly considers time of conversion such as query 

conversion from XQuery to SQL and result conversion from 

RDB result into XML format. The measuring method 

computes and converts the processing time according to the 

length of a query, the data volume of the result, etc. based 

on the reference parameters. 

 The change in the data volume after virtualization 

processing 

The data volume fluctuated by virtualization processing of 

query result is measured. 

 Processing time of a database  

The processing time of a database is computed from a 

query. For example, in 'Selection', processing time changes 

by the existence of indexes. Processing time is changed also 

by the timing of the database usage and the number of users. 

If there are some database processing performed during 

system usage of a user, the wait time of the database 

processing will be added to the processing time for the user.  

 The amount of data transfer  

The data transfer rate is adjusted by changing the network 

utilization factor according to the number of users, users' 

usage timing, etc. of databases. The system determines the 

amount of data volume by what kind of query is issued to 

which database by each user, then decides the amount of 

data transfer by which network is used for the data transfer. 

 Communication time  

Communication time is computed using the following 

formulas.  

 

 

 

 

Since the network of a database is classified to class 3 in 

Network Quality of Service (QoS) of Y.1541 of ITU, delay 

by congestion is generated in the probability of 10-3 based 

on the class 3 of QoS. Time to be delayed in this case, being 

unspecified in the class 3 of QoS and not restricted, we 

make it the interval of the retransmission-of-message packet. 

The process on the data reception side performs the 

measurement of communication time. 

4.3 Size of Packet  

Packet size is needed for the determination of the rate of 

control data or the number of times of communication. The 

maximum size (MSS: Maximum Segment Size) of the 

packet changes with MTU (Maximum Transmission Unit) 

of the data link assuming that the database uses TCP.  

The main current data links are Ethernet and PPPoE, and 

assuming the protocol uses TCP, MTU of Ethernet is used.  

The maximum data volume per packet is set to 1460 bytes, 

and the number of times of communication is (Amount of 

data transfer /1460) and the rate of control data is (1-1460 / 

1518). 

4.4 System Configuration 

Each component is realized by a process so that the each 

component, such as virtual DBMS, can be executed 

concurrently. Each component performs inter-process 

communication with TCP protocol, and the simulator is run 

on a single PC or two or more PCs. Development language 

is C and execution environment is Linux.  

In order to decide to implement virtualization on user side 

or data side depending on the measurement result, 

virtualization process could be performed on both sides. 

Although designed supposing virtualization of RDB and 

XMLDB at this time, when adding virtualization of other 

DB kinds, it is made to be easy to extend. By saving the last 

setting environment in a file, and calling it easily, the time 

and effort for the setup for every simulator use is reduced. 

The system configuration of the simulator based on Fig. 5 

is shown in Fig. 6. And the component processes of the 

simulator are classified into following three. 

 Interface process for the simulator user 

Processing of a simulator user's interface and management 

of the whole simulator are performed. The setup of the 

simulator and directions of a simulation start are performed. 

 User's process  

Processing corresponding to each user using a database is 

performed. Execution of XQuery, reference of an XML 

schema, etc. are performed and processing time is sent to the 

interface process for the simulator user. In a communication 

module, calculation and conversion of communication time 

are performed from the data volume of the received result. 

In a virtualization process module, calculation and 

conversion of time of virtualization processing from the data 

volume of a result are performed. 

 Handling process of each database  

Processing of data side virtual DBMS and database 

accesses are performed. The processing time for processing 

of a database and virtualization processing according to a 

setup of the number of data etc. is computed and converted. 

factornutilizatioNetworkspeedLine

datacontrolofRatetransferdataofAmount
timeionCommunicat





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In a communication module, calculation and conversion are 

performed for the communication time of query reception 

based on the received query. By DB module, calculation and 

conversion of the processing time concerning query 

execution are performed and data size or the number of data 

of the result data are determined. In the virtualization 

process module, calculation and conversion of time for 

virtualization of data from the number of result data, etc. are 

performed. 

In a communication module, since a transmitting side 

process does not need to consider the existence of delay, 

such as a collision, about measurement of a communication 

time, the communication module of the receiving side 

process measures communication time. Specifically, 

measurement of communication time in case a command is 

sent to data side virtual DBMS from user side virtual DBMS 

is performed by the database side communication module 

and in case a result is sent to user side virtual DBMS from 

data side virtual DBMS, measurement is performed by the 

user side module. 

5 REFERENCE PARAMETERS FOR THE 

TIME OF VIRTUALIZATION 

PROCESSING 

In this section, we determine necessary reference 

parameters for the simulator model in Section 4. The 

parameters are determined using measurements taken from 

real virtualization processing and database access.  

Simple and preliminary virtualization processing was 

performed and the reference parameters of the processing 

time of virtualization processing and the fluctuation of the 

data volume after virtualization processing were determined. 

Although implementation was carried out in Java by the 

previous work [7], since Java operates on a virtual machine 

and delay by insufficient memory occurs, we re-

implemented the system in C.  

At this stage, since database virtualization of only RDB 

and XMLDB is assumed, only the reference parameters of 

these virtual processings are obtained. Moreover, execution 

using an actual database is not performed about processing 

of a database, but the function which returns dummy data is 

prepared. The execution environment of preliminary 

virtualization processing is as shown in Table 2. 

The reference parameters obtained in this section are the 

references only for the environment shown in Table 2. The 

reference parameters should be reconsidered and modified 

under other environments. 

About the composition of a database, RDB 'Chihou' 

assumes the database with the table and column shown in 

Table 3, and assumes the XMLDB database 'Tenkou' which 

is shown in Fig. 7. 

The XQuery used for the execution is as follows. 

 

for $A in fn:doc('Tenkou')//Item let $B := 

fn:doc('Chihou')//areainfo[@Code=$A/Station/Code] 

let $C := fn:doc('Chihou')//observ[@Code=$A/Station/ 

Code] return <result>{$B/@Code, $B/Area, $B/Kana, 

$C/Observ, $A//Precipitation, $A//Precipitations} 

</result> 
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Figure 6: System configuration. 

 

Table 2: Preliminary virtualization process execution 

environment 

OS Windows 8.1 pro 64bit 

CPU Core i5-3317U1.70GHz 2threads 

Memory 4GB 

 

Table 3: Structure of RDB 'Chihou'. 

Table name Column name 

Areainfo Code, Area, Kana 

Observ Code, Observ 

 

 

 
 

Figure 7: Structure of XMLDB 'Tenkou'. 

 

Table 4: The virtualization processing time of the 

execution result of the query of RDB (microseconds). 

Number of

result data
1 3 5

500,000 657,763 1,660,663 2,658,075

1,000,000 1,280,225 3,270,225 5,205,550

2,000,000 2,501,350 6,092,450 10,225,800

Number of columns
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Table 5: The virtualization processing time of the 

execution result of the query of XMLDB (microseconds). 

Number of

result data
1 3 5

500,000 855,000 2,285,700 3,721,778

1,000,000 1,714,250 4,554,200 7,202,556

2,000,000 3,398,000 8,741,800 14,397,000

Number of items

 

    
Figure 8: Graph of the virtualization processing time of the 

execution result of the query of RDB 

 

This XQuery is a query which acquires data from RDB 

named 'Chihou' and XMLDB named 'Tenkou'. It is the 

query of returning the result which acquired from 'Chihou' 

of the 'let' phrase based on the result of 'Tenkou' acquired 

with the 'for' phrase, in the form described after 'return' 

phrase. From the simple execution result of virtualization 

processing, virtualization processing of a query execution 

result has measured time. 

To determine the reference parameters, queries for above 

mentioned processing which return 500,000, 1,000,000 or 

2,000,000 result data, are created and executed multiple 

times. From the execution results, reference parameters are 

determined as shown in Table 4, 5. 

For the virtualization processing time of the execution 

result of the query of RDB, it is proportional to the number 

of result data and the number of columns, as shown in Fig. 8. 

Moreover it can be expressed by a linear equation of 0.953 

microseconds of inclination and 0.208 microseconds of 

intercept of the number of columns. Value by these 

parameters and actual measurement are shown in Fig. 9. 

For the virtualization processing time of the execution 

result of the query of XMLDB, it is proportional to the 

number of result data and the number of items, like RDB. 

Therefore, it can be expressed by a linear equation of 1.393 

microseconds of inclination and 0.317 microseconds of 

intercept of the number of item. 

The determined reference parameter of each processing 

time is shown in Table 6. As mentioned before, these 

reference parameters are the references only for the 

environment shown in Table 2. But, the main purpose of our 

simulator is the bottleneck discovery of database 

virtualization processing. So, we do not need to know 

absolute virtualization processing time. We need to know 

the relative ratio between the virtualization processing time 

and the database processing time. Although the database 

processing time is not shown yet in this paper, it should be 

measured in the same environment as this time, and we 

could use it. 

 
Figure 9: Value by reference parameters and actual 

measurement of the query of RDB 

 

Table 6: Reference parameter of processing time 

(microseconds). 

Processing Processing time 

Virtualization processing 

time of the execution 

result of the query of RDB 

(0.953 x Number of columns 

+0.208) x Number of result 

data 

Virtualization processing 

time of the execution 

result of the query of 

XMLDB 

(1.393 x Number of items 

+0.317) x Number of result 

data 

 

 

6 CONCLUSION 

In this research, the design and implementation of the 

simulator which measure the execution efficiency of the 

database virtualization processing in the distributed 

environment where multiple heterogeneous databases were 

connected with the network have been performed. 

However, verification and evaluation of this simulator 

itself is left yet. Therefore, it is necessary to advance to the 

next stage of performing verification and evaluation of the 

simulator, and perform quantitative measurement of 

database virtualization processing. From the result, we 

discover the bottleneck of database virtualization processing, 

and plan to accelerate the bottleneck parts in the future. 
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Abstract - Java objects used with the standard collection
should override both of its equals and hashCode methods.
Both methods need to satisfy the consistency rules or unex-
pected behaviors may cause faults that are hard to detect. A
previous study checked whether an equals method satisfies
part of the consistency rule. To avoid unexpected behaviors,
however, it is necessary to check that both the equals and the
hashCode methods satisfy the rules. This research proposes
a method which checks the consistency between equals and
hashCode methods in Java. We model Java source code and
check whether both methods satisfy the rules using an SMT
solver called Z3. We applied our proposed method to some
practical projects. As results, we detected some Java source
code that violates the rules.

Keywords: Java, equals method, hashCode method, For-
mal Verification, Satisfiability Modulo Theories (SMT)

1 INTRODUCTION

In Java, an equals method should be rightly overridden in a
class, if its objects are compared. To guarantee the appropri-
ate behavior of the collection framework, when a class over-
rides its equals method, its hashCode method should also be
overridden [1]. Therefore, a document of Oracle API defines
some rules for the methods in an Object class [2]. For exam-
ple, an equals method is necessary to satisfy reflexive, sym-
metric, and transitive properties. A method violating the rules
may cause faults. It is well known that such faults are hard to
detect [1][3][4]. Rupakheti et al. [5]-[7] presented a checker
called EQ, which is designed to automatically detect an equals
method violating the rules. EQ models an equals method and
performs model checking to check whether the equals method
satisfies part of the rules. Since EQ checks only equals meth-
ods, it cannot detect a class that may cause a fault when its ob-
ject interacts with the collection framework. Also, EQ uses a
model description language called Alloy, which cannot model
bit operations. Hence, EQ cannot model equals methods us-
ing bit operations. To avoid the unexpected behavior, we
propose a new method which checks the inconsistency be-
tween equals and hashCode methods. We use a Satisfiability
Modulo Theories (SMT) solver called Z3 [8] to manipulate
arithmetic operations and bit operations which are often used
in hashCode methods. Since the implementation patterns of
equals and hashCode methods are different, we propose new
implementation patterns of hashCode methods. Also, we pro-
pose a method which converts Java code to an expression in a
model description language called SMT-LIB [9]. We applied

our proposed method to some practical projects. As results,
we detected some Java source code violating the rules. The
rest of this paper is organized as follows. Section 2, Section 3,
Section 4, Section 5, Section 6, and Section 7 present the con-
sistency rules for equals and hashCode methods, a details of
Z3, a motivating example, how to convert Java code to SMT-
LIB, an evaluation of our proposed method and discussion,
and the conclusion of this paper, respectively.

2 CONSISTENT RULES

This section presents the rules that equals and hashCode
methods must satisfy.

2.1 Java Object Class

The Java Object class is defined as the “root of the class
hierarchy. Every class has Object as a superclass. All objects,
including arrays, implement the methods of this class.” by an
Oracle API document [2].

2.2 Consistent Rules for equals Methods

An equals method for Object class determines whether some
other object supplied through its argument equals this object.
An equals method must satisfy the following four rules except
for a null object [2].

• reflexive: for any non-null reference value x, x.equals(x)
should return true.

• symmetric: for any non-null reference values x and y,
x.equals(y) should return true if and only if y.equals(x)
returns true.

• transitive: for any non-null reference values x, y, and z,
if x.equals(y) returns true and y.equals(z) returns
true, then x.equals(z) should return true.

• For any non-null reference value x, x.equals(null)
should return false.

The equals method for Object class is defined as follows
[2]. “The equals method for class Object implements the most
discriminating possible equivalence relation on objects; that
is, for any non-null reference values x and y, this method
returns true if and only if x and y refer to the same object
(x == y has the value true). Note that it is generally neces-
sary to override the hashCode method whenever this method
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public class Sample{

private int val;

private String str;

public boolean equals(Object obj){

if (obj == null)

return false;

if (this == obj)

return true;

if (!(obj instanceof Sample))

return false;

Sample that = (Sample) obj;

if (this.str == null){

return that.str == null;

}

return this.val == that.val && this.str.equals(that.str)

}

public int hashCode(){

return val + (this.str == null ? 0 : this.str.hashCode());

}

}

Figure 1: Example of correct implementation of equals and
hashCode methods

is overridden to maintain the general contract for the hash-
Code method, which states that equal objects must have equal
hash codes.”

2.3 Consistent Rules for hashCode Methods
The hashCode method returns a hash code value for the ob-

ject. This method is supported for the benefit of hash tables
such as those provided by HashMap. The hashCode method
must satisfy the following two rules [2]. In this definition,
information implies the returned value from the method in-
voked by its equals method or a field value used in the equals
method. Thus, if some inconsistency exists between equals
and hashCode methods, a rule violation occurs.

• Whenever it is invoked on the same object more than
once during the execution of a Java application, the
hashCode method must consistently return the same in-
teger, provided no information used in equals compar-
isons on the object is modified. This integer does not
need to remain consistent from one execution of an ap-
plication to another execution of the same application.

• If two objects are equal according to the equals(Object)
method, then calling the hashCode method on each of
the two objects must produce the same integer result.

The hashCode method for an Object class returns a differ-
ent integer value for each different instance. Figure 1 shows
an example of a correct implementation of equals and hash-
Code. The sample class has val and str as the integer and
String type field values, respectively. The equals method for
the sample class determines whether an argument is the in-
stance of the sample class after it determines whether an ob-
ject passed as the argument is identical to itself. Next, if the

field value str is null, the equals method checks whether the
str in passed object is also null. Finally, it determines whether
the value of val and the string of str are identical. The hash-
Code method for the sample class concatenates the value of
val and the hash value of str. The sample class satisfies the
consistent rules for both the equals and the hashCode meth-
ods.

3 RELATED WORK

Research on the implementation and the design of a method
in Object class proposed a method that automatically gener-
ates the equals and hashCode methods. Rayside et al. pro-
posed a method which automatically generates the equals and
hashCode methods which match the user demands by using
an annotation of classes and methods [10]. This study per-
forms a dynamic analysis of source code. Grech et al. solved
the problem of the Rayside research, which consumes a long
time to verify cyclic objects by analyzing source codes stati-
cally [11]. Also, Jensen et al. proposed an annotation which
guides the user when the user copies objects by the clone
method [12]. Recently, research using model checking by
the Boolean Satisfiability Problem (SAT) solver and the SMT
solver have gained attention. Anastasakis et al. proposed a
conversion method that converts class diagrams of the Unified
Modeling Language (UML) with the Object Constraint Lan-
guage (OCL) to Alloy [13]. This research helps the developer
who would like to perform verification about Alloy without
knowledge of Alloy. Liu et al. suggested scalable bounded
model checking by representing object-oriented languages as
a bit vector of the SMT solver [14]. This research supports
high-speed verification. Balasubramaniam proposed the con-
straint solver MINION that has high scalability and provides
many functions [15]. Also, they proposed a method that auto-
matically generates a constraint solver optimized to each do-
main [16]. This research helps the generation of the domain-
specific constraint solver. Burdy et al. proposed a method that
statically verifies Java source code [17]. This method speci-
fies the code location that may cause exceptions, such as a
NullPointerException. Also, it can verify Java source code
annotated with JML. It is able to check whether each method
satisfies its constraints based on JML.

3.1 EQ

EQ [7] checks whether the equals method in Java satisfies
the consistency rules. EQ receives a type hierarchy and out-
puts whether the equals method satisfies the consistency rules.
Hereafter, a type hierarchy is a structure of classes and inter-
faces represented as a directed acyclic graph (DAG). Except
Object class, the classes and interfaces which have an inheri-
tance relation belong to the same type of hierarchy. EQ con-
sists of the following four steps. 1) Perform path analysis
for the equals method. 2) Analyze the pattern of the equals
method. 3) Convert Java code to a model described as Al-
loy. 4) Verify the model by an Alloy analyzer. EQ has two
problems. One problem is that EQ does not check whether
a hashCode method satisfies the consistent rules. The other
is that, since Alloy cannot model bit operators, Alloy cannot
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public class COSString extends COSBase{

public byte[] getBytes(){

…

}

public boolean equals(Object obj){

return (obj instanceof COSString)&& 

java.util.Arrays.equals

(((COSString)obj).getBytes(),getBytes())

}

public int hashCode(){

return getBytes().hashCode();

}

}

Figure 2: hashCode methods violating consistency rules in
PDFBox of Apache

model usual hashCode method using bit operators. In this
study, to solve those two problems, we use Z3 not Alloy.

3.2 Z3

The SMT problem is a decision problem for logical for-
mulas expressed in first-order logic. An SMT solver solves
SMT problems automatically. The SMT solver determines if
a given logic formula, which is a combination of theories ex-
pressed in first-order logic, is satisfiable. If the theories are
satisfied, the SMT solver outputs assignments for variables
that make the given theory satisfied. SAT problems are de-
scribed as theories that consist of only propositional variables.
On the other hand, SMT problems are described as theories
that consist of many propositional types, such as Int, which
are similar to the types in programming language. Also, SMT
problems can define and use functions. In this study, we de-
termine whether both the equals and the hashCode methods
satisfy the consistency rules by using the SMT solver called
Z3 exhaustively [3]. Z3 can use arithmetic operations, bit vec-
tors, arrays, and recode types. Since an SMT solver searches
the answer in bounded space exhaustively, it can verify that
no assignment violates the consistency rules.

4 EXAMPLE SHOWING MOTIVATION OF
THIS STUDY

In this section, we present the motivation of this study by
showing an example.

EQ [7] detected equals methods violating the consistency
rules by experiments for four open-source projects. The class
implemented equals methods which may cause a fault that is
hard to detect. If an instance of a class which implements its
equals method violating the consistency rules is used in the
standard collection, unexpected behavior might cause faults.
For example, if an instance of a class which has the equals
method violating the reflexive rule is used in a standard col-
lection, a contains method of the standard collection cannot
determine correctly whether the collection contains such an
instance. To check the equivalence of instances, a contains

int [] array1 = {3, 6, 2, 9};

int [] array2 = {3, 6, 2, 9};

COSString a = new COSString (array1);

COSString b = new COSString (array2);

// let assume that a.equals(b) but a.hashCode() != b.hashCode()

Set<COSString> database = new HashSet<COSString>();

database.add(a);

if (database.contains(b)) }

// expect behavior

System.out.println(“Users want this.”);

} else {

// but this clause is executed

System.out.println(“However this statement is executed.”);

}

Figure 3: Motivation Example

method of a collection such as List uses equals methods, an
unexpected behavior might occur. Also, if equals methods
judge two instances are equivalent but these two instances
return different hash values, the hashCode methods cannot
perform the correct behavior. For example, HashMap may
contain two instances judged equivalent by the equals meth-
ods. Figure 2 shows an example of the motivation of this
study. This example shows an implementation of the hash-
Code method violating the consistency rules in PDFBox of
Apache [18].

PDFBox uses java.util.Arrays.equals as the equals method
of the COSString class. Also, PDFBox uses the hashCode
method of a byte array as the hashCode method of the COSString
class. Hence, the equals method checks whether two arrays
have the same number of the elements and all corresponding
pairs of the elements in the two arrays are equal. The hash-
Code method checks whether these two arrays have the same
memory address. Therefore, if instances of the arrays are dif-
ferent and these arrays have the same elements with the same
order, the equals method judges these two objects are equiv-
alent but the hashCode method returns a different hash value
for each. In this case, HashSet may contain two instances
judged equivalent by the equals methods.

It is important that both of equals method and hashCode
method are rightly implemented, because incorrect implemen-
tation will causes unwanted behavior when programmer uses
Java Collection Frame Work with it.

For example, let us consider the program in Fig. 3. Let
assume that a.equals(b) holds but a.hashCode() !=
b.hashCode() also holds, in other words, we implement
incorrectly hashCode method against its equals method. The
program in Fig. 3 executes else clause which we do not
expect.

Thus, it is important that we check whether both of equals
method and hashCode method to be rightly implemented. The
paper (EQ [7]) already has proposed a method for checking
equals method, and therefore we focus on hashCode method.

To avoid such unexpected behavior, we propose a new method
that checks whether both equals and hashCode methods sat-
isfy the consistency rules.

Note that the implementation of both of equals method and
hashCode method is programmers’ obligation regardless the
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public class ArEntry implements ArConstants{

private String filename;

public String getFilename() {

return this.filename;

}

public boolean equals(Object it) {

if (it == null || getClass() != it.getClass())

return false;

return equals((ArEntry) it);

}

public boolean equals(ArEntry it)

if (this.filename == null)

return (it.getfilename() == null);

else

return   

this.getFilename().equals(it.getFilename());

}

public int hashCode() {

return super.hashCode();

}

}

Figure 4: Conversion example of Java source code

version of Java.

5 OUR PROPOSED METHOD

Our proposed method analyzes the Java code and models
the behavior of both the equals and the hashCode methods in
the model description language called SMT-LIB. The model
is checked by Z3. Our proposed method receives the type
hierarchy of the code and then outputs whether each equals
method satisfies the consistency rules. The proposed method
is based on static analysis.

Our proposed method consists of the following four steps.
1) It performs path analysis for the equals method. 2) It ana-
lyzes the pattern of the equals method. 3) It converts a given
Java code to a model described in SMT-LIB. 4) It verifies
the model by Z3. The path analysis generates a control flow
graph and performs data flow analysis. The data flow analy-
sis specifies what class is referred by a reference variable at
each position of the source code and specifies what methods
are called. Then, specified methods are inlined into equals or
hashCode methods if needed. The equals or hashCode meth-
ods perform some types of procedures. Therefore, pattern
analysis classifies each method into some patterns. Because it
is difficult to directly convert the hashCode procedures which
contain loops including arithmetic operation or library calls,
we analyze this procedure by using heuristic operations. After
pattern analysis, we convert Java code to SMT-LIB based on
information from the pattern analysis. Also, to check for vi-
olations of the obtained consistency rules, we give some con-
straints to the SMT-LIB model. It is very difficult to model
the first consistency rule of the hashCode method. It should

be recalled that the rule is “Whenever it is invoked on the
same object more than once during an execution of a Java ap-
plication, the hashCode method must consistently return the
same integer, provided no information used in equals com-
parisons on the object is modified. This integer need not re-
main consistent from one execution of an application to an-
other execution of the same application.” To model this rule,
it is necessary to model the concept of time. However, since
first-order logic cannot represent the concept of time, an SMT
solver cannot check the first consistency rule of the hashCode
methods. Therefore, to resolve this problem, we introduce a
more strict consistency rule which replaces the first hashCode
rule. On the other hand, since the second consistency rule
of the hashCode methods is representable in first-order logic,
an SMT solver can check the second consistency rule of the
hashCode methods directly. The substituted consistency rule
of the hashCode method is as follows. We define the first rule
below as the subset rule and the second one as the equivalence
rule.

• Subset rule: Set of fields used in hashCode methods
must be subsumed by the set of fields used in equals
methods.

• Equivalence rule: If two objects are equal according to
the equals(Object)method, then calling the hash-
Code method on each of the two objects must produce
the same integer result.

As Equivalence rule, Java specification gives a one-way
rule. Therefore the rule (1)“a.equals(b) then a.hashCode()
== b.hashCode()” is necessary while(1’) “a.hashCode()
== b.hashCode() impies a.equals(b)” does not need
to be held. Our proposed method uses only (1) as Equivalence
rule.

Figures 4 and 5 show examples of converting Java source
code (Fig. 4) to a model written by SMT-LIB (Fig. 5). In
this example, the type hierarchy has three classes. That is,
the classes are an ArConstants interface, ArEntry class which
implements ArConstants and overrides equals and hashCode
methods, and a class implementing ArConstants that does not
override equals and hashCode methods (this class is repre-
sented as UnderARC in Fig. 5). Figure 5 represents the SMT-
LIB model of the source code in the type hierarchy. Figure 5
represents the declaration of types by the class information, a
definition of the method behavior by the method information,
and the constraints used for validation by an equality check.

5.1 Path Analysis
The path analysis is similar to that of [7]. First, our method

searches equals and hashCode methods. Our method traces
the inheritance relation for a class which does not override its
equals and hashCode methods. If we detect the class which
overrides the equals and hashCode methods, we regard the
equals and hashCode methods of its parent class as the equals
and hashCode methods of such a class. If no overrides of the
equals and hashCode methods are found in an inheritance re-
lation, we regard the equals and hashCode methods of Object
class as the equals and hashCode in such a class. Next, we an-
alyze Java byte code using Soot [19] and generate its control
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;Class information
(declare-datatypes () ((Type ArEntry ArConstants UnderARC Object Null)) )
...
(declare-datatypes () (( Ref(Rfield (eqnum Int) (hsnum Int) (pointer Int)) )) )
(declare-datatypes () ((ArEntry(Arfield (filename Ref)) )) )
(declare-datatypes () (( Object(Ofield (ar ArEntry)(pointer Int)(class Type)))))
(declare-const this Object)
(declare-const that Object)
(declare-const other Object)
(declare-const nobj Object)
...
;method information
(define-fun equalsRef ((r1 Ref)(r2 Ref)) Bool

(ite (and (and (not (= (pointer r1) 0)) (not (= (pointer r2) 0))) (= (eqnum r1)(eqnum r2))) true false ))
(define-fun equalsMain ((o1 Object)(o2 Object)) Bool

(and (=> (or (= (class o1) ArConstants) (or (= (class o1) UnderARC)(= (class o1) Object))) 
(= (pointer o1)(pointer o2)))
(=> (= (class o1) ArEntry) (and (and (not(= (pointer o2) 0)) (= (class o1)(class o2))) 
(or (and (= (pointer(filename (ar o1))) 0) (= (pointer(filename (aro2))) 0)) 
(equalsRef (filename (ar o1)) (filename (ar o2)))) ) )

)
)
(define-fun hashCode ((o1 Object)) Int(pointer o1))
;equality check
...
(assert (not (equalsMain this this) ) )
...
(assert (not(iff (equalsMain this that) (equalsMain that this)) ) )
...
(assert (not(=> (and (equalsMain this that) (equalsMain that other))
(equalsMain this other)) ) )
...
(assert (not(=> (not(= (pointer this) 0)) (not(equalsMain this nobj))) ) )
...
;hashCode check
(assert (not(=> (equalsMain this that) (= (hashCode this) (hashCode that) )) ) )
...

Figure 5: Conversion example of SMT-LIB

flow graph. This control flow graph is represented by Jim-
ple. Jimple represents a Java source code as a three-address
code, in which each expression consists of one operator, two
operands, and one variable which stores the result of the op-
eration. Hereafter, we analyze a Jimple code generated by
Soot.

Our method performs a path analysis. First, our method
enumerates paths by using the obtained control flow graph.
Next, our method performs a data flow analysis for each path,
and specifies what class is referred from a reference variable
at each source code location and what methods are called.
With this information, our method performs inlining of the
method invocations in equals or hashCode methods. How-
ever, since the number of method invocations is very large,
our method limits the inlining. Our method inlines the method
invocations only in the type hierarchy. Also, our method does
not inline a getter method, which is modeled as directly re-

ferring the field values. Although our method does not inline
outer methods, it models methods of Object class, wrapper
classes, Array classes, and Collections, because the behaviors
of these methods are already well known.

Finally, our method trims the path which is unreachable
and not necessary to our model. Since our method models
the equals method as returning true, we trim the path which
returns false. Also, to avoid modeling the null pointer excep-
tion, our method trims the path which includes uninitialized
reference variables. In other words, our method enhances the
performance by trimming the path not necessary to a model.

5.2 Analyzing the Pattern of Methods

In this step, our method analyzes the pattern of the proce-
dure in equals and hashCode methods. By referring to the
modeling rules for each pattern, our method converts Java
source code to SMT-LIB. In addition to the pattern analysis,
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our method checks whether a subset rule is violated in this
step.

5.2.1 Analyzing Patterns of equals Methods
EQ introduce the six pattern of procedures in equals meth-

ods. Our method analyzes what pattern matches the equals
methods. The six procedure patterns are equivalence check-
ing of array, equivalence checking of List, equivalence check-
ing of Set, equivalence checking of Map, type checking, and
state checking. Type checking looks for the existence of the
following: checking by an instance operator in an if expres-
sion, typecasting by a cast operator, type checking by getClass
method in Object class. State checking looks for the existence
of the equivalence checking of field values and checking a
reference variable that is not null. Equivalence checking of
Array, List, Set, and Map checks whether elements in each
structure can be compared by a loop.

5.2.2 Analyzing Patterns of hashCode
Methods

We introduce the pattern of the procedure of hashCode meth-
ods and define the rules of each procedure. The hashCode
method procedure patterns are converting to int, a bit opera-
tion, and an arithmetic operation in loop. Converting to int
checks for the existence of type converting by cast operation
and type converting by library method of wrapper class. The
arithmetic operation in loop checks the existence of the pro-
cedure of an add operation in loop.

5.2.3 Checking of the Subset Rule
Our method performs checking of the subset rule. Our

method collects a set of field variables used in equals and
hashCode methods by analyzing the equals method and the
hashCode methods, and checks whether the set of field vari-
ables used in hashCode methods are subsumed by the set of
field variables used in equals methods. If a hashCode method
invokes the method of the parent classes and other methods,
since the path analysis inlines the method of the parent classes
and other methods in hashCode methods, the set of field vari-
ables used in the hashCode method contains field variables
used in such method. If the values of variables in the method
of parent classes and other methods are changed, the change
affects the return value of equals and hashCode methods. There-
fore, since it is necessary to consider such field values, we
substitute a subset rule for the first rules of hashCode meth-
ods. Two cases occur in the consistence rule of hashCode
methods. One is that hashCode methods use fields values
used in the equals method. In this case, if field values used
in the equals method are not changed, hash values also do
not change. The other case is that hashCode methods use not
only field values used in the equals method but also field val-
ues not used in equals methods. In this case, nevertheless, the
field values used in the equals method do not change, but hash
values possibly change. To check this case, it is necessary to
check relations of field values used in equals and hashCode
methods. Since it is necessary to check all methods which
modify field values, analyzing consumes many resources.

(declare-datatypes () ((Type ArEntry ArConstants UnderARC
Object Null)) )

(define-fun subof ((t1 Type) (t2 Type)) Bool
(ite (or (= t1 Null) (= t2 Null)) false

(ite (and (= t1 ArEntry) (= t2 ArConstants)) true
(ite (and (= t1 UnderARC) (= t2 ArConstants)) true

false
)

)
)

)
(declare-fun instanceof (Type Type) Bool)
(assert (forall ((x Type) (y Type))

(=> (subof x y) (instanceof x y))))
(assert (forall ((x Type) (y Type))

(=> (and (instanceof x y) (instanceof y x))
(= x y))))

(assert (forall ((x Type) (y Type) (z Type))
(=> (and (instanceof x y) (instanceof y z))

(instanceof x z))))
(assert (forall ((x Type)) (= (instanceof Null x) false) ))
(assert (forall ((x Type)) (=> (not(= x Null)) (instanceof x 

Object) )))
(assert (forall ((x Type)) (=> (not(= x Null)) (instanceof x x) )))
(assert (forall ((x Type)) (=> (not(= x ArEntry)) (not(instanceof x

ArEntry)) )))
(assert (forall ((x Type)) (=> (not(= x UnderARC)) 
(not(instanceof x UnderARC)) )))

Figure 6: Model of the instanceof operation

5.3 Conversion of Java Source Code to
SMT-LIB

This step consists of the following two steps. 1) The basic
structure conversion converts methods, inheritance relations,
classes, and field values to SMT-LIB. 2) The procedure of
the method conversion converts the procedure of the method
to SMTLIB by using information obtained from the step of
analyzing the pattern of methods.

5.3.1 Basic Structure Conversion

Our method represents classes and fields by records in SMT-
LIB. Our method defines fields used in equals and hashCode
methods. It converts all primitive values to Ints in SMT-
LIB. Since equals methods perform only comparisons, Int has
enough power to represent the result of equivalence checking.

Since hashCode methods perform any type of arithmetic
operations and usually perform typecast to int type before
arithmetic operations, our method always converts primitive
types used in hashCode methods to Ints. Our method con-
verts the enumeration field to the enum type in SMT-LIB.
Since reference variables of enum types possibly refer null,
our method models add a NULL value to the identifier intro-
duced by the enum type. Also, since the enum type of hash-
Code methods invokes a hashCode method of Object class,
our methods models the enum type of hashCode methods as
returning different values for each identifier. Our method de-
fines reference type fields by introducing the new record Ref
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Table 1: Some of the simple µ conversion rules
µ(n1+n2 ) = + µ(n1) µ(n2)
µ(n1−n2 ) = - µ(n1) µ(n2)
µ(n1∗n2 ) = * µ(n1) µ(n2)
µ(n1/n2 ) = / µ(n1) µ(n2)
µ(a1==a2 ) = = µ(a1) µ(a2)
µ(n1<n2 ) = < µ(n1) µ(n2)
µ(n1>n2 ) = > µ(n1) µ(n2)
µ(n1>=n2 ) = >= µ(n1) µ(n2)
µ(n1<=n2 ) = <= µ(n1) µ(n2)
µ(n1! =n2 ) = not(= µ(n1) µ(n2))
µ(b1||b2 ) = or µ(b1) µ(b2)

µ(b1&&b2 ) = and µ(b1) µ(b2)
µ(!b1 ) = not µ(b1)

µ(a1instanceofa2 ) = instanceof µ(a1) µ(a2)
µ(a1.getClass() ) = class µ(a1)

µ(T1.class ) = µ(T1)
µ(b1?a1:a2) = ite (µ(b1)) (µ(a1)) (µ(a1))
µ(n1|n2 ) = bvor µ(n1) µ(n2)
µ(n1&n2 ) = bvand µ(n1) µ(n2)
µ(n1 ˆn2 ) = bvxor µ(n1) µ(n2)

representing a reference type. Ref represents the object that
is out of the type hierarchy. Our method models such an ob-
ject based on the hypothesis that such a method satisfies the
consistency rules of equals and hashCode methods. Ref de-
fines a field variable that represents the reference of its object.
It is used in equivalence checking as the Int type field. Our
method defines the equals methods of Ref when a Ref object
is used. Our method does not define hashCode methods of
Ref. It models this as a reference of the hash values. Our
method models the data structure of Java by arrays and lists.
Our method represents arrays, Sets, and Maps using arrays
of SMT-LIB. An array of SMT-LIB is defined by specifying
the type of its index and its type of elements. For example,
specifying the type of index as Int represents the array. Set
is also represented by adding a constraint in which elements
are different from each other in this array. Our method repre-
sents the inheritance relation of a class by the nest of records.
However, it cannot model the behavior of instanceof, which
checks whether a class has an inheritance relation between
other classes. Hence, our method introduces the type named
Type which enumerates the type of adds null to all classes in
the type hierarchy. Our method models the instanceof oper-
ator by representing the relation of Type. Figure 6 shows an
example of an instanceof operation model. The definition of
Object class defines all classes as a field. Object class repre-
sents the runtime objects and defines a pointer as an Int type.
Type defines a field representing where the instance comes
from.

5.3.2 Conversion of the Procedure of Methods

Conversion of the procedure of methods converts Java source
code to SMT-LIB based on information obtained from the
step of analyzing the pattern of methods. First, our method
generates expression trees for each expression represented as
Jimple. Our method specifies the final expression returned by

the return expression by tracing the expression tree and ana-
lyzing how the values of variables are calculated. The opera-
tion in expressions is converted by the converting rules. Table
1 shows the simple converting rules of Java source code to
SMT-LIB. The convert function converts Java source code to
SMT-LIB, where bm and am represent subexpressions of the
boolean type and the numerical type, respectively. Tm repre-
sents arbitrary types. Java represents an expression with infix
notation, whereas SMT-LIB represents expressions by prefix
notation. Also, our method converts the instanceof operator
based on modeling previously described.

5.3.3 Conversion of equals Methods

Our method converts equals methods based on the six pat-
terns obtained from the pattern analysis. The operations used
in type checking are converted as shown in Table 1. Since ver-
ification by an SMT solver is performed on the object level,
cast operations used in the equals method are not converted.
Since statement checking compares values, the comparison
expression is converted as in Table 1. With regard to the
equivalence checking of arrays, Lists, Sets, and Maps, our
method models the method which performs a comparison in
the loop as it performs a comparison of each element of an ar-
ray. For example, let us consider an instance of a class which
has the array as the field, and performs an equals method.
Our method checks whether this equals method performs a
comparison of its field array with the array of its argument by
the same index. Next, our method checks whether a variable
used in the loop header is used as the index of the array. If
those two conditions are satisfied, our method determines it
performs a comparison. Most loop operations in an equals
method match this pattern. Since other loop operations are
rarely performed and SMT-LIB cannot evaluate statements
dynamically, our method does not model such loop opera-
tions.

5.3.4 Conversion of hashCode Methods

Our method converts hashCode methods based on the six
patterns obtained from the pattern analysis. A variable changed
by its type by a cast operation or a method of the Java class li-
brary is represented as the Int type of SMT-LIB. Operands of
bit operations are represented as 8-bit type vector types. Con-
version results of the operations to Int types are obtained by
applying bv2int functions to the result. Although Int of Java is
32 bits, if it models it as 32 bits, modeling takes an enormous
amount of time. Therefore, our method models it as an 8-
bit integer. Bit operations of hashCode methods operate two
operands and do not performs bit operations on one specific
bit. Hence, our method can perform verification. Arithmetic
operations in a loop are analyzed and our method determines
what pattern matches the operations. An arithmetic operation
in a loop can be represented as expression, if the number of
iterations is identical to the length of the array and arithmetic
operations performed in loop do not contain nondeterministic
values. However, the result of this operation is decided after
the loop is terminated. Therefore, our method limits the loop
iteration. This is well used in bounded model checking. Our
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unsat
(error "line 74 column 17: model is not available")

unsat
(error "line 80 column 22: model is not available")

unsat
(error "line 86 column 28: model is not available")

unsat
(error "line 92 column 22: model is not available")

sat
((this (Ofield (Arfield (Rfield 8 9 7)) 3 ArEntry))
(that (Ofield (Arfield (Rfield 8 9 10)) 2 ArEntry)))

Figure 7: Results of verifying the code of Figure 5

method calculates the result of the loop after 0 to 10 itera-
tions. Our method cannot verify all cases but if our method
decides a hashCode method violates the rule, this decision is
absolutely true. Similarly to the equals method, our method
does not model other loop operations.

5.3.5 Additional Constraints
Our method verifies the four consistency rules of equals

methods and the equivalence rule of hashCode methods by
an SMT solver. The SMT solver solves the constraint and
shows the assignment, which is a set of values for the vari-
ables that satisfies all constraints. Therefore, to obtain an ex-
ample of a type hierarchy which violates the consistency rule,
our method introduces the negation of consistency rules as the
constraints.

5.4 Solving Constraints by an SMT Solver
Our method verifies the SMT-LIB expression which mod-

els Java source code by using an SMT solver called Z3. In
general, Z3 determines whether a given set of constraints is
satisfiable. If it is unsatisfiable, Z3 also outputs a counter
example, which is a set of assignments of variables and inter-
pretation of functions.

Since our method uses the negation of the consistency rules
as the constraints in SMT-LIB, if Z3 outputs unsatisfiable,
then we conclude that the source code does not violate the
consistency rules. On the other hand, if Z3 outputs satisfi-
able, we conclude that the source code violates the consis-
tency rules In such a case, Z3 can output a set of assignments
which makes the input true.

Figure 7 shows the results of verification by Z3 for the
source code in Fig. 5. The bottom line shows that the re-
sult of verifying the equivalence rule of the hashCode method
and the other four lines are the results of verifying the consis-
tency rules of equals method. Figure 7 shows that violation of
the equivalence rule is detected. The optional outputs as as-
signments show that two ArEntry objects have the same field
values but their references are different.

6 EXPERIMENTS

In this section, we evaluate our proposed method by exper-
iment. We implement the verification function of the subset

public class HCatFieldSchema implements Serializable {

public enum Category {

PRIMITIVE,ARRAY,MAP,STRUCT

};

String fieldName,typeString;

Category category ;

・・・

public boolean equals(Object obj) {

if (this == obj)

return true;

if (obj == null)

return false;

if (!(obj instanceof HCatFieldSchema))

return false;

HCatFieldSchema other = (HCatFieldSchema) obj;

if (category != other.category)

return false;

if (fieldName == null) {

if (other.fieldName != null) {

return false;

}

} else if (!fieldName.equals(other.fieldName)) {

return false;

}

if (this.getTypeString() == null) {

if (other.getTypeString() != null) {

return false;

}

} else if (!this.getTypeString().equals(other.getTypeString())) {

return false;

}

return true;

}

public int hashCode() {

int result = 17;

result = 31 * result + (category == null ? 0 : category.hashCode());

result = 31 * result + (fieldName == null ? 0 : fieldName.hashCode());

result = 31 * result + (getTypeString() == null ? 0 :

getTypeString().hashCode());

return result;

}

}

Figure 8: A fixed HCatFieldSchema class

rule, part of the modeling to SMT-LIB and the verification
function of our tool. We did not implement the converting
of bit operations and loops. This is some of our future work.
Subsection 6.1 shows the results of applying our tool to some
projects. The results show the effect of methods violating the
subset rule. Subsection 6.2 shows the results for whether our
tool can detect violation of the consistency rules of equals
methods. In the experiments, we first converted Java source
code to SMT-LIB manually. Then, we applied our tool to
that model. Subsection 6.3 shows the execution time of our
tool. Subsection 6.4 shows how often the projects violated the
rules.

6.1 Evaluation of the Subset Rule
We applied our tool to Lucene 4.6.0. Table 2 shows the

results. Numclass represents the number of classes in which
the equals or hashCode methods are overridden. Subset rep-
resents the number of classes satisfying the subset rule. Vi-
olation represents the number of classes violating the subset
rule.

We discuss the four classes that violate the subset rule.
Two of the four classes contain a field variable that stores the
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Table 2: Results of violation of the subset rule

Name NumClass Subset Violation
Lucene 110 106 4

length of the array and is used in only hashCode methods.
The length of array can be calculated by the fields variable of
the array. Also, array is used in both equals and hashCode
methods. Therefore, these classes do not completely violate
the subset rule. Although these fields are declared with a key-
word “final”, our method guarantees that the reference vari-
ables refer always to the same object, but it does not guarantee
that the objects are not changed. Therefore, if the length of
the array changes, the field variable is not renewed and it does
not store the correct value.

One of the four classes contains a field variable that stores
the hash value already calculated for performance improve-
ment. This class returns the hash value generated by convert-
ing the memory address of object to an integer value. Since
this value does not change at runtime of the application, the
class does not completely violate the subset rule.

The last class does not override its equals method and in-
vokes the equals method of Object class. The equals method
of Object class does not use field values. However, this class
overrides its hashCode method and uses a field value. There-
fore, this class violates the subset rule.

6.2 Evaluation of the Equivalence Rule

We evaluated the equivalence rule through the HcatField-
Schema class of Apache Hive. This class receives a bug re-
port which states that the class overrides its equals method but
does not override its hashCode method in the past revision.
This bug is fixed in the later revision. We manually modeled
the two revisions of this class. One contains the bug and the
other fixes the bug. We conclude that our tool works correctly,
if the following two conditions are satisfied. 1) Our tool de-
tects that an unfixed class violates the consistency rules. 2)
Our tool detects that a fixed class does not violate the con-
sistency rules. Figure 6 shows the source code of the fixed
class. This class does not have its parent class. The unfixed
class does not override its hashCode method. If the hashCode
method of the unfixed class is invoked, the unfixed class in-
vokes the hashCode method of Object. The equals method of
this class determines the equivalence of two objects by com-
paring field values. However, the hashCode method returns
true if two objects are the same. Hence, this class violates the
equivalence rule. Since the hashCode method of the fixed
class returns a hash value by performing arithmetic opera-
tions involving a field value used in the equals method, the
fixed class does not violate the equivalence rule. We check
the violation of the equivalence rule by Z3. Z3 determines
the unfixed class violates the equivalence rule, but the fixed
class does not violate the equivalence rule. This result shows
that our method can detect the implementation which violates
the equivalence rule.

Table 3: Comparison of execution times
Name Path length Path analysis Pattern analysis Execution

procedure time
Lucene 16,970 12s 29s 1s 48s
Tomcat 257,590 38s 240s 2s 285s

JFreeChart 3,538,281 11,181s 11,491s 6s 22,689s

Table 4: Number of violated rules
Name equals method hashCode method totalreflexive symmetric transitive null subset equivalence

Lucene 2 0 0 0 4 1 7
Tomcat 11 3 4 3 14 7 35

JFreeChart 1 1 2 0 76 36 113

6.3 Execution Times
To evaluate the cost of checking, we applied our tool to

Lucene 4.6.0, Tomcat 8.0.1, and JFreeChart 1.0.17. We com-
pared the execution times. Figure 3 shows the results of this
experiment. The path length, the name of each step, and the
time represent the total path length of each project, the exe-
cution time of each step, and the total execution time, respec-
tively. Time represents the total execution time.

These results show that our proposed method is effective
when it checks small or medium-sized projects. Our method
can check large projects by limiting and reducing the search
space. The execution time is approximately in proportion to
the total pass length. We do not have an obvious answer to
the cause of this result. Analyzing the cause is future work.
Also, analyzing the procedure of a method and converting the
Java source code to SMT-LIB model consume over 50% of
the total execution time. We can reduce the total execution
time by improving the performance of these steps.

6.4 Evaluation of Projects
We evaluated how often the projects violate the consistency

rules. We applied our tool to Lucene 4.6.0, Tomcat 8.0.1, and
JFreeChart 1.0.17.

Table 4 shows the results of this experiment. Each name
in the rule column represents the number of implementations
violating that rule.

We discuss the causes of the violations of the consistency
rules. The causes of violating the rules of the equals methods
are those of [7]. That is, they are asymmetry null checking,
invalid type checking at type hierarchy, and mistyping. Also,
we model the method invocations for fields as a nondetermin-
istic function, and such modeling may generate wrong mod-
els. Three type hierarchies violating the rules are caused by
the wrong models. This problem can be solved by improving
our tool. For example, we can solve this problem by using
the information of method behavior from users for a method
which is not inlined.

Regarding the subset rule of hashCode methods, some classes
contain a field variable which stores the hash value already
calculated for improving the performance. This method re-
turns the hash value generated by converting the memory ad-
dress of the object to an integer value. Since this value does
not change at runtime of the application, the class does not
completely violate the subset rule. Also, regarding the equiv-
alence rule, many classes override their equals methods but
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do not override their hashCode methods, and so they violate
this rule. This violation is only in JFreeChart, not the other
two projects. Therefore, the policy of implementation of the
project may affect this result. Consequently, we claim that the
projects policy must contain the rule that if a class overrides
the equals methods, then the class must override the hashCode
methods. Also, two classes violate the equivalence rule of the
hashCode methods. This violation is caused by their equals
methods that violate the consistency rules.

7 CONCLUSION

In this paper, we proposed a method that verifies the consis-
tency between both equals and hashCode methods. Also, we
evaluated our method by experiments. Our method analyzes
Java source code and converts the code to SMT-LIB. By using
Z3, our method verifies whether the source code violates the
consistency rules. If thee code violates any of the consistency
rules, our method is able to output counter examples. The
experimental results show that our method detects that some
of the real code includes incorrect method implementations
which violate some of the consistency rules.

We will implement the functions which are not yet imple-
mented in our tool. Also, we will evaluate the performance of
our tool by applying our tool to many practical projects. Ex-
perimental results show that our method detects the inconsis-
tency of some projects, but does not show how many projects
can be checked by our tool. We will apply our method to
many projects and examine the results. These are all future
work.
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Abstract -In ubiquitous sensor networks, various sensors 

and tag readers automatically collect information in space 

and relevant information is acquired. Efficient utilization of 

the acquired information is important for providing high-

quality services that meet the users' privacy requirements. 

We use RDF triples that represent spatial information at the 

granularity of the requested security levels. In earlier work, 

we created a knowledge model that considers privacy by 

representing user information hierarchically, and we verified 

its feasibility by a simulator that we developed. Then, we 

extended this knowledge model. In this paper, we discuss 

our newly proposed extended knowledge model and its 

applicability to various spaces. In addition, we evaluate the 

feasibility of the model by using a test simulator that we 

developed. 

 

Keywords: Security and Privacy, Knowledge Model, RDF, 

Semantic Sensor Network Ontology, Sensor Network. 

1 INTRODUCTION 

In ubiquitous sensor networks, various sensors and tag 

readers automatically collect information in space and 

relevant information is acquired. It is expected that the 

amount of information in the sensor network space will 

further increase due to advances of these networks. It is also 

expected that personal information on users will be 

presented with various levels of granularity. For example, 

GPS can acquire rough location information, and cameras 

can acquire detailed location information. Efficient 

utilization of the acquired information is important for 

providing high-quality services that meet the users' privacy 

requirements. In this regard, it is possible to identify users' 

personal information by combining sensor information with 

user information that seems to be trivial by itself. Therefore, 

the risk of an indirect violation of privacy makes it difficult 

to provide high-quality services, because protecting the 

user's privacy means limiting the information obtained. Thus, 

it is necessary to consider privacy and security. Privacy 

requires protection from a third party and meeting the user’s 

privacy requirements. Security requires that the network 

does not leak information to the outside. Terminals that use 

privacy information must preserve confidentiality by means 

such as encryption or anonymity protection, and must 

impose security measures to prevent privacy information 

leakage or tampering.  

 Our research objective is RDF-based service control for 

balancing security and privacy. In this study, privacy 

information is defined as information about a behavior of 

the user that the sensor collects. In this paper, we focus on 

privacy protection. 

We have been developing a platform that integrates all the 

information in a space by using the Resource Description 

Framework (RDF). An RDF represents information about a 

resource (subject, predicate, object) in the form of an RDF  

triple [1]. An RDF triple is represented by a graph in Fig. 1. 

The RDF expresses the subject of the resources associated 

with the object through the predicate. By combining 

inference rules and a set of vocabulary, it is possible to 

connect different types of data and to make the aggregation 

of over the partial sums. RDF triples are represented with 

the granularity of any spatial information. Therefore, service 

control information or privacy information is represented 

flexibly. For this reason, using the information efficiently to 

provide a flexible service requires organizing the RDF 

triples of the control information and the service state 

information of the space required by each service. 

 On the other hand, protecting personal information 

requires collecting this information with restrictions and 

proper control [2]. In our previous study, we discussed only 

the use of restrictions, because collecting restrictions is 

outside our work scope. Thus, we define privacy protection 

as follows. Services are allowed to use only intended 

information on users. Sensors are not permitted to collect 

unintended information on users. 

We previously proposed a knowledge model that can be 

applied to a platform using RDF-based practical services [3]. 

We created a knowledge model, which is a set of vocabulary 

required for expressing services provided by the RDF and 

analyzing the RDF obtained at that time. Because our 

knowledge model considers privacy by representing user 

information hierarchically, we were able to control user 

information by adding a function that reflected user requests 

[4]. In addition, we verified the feasibility of the knowledge 

model by developing a test simulator. 

 

affiliation

located

Makoto

Security

Lab

University

 
Figure 1 Example of RDF Triple 
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The knowledge model is represented by simple and 

common logic. The service provider benefits by verifying 

whether personal information is properly used when the 

service is under development. The user benefits by limiting 

personal information in accordance with the user's intention. 

Our current work provides a level of service management 

for a particular space. That is, we extended the same service 

to a different service management system. In this paper, we 

discuss the applicability of our extended knowledge model 

to various services and various spaces, and we evaluate the 

feasibility of the extended model by using the test simulator. 

2 RESEARCH BACKGROUND 

2.1 Related Work 

Various integrated management methods for sensor 

networks have been proposed [5]. Some of the studies 

represent sensor network information by using the RDF. 

Fujinami et al. represented a physical environment model by 

a location model and an object model using the RDF [6]. 

The location model is represented by relations between a 

unit space, such as a room and a building, and unit territories, 

such as an entrance and a kitchen. The object model is 

represented by object information, such as specification 

information and operating conditions. By using these 

models, developers can handle directly required information 

for a variety of applications. Held et al. represented user-

specific information, such as user preferences, by using the 

RDF [7]. By evaluating context information and managing 

user profiles, the RDF allows for personalized, context-

aware service mediation and content adaptation. Noguchi et 

al. managed sensor information by using the RDF to realize 

intelligent support systems in a room in a home [8]. In this 

case, the system needed a mechanism for automatically 

understanding information such as the sensor configurations 

of rooms. Therefore, they proposed an RDF sensor 

description to inclusively portray sensor information. It not 

only could describe the characteristics of the sensors, but 

could also easily realize an extension of the description in 

collaboration with other knowledge information, including 

new information. With these features, it allowed unified 

processing of sensor data. An example of the applied RDF 

description is the implementation of applications, such as 

component discovery in middleware. In our study, the 

service execution rules and the user requirements are 

centrally managed in the same way as the sensor 

information. Therefore, our model is expected to provide 

both high-quality service and protection of privacy. 

Some research has discussed access control on the Web. 

Sacco et al. proposed the Privacy Preference Ontology that 

enables fine-grained access control [10]. This ontology has a 

vocabulary for defining fine-grained privacy preferences for 

RDF data. This ontology restricts a resource, a particular 

triple and a group of triples. By using this ontology, access 

control to privacy information is restricted by the properties 

that a requester must satisfy. Carminati et al. proposed an 

access control framework for social networks by specifying 

privacy rules using SWRL (Semantic Web Rule Language) 

[9]. 

Sensor Group

Services

Platform

Sensor data acquisition unit

RDF triple generation rule management unit

RDF triple management unit

Service control unit

Service execution rule 

management unit

Service execution 

judgment unit

 
 

Figure 2: Overview of system functions 

 

Additionally, user/resource relations were modeled by using 

RDF/OWL (Web Ontology Language). Because the Web 

contains a lot of privacy information, access control is 

effective as a method of privacy protection. Similarly, 

privacy protection using the RDF in a sensor network was 

studied. Jagtap et al. investigated privacy protection by 

using the RDF [11]. They proposed a model for representing 

the user's environment, position, and activities. An 

important element of their study was the use of collaborative 

information among sharing devices, which share and 

integrate knowledge about the contexts of the collaborative 

information. Therefore, mechanisms for privacy and 

security were required. They used the RDF to specify a 

high-level declarative policy describing the settings for 

sharing user information.  

Our study presents a framework to provide users with an 

appropriate level of privacy for a mobile device and to 

protect the personal information gathered, including 

personal information that can be inferred from other 

information. Our study assumes an environment where the 

mobile devices are owned by individuals, and sensors, such 

as camera sensors and positioning sensors, are placed in 

each location. Therefore, our model is expected to protect 

privacy while providing a variety of services.  

2.2 Development of Platform 

As described in Section 1, we have been studying a 

method to integrate all the information in a space by 

describing sensor information, user information, and service 

states for using the RDF [12]. We aim to control services in 

the sensor network space by using RDF triples to provide 

services and information corresponding to the users' requests. 

Furthermore, to provide a high-quality service and to protect 

the privacy information of the user by reflecting the user 

requirements into the usage rights of RDF triples, we have 

been developing a platform that uses the appropriate 

information that satisfies the users' requirements. Figure 2 

shows an overview of the functions of this platform. The 

functions are to generate RDF triples from the spatial  
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Table 1: Generated RDF triple rule 

Rule Generated RDF triple

userA is located at (x, y) (userA, locate, (x, y) )  
 

Table 2: Service execution rule 

Subject Predicate Object

Lighting

control
User locate Room Light on

RDF triple
Service

Excutive

instruction

 
 

information acquired from sensors and to select provided 

services based on the RDF triples. These processes are 

carried out in "the RDF triple generation rule management 

unit" and "the service execution rule management unit". In 

the RDF triple generation rule management unit, RDF 

triples are generated from the acquired sensor information 

based on the RDF triples from the RDF triple generation 

rules. Here, the generating rule for the RDF triples is 

managed as a set of rules, or triggers, for generating new 

and already generated RDF triples. Table 1 shows an 

example of a generated RDF triple rule. The service 

execution rule management unit selects the services that can 

be provided by checking the RDF triples passed from the 

service control unit to the service execution rules. In 

addition, the service providing service execution rules, the 

RDF triples that trigger the service, and the service 

execution instruction are managed as a single set of rules. 

Table 2 shows an example of a service execution rule. 

2.3 Creation of Knowledge Model 

As described in Section 2.2, spatial information is 

represented by an RDF. We define the vocabulary and the 

relations of spatial information as a knowledge model 

expressed by the RDF. To create a knowledge model that 

can provide a service, it must be created after stipulating the 

service requirements envisioned. However, the service that 

runs on this platform is not yet defined. Therefore, an 

effective approach is to create a primary knowledge model 

first and then extend it gradually. 

The primary knowledge model is created with a clear 

description of the technical issues for practical use, while 

considering and evaluating the services as a prototype. 

Specifically, the resources required for the services are 

assumed. Next, the state transition of the resources is 

expressed by an RDF graph (a set of RDF triples). Then, the 

resources within the RDF graph are classified into sets of 

the same type. A knowledge model is created to represent 

the relation between sets. For example, the primary 

knowledge model is applied to a service of the same type. A 

new service concept is introduced when one is lacking. Thus, 

by extending the knowledge model, a more general 

knowledge model is created. 

 

 
Figure 3: An example of the created knowledge model 

 

In such a manner, we created the knowledge model shown 

in Fig. 3, which is intended for a university. In this figure, 

an ellipse represents a resource, and an arrow expresses a 

predicate. A feature of this knowledge model is that the 

domain corresponds to a subject, and the range corresponds 

to an object, shown as (predicate_property, domain, 

domain_name), (predicate_property, range, range_name). 

This RDF triple expresses a resource that is the subject of 

the relation and the object of the relation. Thus, when RDF 

triples are added to the RDF graph, the inference is that 

resources belong to a classification with a focus on the 

predicate [3]. In addition, by using a hierarchical 

representation of the affiliation information of the user, it 

becomes possible to restrict the use of privacy information 

[4]. We examined the flexibility of the service execution 

rules by an experiment using this knowledge model in a 

simulator [3]. 

2.4 Development of Simulator 

No real system has been developed to provide services by 

using the knowledge model created in Section 2.3. Because 

the platform includes ambiguous parts, such as the storage 

method of the service execution rules, we cannot clearly 

verify the feasibility of the knowledge model. Therefore, we 

developed a simulator to apply the knowledge model [13]. 

In the simulator, we developed several functions, such as 

input of RDF triples, introduction of new RDF triples by 

inferring, reflection of user requests, and selection of 

executable services. Jena was used for development of the 

simulator [14]. Jena provides a framework for processing 

RDFs, and an inference engine. Graphviz was used to 

visualize the RDF graph [15]. We demonstrated the 

operation of each function and verified the feasibility of a 

service control by the knowledge model [4]. 

One of the beneficial features of the simulator is a 

function for reflecting user requests in order to limit the 

information used in the sensor network space. In Fig. 2, this 

function is executed in the RDF triple management unit. The 

user requests are managed in the form of inference rules. 

Specifically, RDF triples representing the restrictions (user 

information, permit, no) are added by using the inference 

rules, and only usable information is outputted based on 

these added RDF triples. Here, “no” means permit is denied. 
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Figure 4: RDF graph for entry permit information for a faculty user 

 

 

2.5 The Need for the Sensor Concept and 

 Collecting Restrictions 

The main resources in the sensor network space can be 

divided into space, user and service. Space is divided into 

"environment" and "sensor". "Environment" is a place for 

providing services. For example, the environment is stations, 

a university or a home. "Sensor" obtains the spatial 

information. In the previous study, we also focused on the 

service control using the RDF, but it was limited to only 

"environment" in spatial information. We considered service 

control information as information directly related to the 

service. We did not discuss the sensor at that time. 

Therefore, as a next step, it is necessary to incorporate the 

concept of the sensor to create a more general knowledge 

model. 

In addition to introducing the concept of the sensor, it is 

also necessary to consider again the restrictions on 

collecting information, as discussed in our previous study 

[4]. To meet the requirements of more users, the RDF triples 

acquired from a sensor only use information allowed by the 

user. In addition, RDF triples are not applied except for 

those uses. The results of the study are as follows. 

3 EXTENDED KNOWLEDGE MODEL 

3.1 Assumed Service 

The assumed service is entry management in a university 

campus according to the affiliation information of a user. 

For example, one service is unlocking the entrance door if 

the user is enrolled in the affiliated faculty. We make the 

following assumptions. The service manager is able to 

attach the affiliation information for the user (faculty), and 

the user is able to specify the affiliation information for  

Table 3: Service execution rule for room entry 

Subject Predicate Object

User permit Room

User affiliation
Affiliation

information

Executive

instruction

Entry

Management
Open

Service
RDF triple

 
 

which the service is available. We considered the 

"environment" as a cafeteria, three buildings, five rooms in 

each building and the main gate to the university campus. 

Figure 4 illustrates the relation between entry permission 

and user affiliation. A user must belong to the university in 

order to pass through the main gate. Similarly, the faculty 

must belong to the university in order to enter a building. 

The faculty must also belong to the corresponding 

department in order to enter a classroom. For example, users 

can enter room A1110 if they have the affiliation 

information of faculty. They can enter the cafeteria if they 

have the affiliation information of the university. Each entry 

has a keycard system in conjunction with the entry permit 

information outputted from the service, and the RDF triples 

are assumed to have been inputted into the system in 

advance by the service administrator.  

As described in Section 2.3, our RDF-based service 

extracts the information required for the service provision 

from the assumed service. Service execution rules are 

created by analyzing the information to trigger the service 

execution from the service contents. The service is then 

provided when the affiliation information for the user is 

inputted and room entry is allowed. For example, an RDF 

triple indicates whether a user can pass through the main 

gate of the university (university, entrypermit, maingate). In 

another example, the trigger for room entry is represented 

by the RDF triples (user, affiliation, Department of 

Information Media), (user, permit, Room A1110). Table 3 

shows the service execution rule for room entry.  
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3.2 Privacy of Extended Knowledge Model 

We created an extended knowledge model based on the 

assumed service described in Section 3.1 [4]. Specifically, 

the model contains the affiliation information for the user 

and the model of the university's sensor network space 

corresponding to "environment". 

For the "sensor" that obtains spatial information, we used 

the Semantic Sensor Network Ontology (SSN) proposed by 

the W3C [16]. This ontology describes sensors, observations, 

and related concepts. For example, Sensor, Sensor Output, 

Sensor Input, and Device are basic resources of the sensor 

[17]. Therefore, we consider that these resources are 

sufficient as a primary model of the sensor. 

It is necessary to incorporate the collecting restrictions, as 

described in Section 2.5. The collecting restrictions can be 

realized by sensors that are not permitted to collect 

unintended information on users. For example, a camera 

sensor can acquire position information, but a user who does 

not want to be recorded might feel that he or she wants to 

stop this camera sensor. If sensors are permitted to simply 

reflect the user's request, all sensors will be stopped. Thus, 

the services are likely to be provided frequently. Therefore, 

in terms of efficiency, we decided to stop the sensor only 

when all users in the space do not wish to collect the 

information. For this reason, to indicate the availability of 

the sensor, we added a predicate "hasAvailability". The 

predicate is the relation between the user and the sensor. In 

addition, a word with the prefix "ssn." indicates that it is a 

vocabulary of the SSN. Figure 5 shows the extended 

knowledge model based on this information. 

Moreover, we needed to introduce new inference rules on 

the collecting restrictions. The collecting restrictions are 

realized by the following formulas using SWRL. If the user 

does not have the "hasAvailability" predicate, the simulator 

does not use the affiliation information of the user (Formula 

1). If the RDF triple (user, hasAvailability, sensor) is not 

added, the sensor stops working (Formula 2).  

 

no) ,Permit( 

ilability)ssh.hasAva ,noValue(

 ) ,(nAffiliatio

onof?affiliati

?user

onof?affiliati?user





 (1) 

 

down) ,Permit( 

) y,ilabilityBssh.hasAvanoValueof(

?Sensor

?Sensor


 (2) 

 
 

 
Figure 5: A part of the extended knowledge model 

 

4 SIMULATION EXPERIMENTS  

This section describes our simulation experiments. The 

experiments were executed to verify that the extended 

knowledge model is able to protect privacy information by 

using the user affiliation information.  

4.1 Experimental Environment 

The environment is the same as that described in Section 

3.1. We made the following assumptions for the experiment. 

Each user has a smartcard. The physical location of the 

university is the sensor network space. The physical location 

can be uniquely identified by the geographical coordinates 

of latitude and longitude. All locations in the university have 

the names of identified strings assigned by public authorities. 

Sensors are installed in the vicinity of the door or the gate 

for each location. Sensors used in this space are a camera 

sensor and a smartcard reader. The camera sensor obtains 

name information for the users present in the space. The 

smartcard reader obtains affiliation information for the users. 

The individual can then be authenticated by comparing the 

information in the smartcard and the information acquired 

by the camera sensor. The acquired sensor information is 

converted to RDF triples automatically. The difference from 

the previous experiment [4] is the sensor information and 

increased number of relations. The relations of entry 

permission and affiliation information for the user are 

shown in Table 4. 

We assumed the following two scenarios in the 

experiments. The difference between the two scenarios is 

that sensor information input is added only in scenario A 

(Steps 2 and 3). Then, service execution rules and the 

knowledge model are assumed to be stored in the database 

in advance. The user is assumed to be a student of Faculty of 

Engineering at this university in the Department of 

Electronic Engineering. 

Scenario A: 

1) Input the initial state of the assumed space. 
Specifically, the service administrator enters RDF 

triples indicating the building permit and the space 

information into the simulator. 

2) Enter the user requirements. The user selects the 

available user information and the available sensors 

and enters them into the simulator. All sensor and 

user information is supposed to be available at this 

time. 

3) The acquired sensor information, such as affiliation 

information, is inputted in the simulator. 

4) Generate new RDF triples to perform inference 

processing by using the input information. 

5) Determine whether the entry management service 

can be performed by using an RDF graph. 

6) Suggest the possible entry locations. 

Scenario B: 

A similar scenario is carried out, but this one does not use 

the available sensors in Step 2 above. 
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Figure 7: RDF graph after inference processing (Scenario A) 

 

Table 4: Some of the inputted RDF triples 

Subject Predicate Object

University department Engineering

University department Future Science

Future Science faculty Information Media

A room A1101

University entrypermit Maingate

Engineering entrypermit A

Information Media entrypermit A1110  
 

 
Figure 6: A part of the knowledge model 

 

We evaluated the feasibility and flexibility of the 

extended knowledge model. In addition, we evaluated the 

feasibility of collecting restrictions to meet the user 

requirements. 

4.2 Experimental Results 

Here we present the results of the experiments described 

in Section 4.1, where the scenarios were executed by the 

simulator. Figure 6 illustrates a part of the result of Step 1. It 

can be seen that the smartcard and the camera sensor were 

associated with the SSN. 

 
Figure 8: Screenshot of the list of locations that user is 

permitted to enter (Scenario A) 

 

 

Figure 7 illustrates the result of Step 4 in scenario A. 

From this figure, it can be seen that by inference processing, 

many RDF triples were automatically generated. Figure 8 

shows a list of the rooms where the user is permitted to enter.  

Figure 9 shows the results of applying the inference rule 

collecting restrictions on the user request inputted in Step 2 

in scenario B. The available information was eliminated 

because the user does not have the "hasAvailability" 

predicate. Figure 10 illustrates the result of Step 4. As 

compared with Fig. 7, Fig. 10 shows that the RDF graph is 

divided into two groups. This is because the affiliation 

information for the user is not bound to the entry permission 

information. Figure 11 shows a list of the rooms where the 

user is permitted to enter. 
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Figure 10: RDF graph after inference processing (Scenario B) 

 

 
Figure 9: Screenshot of the result of collecting restrictions 

(Scenario B) 

4.3 Discussion 

The RDF graph in the upper part of Fig. 9 shows the user 

requirement. The RDF graph in the middle part of Fig. 9 can 

be derived from the inference rule in Formula 1 and the 

RDF graph in the upper part of Fig. 9. One example is 

(Makoto, affiliation, Electronic Engineering). The "Makoto" 

subject does not have the "hasAvailability" predicate. 

Therefore, (Electronic Engineering, use permit, no) is 

generated. The RDF graph in the lower part of Fig. 9 shows 

that the user’s affiliation information was eliminated. For 

this reason, collecting restrictions was executed in 

accordance with the user by using the extended knowledge  

 
Figure 11: Screenshot of the list of rooms that the user is 

permitted to enter (Scenario B) 

 

model. Moreover, the derived RDF graph shows the user 

affiliation information cannot be used. Therefore, it was 

considered that the restriction of privacy information that 

satisfies the users' requirements was fulfilled. However, the 

resource indicating the user name remained in the RDF 

graph of the lower part of Fig. 9. Therefore, it seems that 

this privacy information needs to be removed. 

In Scenario A, all user information is supposed to be 

available. As compared with Fig. 4 and the user’s affiliation 

information (University: TDU, department: Engineering, 

faculty: Electronic Engineering), all the permitted rooms are 

found. As a result, the entry management service lists all the 

permitted rooms, as shown in Fig. 8. In Scenario B, all 
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sensors are not supposed to be available. Thus, the permitted 

room does not exist. Figure 11 shows that the entry 

management service is not provided. For this reason, entry 

into permitted rooms was properly listed in the newly 

defined space. In the two scenarios, we confirmed that the 

provision of services can be automatically executed. This 

result shows the feasibility of the sensor network space by 

using the knowledge model in a variety of spaces. 

The results of this study show a possible resolution to the 

security issue in privacy protection. 

5 CONCLUSION 

The purpose of this study was to confirm whether an 

RDF-based service implementation method keeps balance of 

service provisions that efficiently employ state information 

and privacy protection at the same time in a ubiquitous 

sensor network. In this paper, we extended the knowledge 

model by introducing the concept of a sensor by Semantic 

Sensor Network Ontology. In addition, we expressed the 

collecting restrictions by adding inference rules. We also 

verified the feasibility of the extended knowledge model and 

collecting of restrictions by experiments on the simulator 

that we developed. As a result, we found a possible 

resolution to the issue of balancing security and privacy. 
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