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Abstract - Sensor networks consisting of nodes with limited 
battery power and wireless communications are deployed to 
collect useful information from the field. Gathering sensed 
information in an energy efficient manner is critical to 
operate the sensor network for a long period of time. 
LEACH is very energy-efficient routing protocol based on 
clustering of the sensor nodes. However, energy 
consumption of nodes tends to become uneven in LEACH. 
HEED improves the LEACH clustering algorithm by using 
information of residual electric power of nodes. Although 
HEED provides better performance than LEACH, it does 
not consider the number of adjacent nodes. Therefore, the 
cluster head does not efficiently cover the nodes in HEED. 
HIT and MR-LEACH are based on a small transmission 
range and multi-hop communication. Though these methods 
have improved the performance dramatically, unbalance of 
the electric power consumption is remained. In this paper, 
we propose energy-efficient clustering algorithm 
considering adjacent nodes and residual electric power. 
Characteristics of our approach are stepwise clustering from 
an initial cluster head and dynamic change of cluster size. 

 
Keywords: sensor networks, stepwise clustering, energy-
efficient routing. 

1 INTRODUCTION 

In recent years, there has been a growing interest in 
wireless sensor networks. Wireless sensor networks are 
composed of a large number of sensor nodes with limited 
energy resources. Energy efficiency is a key design issue 
that needs to be enhanced in order to improve the life span 
of the entire network. Usually, energy consumption can be 
divided into three domains: sensing, communication and 
data processing. Of the three domains, a sensor node 
expends maximum energy in data communication. One of 
the primary concerns with respect to sensor networks 
applications is the design and development of energy-
efficient routing protocols that consume power more evenly, 
thus result into a prolonged network lifetime.  

Available routing protocols for sensor networks are 
classified as data centric, location-based, QoS aware, and 
hierarchical. Data centric protocols use flooding or 
gossiping to transmit data [1-3]. Though the cost of routing 
is small, the number of data will be transmitted. Location 
based routing require the location information to determine 

an optimal path so that flooding of routing-related control 
packets is not necessary [4-6]. On the other hand, QoS 
aware protocols address various requirements such as 
energy efficiency, reliability, and real-time requirements [7]. 
Finally, the hierarchical protocols such as LEACH[8], 
HEED[9], HIT[10]  and MR-LEACH[11] form clusters with 
cluster heads in order to minimize the energy consumption 
both for processing and transmission of data. 

Clustering in Wireless Sensor Networks (WSNs) provides 
scalability and robustness for the network; it allows spatial 
reuse of the bandwidth, simpler routing decisions, and 
results in decreased energy dissipation of the whole system 
by minimizing the number of nodes that take part in long 
distance communication. LEACH is very energy-efficient 
routing protocol based on the clustering of the sensor nodes. 
In LEACH, non-cluster-head nodes first send their data to 
the cluster heads (CHs), and then CHs send the data to the 
base station (BS). Each link of non-cluster-head to CH and 
CH to BS is one hop. The cluster formation in LEACH is 
changed and CH is also changed periodically. Therefore, the 
load of CH is distributed all sensor nodes. However, energy 
consumption of nodes tends to become uneven in LEACH. 
On the other hand, HEED improves the LEACH clustering 
algorithm by using information of remaining electric power 
of nodes. Although HEED provides better performance than 
LEACH, it does not consider the number of adjacent nodes. 
Therefore, the CH does not efficiently cover the nodes in 
HEED. HIT and MR-LEACH are based on a small 
transmission range and multi-hop communication. Though 
HIT has improved the performance dramatically, unbalance 
of the electric power consumption is remained. Since MR-
LEACH did not take account about the node coverage by 
CH, the effect of the cost reduction of CH was not so high.  

To improve the life time of wireless sensor networks, we 
have proposed an energy-efficient clustering algorithm [12]. 
The algorithm selects CHs by using information of adjacent 
nodes and residual electric power. Sensor nodes are covered 
with few CHs and sensed data is transmitted to sink node by 
multi-hop communication. Therefore, the life time of the 
sensor networks is improved. However, because the cluster 
size is fixed in our previous work, some sensor nodes not 
covered by CH become single CH which is a problem of our 
algorithm. In this paper, we propose energy-efficient 
clustering algorithm considering adjacent nodes and residual 
electric power. The size of the cluster gradually grows from 
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a small size, and the algorithm can efficiently cover the 
sensor nodes.  

The remainder of the paper is organized as follows. 
Section 2 summarizes related work. In Section 3 we present 
our clustering algorithm in detail. In Section 4 we show 
effectiveness of our algorithm via simulations and compare 
it to other clustering techniques. Finally, we conclude our 
paper and draw directions for future work in Section 5. 
 

2 RELATED WORKS 

2.1 LEACH 

In this section, we described LEACH (Low-Energy 
Adaptive Clustering Hierarchy)[8], a clustering-based 
routing protocol that minimizes global energy usage by 
distributing the load to all the nodes at different points in 
time. LEACH is completely distributed, requiring no control 
information from the base station, and the nodes do not 
require knowledge of the global network in order for 
LEACH to operate. The key features of LEACH are: 

 
1) Localized coordination and control for cluster setup and 

operation. 
2) Randomized rotation of the “base stations” or “cluster-

heads” and the corresponding clusters. 
 
As a result, the load is distributed, and longevity on the 

entire network can be extended. Here, the “cycle” is the 
period which all nodes send the data once to the base station. 
The “round” is the period between the changes of CH. 

All nodes can communicate to the base station directly in 
LEACH. All nodes know the probability p which each node 
try to become CH in the first round. When the round 
changes, node n decide whether try to become CH in the 
new round based on the equation (2.1). If a random number 
created by the node n is greater than the result of the 
equation (2.1), the node tries to become CH. 
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Here, the r is a number of rounds, G is the set of nodes 
which did not become CH in the 1/p past round (0<p<1). In 
other words, each node must become CH once in 1/p rounds. 

 The node which tries to become the CH sends the CH 
advertisement to neighboring nodes. The node which does 
not try to become the CH waits the CH advertisement during 
the fixed time. The node which receives the CH 
advertisement adds the node to the list of CHs with the RSSI 
(Received Signal Strength Indicator) of the node. When the 
waiting time is finished, non-cluster head node chooses the 
CH with the strongest RSSI among the list, and transmits the 
participation request. Data is transmitted directly to the sink 
without belonging to the cluster when there is no node 

which received the CH advertisement. On the other hand, 
the node transmitting the CH advertisement waits the 
participation request. When all the participation requests are 
received, the TDMA transmission schedule of the cluster 
member is made, and the CH transmits to the member. If the 
transmission schedule is received, the member memorizes 
the order of the transmission until the CH alternates. If the 
round changes, the process is executed for each round. 

The cluster member transmits the sensor data to the CH in 
order on schedule after the schedule reception, and the CH 
compresses the data and transmits the data to the sink after 
data is received from all members. This is a flow of one 
cycle of one round in LEACH. 

In LEACH, however, there is a problem that the power 
consumption of the node becomes unbalance easily. The 
reason is that the decision to become CH is based on only 
the frequency. Therefore, the node far from the sink node 
consumes energy early. There is the CH that no members 
exist in the cluster. There is the round that any nodes do not 
become the CH.  

2.2 HEED  

HEED (Hybrid, Energy-Efficient Distributed cluster-
ing)[9] is a clustering algorithm that improves the problems 
in the LEACH. The probability to become CH is based on 
the ratio of the initial electric power Emax and the current 
residual electric power Eresidual in HEED. Therefore, the node 
that has the more electric power is easier to become CH. 

There are two states in the CH, the tentative CH and final 
CH. If the node broadcasts the final CH advertisement, the 
node serves the CH in the round. On the other hand, if the 
node broadcasts the tentative CH advertisement, the node 
may cancel the advertisement and join to other cluster that 
the total communication cost becomes small. 

In HEED, the probability of the node that try to become 
CH (CHprob) is given as follows. 
 









= min
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E

ECCH residual
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Here, Cprob is the rate of the CH given beforehand. pmin is 
the minimum value of the CHprob, that is decided in inverse 
proportion to Emax.  

After calculating CHprob by equation (2.2), each node 
repeats the following process. Flowchart is depicted in 
Fig.2.1. 

 
(1)When one or more CH advertisements are received 

including own one: 
The node that the communication cost is smallest is 

selected as CH. 
 If the node is myself: 
a)If CHprob=1, the node broadcasts final_CH message. 
b) If CHprob<1, the node broadcasts tentative_CH message. 
(2) When no CH advertisement is received: 
a)If CHprob=1, the node broadcasts final_CH message. 
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b) If r<=CHprob, the node broadcasts tentative_CH message. 
r is a random number from 0 to 1. 

(3) If CHprob=1, the iteration is end. 
(4) If CHprob<1, CHprob= min(CHprob*2, 1), the iteration 

restarts. 
 
If the node does not broadcast the final_CH message in the 

iteration, the node selects the own CH from other nodes 
from which the node receives the final_CH message. If there 
is no node that the node receives the final_CH message, the 
node becomes CH and broadcasts the final_CH message. 

 

2.3 HIT  

HIT (Hybrid Indirect Transmissions) [10] uses multi-hop 
communication to control electric wave interference and to 
reduce the electric power consumption. It is effective to 
support parallel communication. HIT consists of the 
following seven phases. 

 
(1)Phase 1: CH selection 
 In this phase, one or more CHs are selected. Each cluster 

has one CH. In case of single cluster, CH can be rotated 
based on the node ID. 

(2)Phase 2: CH advertisement 
 In this phase, the selected CHs broadcast the node in-

formation as the Advertise message. The node j which is not 

CH and receives the message calculates the distance from 
the CH and joins to the nearest cluster. The node j has the 
distance to node H (CH) as the d(H, j).  

(3)Phase 3: Cluster set up 
 In this phase, one or more clusters are created and relation 

of upstream/downstream are set up. At first, the node j 
which is not CH broadcasts Member message that includes 
the CH and distance to CH. By this exchange of information, 
all nodes calculate the distance to other node and keep the 
information to the distance to CH of other nodes. From this 
information, the upstream node u of node i is calculated by 
that information base on the following condition. 

 1)d(u, H)<d(i, H) 
 2)d(i, u)<d(i, H) 
 The condition 1) means that the transmission cost to the 

upstream node is smaller than to the CH. The condition 2) 
means that the upstream node is nearer to the CH than node 
i. 

(4)Phase 4: Route set up 
 All nodes broadcast the Upstream message that includes 

the distance to the upstream node after the decision of the 
upstream node in Phase 3. All nodes are notified that the all 
upstream nodes of all nodes by this message. All nodes can 
set up the downstream node set. 

(5)Phase 5: Blocking set calculation 
 In this phase, the node j which is blocked by node i is 

calculated, when node i transmit to the upstream node. The 
condition is as follows. 

Start

Calculation of CHprob

One or more CH 
advertisements are received 
including own one:

If CHprob<1, CHprob=
min(CHprob*2, 1), the iteration 
restarts.

Selected CH is 
myself?

The node with the smallest 
communication cost is selected as CH.

EndCHprob ==1

:a)If CHprob=1, the node broadcasts
final_CH message.
b) If CHprob<1, the node broadcasts
tentative_CH message.

If CHprob=1, the node broadcasts
final_CH message.

Yes

No

Yes

No

Yes

No

If r<=CHprob, the node broadcasts
tentative_CH message. r is a random 
number from 0 to 1.

 
 

Fig. 2.1 Flowchart of HEED. 
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  d(i, ui)>d(i, uj) 
Now, ui is the upstream node of i and uj is the upstream 

node of j. 
 The nodes that satisfy the condition are called as the 

Block node list. Each node broadcasts the list. The node that 
the message receives makes the Block table that is the node 
set blocks to transmit to the upstream node. 

(6)Phase 6: TDMA scheduling 
 In this phase, each node calculates the TDMA schedules 

that maximize the parallel communication that avoid the 
collision.  

(7)Phase 7: Data transmission 
 In this phase, each node senses the environment and 

transmits the data based on the TDMA schedule made by 
the previous phase. 

2.4 MR-LEACH  

MR-LEACH [11] uses multi-hop communication to 
reduce the electric power consumption. In this method, the 
residual battery power is considered to select the CH node. 
There are two phases to construct clusters in this method.  
First phase is a cluster construction phase and second phase 
is a route construction phase.  

(1)Cluster construction phase 
At first in the round, all nodes in the network exchange a 

Hello message with the nodes in the area of distance r. In 
the message, the sender node ID and residual battery power 
are included. Each node receives the Hello messages from 
neighboring nodes and manages this information. After the 
exchange of the Hello message, each node compares the 
residual battery power. If a node has the maximum battery 
power in the neighboring nodes, the node becomes CH and 
sends CH advertisement message. In the message, the node 
ID of the CH is included. If non-CH node receives the CH 
advertisement message from neighboring node, the node ID 
and the strength of received signal are stored in the memory. 
After receiving some advertisement messages, the non-CH 
node select the CH which has the strongest received signal.  

(2)Route construction phase 
At first in this phase, the sink node broadcasts the 

confirmation message to all nodes. The all CH nodes which 
receive the confirmation message broadcast the response 
message within the range of r’ ( r’>r). 

The sink node receives the response messages and stores 
the ID of CH node to the node list of the layer 1. In a word, 
the list of layer 1 is the list of CH in the range of r’ from the 
sink. Next, the sink node broadcasts the confirmation 
message including the node list of layer 1. 

The CH node which receives the confirmation message 
confirms whether this node is included in the list. If the node 
included in the list, the node understands that the node is 
included in the layer 1. Otherwise, the node broadcasts the 
response message within the range of r’. 

If CH in layer 1 receives the response from other CH, it 
sends the node ID of the response message to the sink. If the 
sink receives the message, it stores the node ID to the node 
list of the layer 2. 

After receiving all layer 2 node IDs, the sink node 
broadcasts the confirmation message including the node list 

of layer 1 and 2. Then, the CH which is not included in the 
layer 1 and 2 responses the message. 

This process is iterated until all CH doesn't respond. As a 
result, a hierarchical cluster that centers on the sink is 
composed like Fig.2.2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.5 Other related works  

There is PEGASIS[13] as one of the other methods. 
PEGASIS uses the chain structure instead of the cluster. 
TPC[14] uses the chain structure in the intra-cluster 
communication. These methods are based on location 
information. Because our method is not based on location 
information, these methods are not compared in this paper. 

RPL[15] is a routing protocol for low power and lossy 
networks. Security improvement of RPL is proposed in [16]. 
Performance of data gathering is improved in [17]. These 
protocols are offering routing based on the reliability of the 
link. Because usual reliability is assumed in the link in our 
method, these methods are not compared in this paper. 

 

3 CLUSTERING ALGORITHM  

3.1 Basic concept  

In this section, we propose the clustering method to con-
sider the adjacent node set and the residual electric power. 
In the proposal method, all nodes other than the sink ex-
change the Hello message of each round, which contains 
information on own residual electric power and the adjacent 
node set. As a result, each node can maintain information on 
the adjacent node set and the residual electric power for the 
nodes.  

At first, the sink selects the first CH. Other CHs are 
selected radially by the first CH to cover the surrounding 
nodes. To prevent flooding of the CH, the CH is selected to 
cover a lot of nodes. CH has been selected like evenly 
consuming the electric power by considering the amount of 

Sink

Cluster Head

Layer 1
Layer 2

Layer 3

Non Cluster Head

 
 

Fig.2.2 Route construction in MR-LEACH. 
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the electric power remainder. The transmission power is 
saved as the small range for collection of the sensor data. 
The range is controlled by the sink node. The collection of 
the sensor data from the node which cannot communicate 
with the sink node directly becomes possible by using multi-
hop communication of CHs.  

The transmission power used in the clustering phase is 
small at first. The transmission power means the size of the 
cluster. In our algorithm, some sizes are prepared to the 
cluster. If all nodes in the network are not covered by any 
clusters, the size of the cluster is enlarged and clustering is 
executed again.  

3.2 Cluster head selection  

In this section, the algorithm for CHs selection in a round 
is explained. It is designed by modifying the algorithm for 
the landmark node selection in ad hoc networks[17]. The 
following is the process of the algorithm. 

 
(1)Hello message exchange phase. 
(2)Representative node selection phase. 
(3)CH selection phase. 
(4)End report phase. 
 
Each phase is explained as follows. 
 
(1) Hello message exchange phase. 
 When a new round begins, the sink node broadcasts the 

message that request to exchange the Hello messages with 
each other. This request message includes the maximum 
transmission range R in this round.  

Each node broadcasts the Hello message includes the node 
ID and residual electric power after receives the request 
message. Each node receives the Hello message from other 
nodes and constructs the adjacent node list (ANL) which 
includes the adjacent node IDs and residual electric power 
(REP) of them. The adjacent node means the node which 
exists within the range R. Each node broadcasts the second 
Hello message which includes the ANL after the first Hello 
message. Each node receives the second Hello message and 
constructs the two-hop adjacent node list (TANL). TANL 
means the list of the nodes which can be reached in just 2 
hops from the node. 

 
(2) Representative node selection phase. 
 After the Hello message exchange phase, each node 

selects the representative node. The node which has the 
largest REP is selected as the representative node. Because 
all nodes receive the Hello message, all nodes can learn who 
selected as a representative node. Now, the representative 
node is the one of the CHs. 

 
(3) CH selection of representative node. 
 After the fixed time, representative node L starts the 

selection of the other CHs. L calculates evaluation value vn 
for all nodes included in the ANL. Here, evaluation value vn 
of adjacent node n is calculated by the following equation 
(3.1) by using cn: the number of overlapping nodes between 
adjacent nodes of L and adjacent nodes of n, en: the residual 

electric power of node n, and eave: the mean value of the 
residual electric power of all adjacent nodes of L. 
 

w
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n

n
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                   (3.1) 

Here, the w is a constant which shows the weight of the 
residual electric power. In a word, the evaluation value rises 
in the node that the number of overlapping node between 
adjacent nodes of n and adjacent node of L is small, and the 
residual electric power is large. The node n1 with the largest 
evaluation value is selected as the one of the CHs.  

The next CH would be selected if the 2-hop-coverage is 
smaller than the threshold. The ratio 2-hop-coverage means 
the ratio between the number of TANL of L and the number 
of node covered by the n1. L calculates evaluation values vn 
of all adjacent nodes n except n1 again. vn is calculated for 
the set of nodes which excluded common part with adjacent 
node of n1 from TANL of L, that is called as non-covered 
node list thereafter. vn is calculated by the following 
equation (3.2) using dn: the number of overlapping nodes 
between non-covered node and the adjacent nodes of n, en: 
the residual electric power of n, eave: the average residual 
electric power of the adjacent all node of L except n1. 
 

w

ave

n
nn e

edv 







= *                    (3.2) 

Here, the evaluation value rises in the node that the number 
of overlapping node between adjacent nodes of n and non-
covered node is large, and the residual electric power is 
large. The node n2 that has the biggest evaluation value is 
selected to be the next CH as well as n1, and the adjacent 
node of n2 is deleted from the list of non-covered nodes. 
And, if 2-hop-coverage does not exceed the threshold, the 
next CH is repeatedly chosen until the threshold of 2-hop-
coverage is exceeded. 

When representative node L finishes the selection of the 
CH, it broadcasts the CH advertisement in the range R. The 
CH advertisement includes information on the selected CHs 
and non-covered node list. The non-covered node list in the 
advertisement is called as the 3-hop-check-list. Adjacent 
node n of L which receives the CH advertisement of L adds 
L to the adjacent CH list of oneself. If n is selected as the 
CH, L is called as the n’s parent CH and n starts to select the 
next CH with the same process. 

When the selection of the CH is finished, node n creates 3- 
hop-check response for 3-hop-check-list from the parents 
CH. As for 3- hop-check response, the node which can reach 
by two hops from n via the adjacent CH of n is stored, 
which is included in the 3-hop-check-list. The adjacent CHs 
include the CH that n newly selects. In a word, it becomes 
nodes which can reach by three hops from the parents CH. 
After the calculation, n broadcasts the CH advertisement in 
the range R. The CH advertisement includes information on 
the selected CHs, 3-hop-check-list of n, and 3- hop-check 
response to parents CH. 
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After transmitting 3-hop-check-list, CH n waits 3-hop-
check response during the fixed time. n deletes the node 
included in the non-covered node list, that found in the 3-
hop-check response. If the fixed time ends and 3-hop-check-
list does not empty, the evaluation value of the node 
included in the adjacent node list of n is calculated again 
based on expression (3.2). Node n2 whose evaluation value 
is the highest is newly chosen to be a CH, and 3-hop-check-
list is transmitted to n2 on CH-request message. 
 CH n2 selects the CH according to the procedure of (3) 
when this is received, and broadcasts CH advertisement 
including 3-hop-check response to n. When 3-hop-check-list 
does not empty even if n receives this, CH n repeats these 
processes until 3-hop-check-list empties. 

 
(4)End report phase. 
When the non-covered node list empties, and the CH is not 

selected newly, CH n transmits the end report of the CH 
selection to the parents CH. In addition, when the end report 
is received from the all child CHs, and the non-covered node 
list empties, the parents CH transmits the end report to the 
upper parents CH. Thus, all nodes on the network can 
belong to either of CH when the end report is forwarded, 
and the sink receives the end report. Therefore, the selection 
of the CH is ended now. 

 When the selection of the CH ends, the sink node broad-
cast the request to participate to a cluster. The node which 
received this makes the CH with the strongest RSSI of the 
CH advertisement a parents CH among lists of the adjacent 
CH, and transmits the participation request. On the other 
hand, in case of the child CH of the CH receives the request 
to participate to a cluster, the child CH rebroadcast the 
message. As a result, all nodes will participate to either of 
CH. 

 The CH makes the cluster member's data transmission 
schedule and broadcasts it after the fixed time later of 
broadcast of the request to participate to a cluster. When the 
schedule is received, the child node maintains the order of 
the transmission until the round changes. 

 However, there is the case that some nodes do not belong 
to any clusters because the transmission range R is too small. 
In this algorithm, the representative node enlarges the 
transmission range R and restarts the clustering. 

Message sequence chart of proposed algorithm is shown in 
Fig.3.1. Representative node in Fig.3.1 is indicated as CH1. 
CH2 and CH3 are selected CH by CH1 and CH2 
respectively. CHx is extra selected CH by CH1 after 
receiving CH advertisement from CH2. CHy is selected CH 
by CHx. 

3.3 Collection of sensing data  

The timing of data collection is notified by the data re-
quest message from the sink node. If the child CH node of 
the sink receives the data request, the CH rebroadcasts the 
message to the cluster members. If there is CH node in the 
cluster, it rebroadcasts the message. The message is spread 
in all nodes by repeating this process. 

 If a CH node receives all sensing data from all member 
nodes and child CHs, it compresses these data and own data, 
and send to the upper CH. The parent CH also sends the data 
to the upper CH similarly. 

 Thus, the sensor data that all nodes collected from the end 
of the network is collected in the sink. When the sink 
finishes collecting all data, one cycle is completed. After 
some cycles are repeated, it moves to the next round. 

 

4 SIMULATION 

Simulation program written in Java is used to evaluate the 
LEACH, HEED, HIT, MR-LEACH and proposed method. 
Neither a physical layer nor the MAC layer are included in 
the simulation program. The situation that the sensors are 
scattered to the observation area that the person cannot enter 
is assumed. The sink node is out of the observation area. 
The assumed observation area is shown in the figure as 
follows. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig.4.1 Simulation environment. 

 

Sink CH1
(Representative node)

CH3CH2

Request to exchange 
Hello messages

Hello(1)

Hello(2)

CH advertisement

CH advertisement CH advertisement

CH advertisement CH advertisemen

3-hop-check response

3-hop-check response

CH-request

CHx

CH advertisement CH advertisement

3-hop-check 
response

CHy

End report
End report

End report
End reportEnd report

/ERROR

CH advertisement

Hello(2)

Hello(1)

 
 

Fig.3.1 Message sequence chart of proposed algorithm. 
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4.1 Simulation environment  

In the simulation environment, the observation area is 
100m x 100m and the sink node is located at the point that 
50m to south and 100m to west from the northwest end 
point of the observation area. Maximum transmission range 
of the node is 150m. In the proposed method, 25m is used 
CH selection process in the observation area. 

 Power consumption model of the transmission and 
reception is used in [1]. Consumed power ET for k bits 
transmission to the node that d m away from sender is 
expressed in the equation (4.1). The Consumed power ER for 
k bits reception is equation (4.2). 
 

2kdkEE ampelecT ε+=                   (4.1) 

 
kEE elecR =                                     (4.2) 

 
Here, Eelec is the consumed power to send/receive 1 bit, 
ε

amp is the consumed power to send the data. 
 The simulation is executed until all nodes exhaust the 

electric power. After the simulation, the number of cycles, 
the maximum and average residual electric power is 
compared. Common parameters used in the simulation are 
shown in Table 4.1. 

 
Table 4.1 Common parameters. 

Parameter Value 
Eelec 50nJ/bit 
ε amp 100pJ/bit/m2 
Control message size 500bits 
Data size 2000bits 
Number of nodes 100 
Max transmission range 150m 
Step of transmission 
range R 

20m, 30m, 40m, 
150m (4 steps) 

 
The number of cycles in a round and the probability of the 

node to try to become CH should be decided in LEACH. 
From the preliminary simulation to decide the parameters, 
the number of cycles and probability is decided as 10 and 
0.05 respectively.  

The number of cycles in a round and the probability of the 
node to try to become CH (CHprob) should be decided in 
HEED. From the preliminary simulation like as LEACH, the 
number of cycles and probability CHprob is decided as 10 
and 0.1 respectively. 

In HIT, the number of cycles in a round is decided as 250 
from the preliminary simulation. 

The number of cycles in a round is 50, the threshold of 2-
hop-coverage is 0.7, and the weight w of the residual electric 
power is 2.0. These parameters are obtained from the 
preliminary simulation. Moreover, there are some 
parameters in our and previous algorithms are selected the 
best values obtained from the preliminary experiments. 

At first, the transmission range R is set as 20m, the 
smallest size. If there are any nodes which are not included 
in any clusters, the range R is changed to the next size and 
the clustering process restarts. The maximum size of R can 
cover the all nodes in the field. 

4.2 Simulator model  

The simulator used for our evaluation is based on the 
discrete event simulation. It is able to set up the arrangement 
of nodes and reproduce the reachability of message frame 
based on the distance between nodes. The power 
consumption model used in LEACH is also implemented. 

In this method and the simulation environment, 
transmitting power is required to be controllable for the 
appropriate strength to the specified distance between nodes. 
The according to the received signal strength, the distance 
between sender node and receiver node can be estimated. 
These assumptions are used in the previous researches, and 
are not peculiar to our method.  

Moreover, our simulator doesn't include the model of the 
packet loss caused by the interference or noise. In a word, 
the frame will be correctly sent and received without packet 
loss if the nodes in the transmission range of RF. The reason 
is that we would like to compare the pure cost to construct 
the cluster and battery power efficiency to collect the sensed 
data. Because the properties of packet loss and collision 
depend on the physical layer and MAC layer, we thought 
that the ideal environment is a best way to compare the 
algorithms. Moreover, I might think that I can reduce the 
packet loss and collision by using the wide inter-frame 
interval or the TDM based schedule. The message cost to 
cluster in an ideal environment that doesn't contain the 
frame loss or collision properties can be evaluated by using 
this simulator. The power consumption for the message 
transmission and reception also can be evaluated. 

4.3 Simulation results and discussion  

The first simulation result is the number of node alive until 
the all nodes exhaust the electric power (Fig.4.2). From the 
simulation results, the number of node alive of proposed 
method becomes better performance than other methods.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.4.2 Number of node alive. 
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Around 1700 cycle, the number of node alive becomes 

smaller than HIT. However, the number of cycles that 80% 
node alive becomes 25% longer than HIT. It means that the 
life time of the sensor network is improved. 

Figure 4.3 shows the average number of cycles of node 
until the all nodes exhaust the electric power. The result of 
the proposed method is about 10% better than HIT. 

Figure 4.4 shows the comparison between the fixed 
transmission power and the changed transmission power. 
The changed transmission power proposed in this paper is 
better than fixed one. 

Figure 4.5 to Fig.4.8 show the results of the number of 
node alive and average number of cycles until the all nodes 
exhaust the electric power. The number of node is 50 and 
200 respectively. Our algorithm shows a good result in each 
number of nodes. Especially, there is a difference with other 
methods remarkably when there are a lot of nodes in the 
network. 

 

5 CONCLUSIONS  

In this paper, we proposed energy-efficient clustering 
algorithm considering adjacent nodes and residual electric 
power. In addition, we inspected effectiveness of our 
method by comparing our method with the traditional 
method by the simulation.  

As a result, proposed method showed higher performance 
than LEACH, HEED, HIT and MR-LEACH. The number of 

 
 

Fig4.3 Average Number of cycles. 
 

 
 

Fig.4.4 Number of node alive. 

 
 

Fig.4.5 Number of node alive.(node = 50) 

 
 

Fig4.6 Average Number of cycles.(node = 50) 
 

 
 

Fig.4.7 Number of node alive.(node = 200) 

 
 

Fig4.8 Average Number of cycles.(node = 200) 
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cycles that 80% node alive becomes 125 % of HIT 
algorithm.  

However, the evaluation was executed in an ideal 
environment.  The communication interference should be 
discussed in the real environment. Especially, the packet 
loss by the interference is the problem in our method. In our 
algorithm, the exchange of the Hello packet is the most 
critical phase we think. In our future work, the phase will be 
changed from broadcast to flooding of Hello messages. 

On the other hand, we think the difference of shape and 
the size of the range will not make a big influence. Because 
the clustering process uses the hand-shake process, the uni-
directional link based on the difference of the range can be 
avoided.  

Furthermore, parameters used in our algorithm like as w 
which is obtained from the preliminary experiment should 
be selected from experiment in the real environment. 

Therefore, future work of our research is detailed 
evaluation based on the well-known simulator which 
includes a physical layer model and MAC layer model. 
Improvement of our algorithm to consider the coverage of 
the sensor area is also our future work. 
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