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Abstract - Sensor networks consisting of nodes with limited 
battery power and wireless communications are deployed to 
collect useful information from the field. Gathering sensed 
information in an energy efficient manner is critical to 
operate the sensor network for a long period of time. 
LEACH is very energy-efficient routing protocol based on 
clustering of the sensor nodes. However, energy 
consumption of nodes tends to become uneven in LEACH. 
HEED improves the LEACH clustering algorithm by using 
information of residual electric power of nodes. Although 
HEED provides better performance than LEACH, it does 
not consider the number of adjacent nodes. Therefore, the 
cluster head does not efficiently cover the nodes in HEED. 
HIT and MR-LEACH are based on a small transmission 
range and multi-hop communication. Though these methods 
have improved the performance dramatically, unbalance of 
the electric power consumption is remained. In this paper, 
we propose energy-efficient clustering algorithm 
considering adjacent nodes and residual electric power. 
Characteristics of our approach are stepwise clustering from 
an initial cluster head and dynamic change of cluster size. 

 
Keywords: sensor networks, stepwise clustering, energy-
efficient routing. 

1 INTRODUCTION 

In recent years, there has been a growing interest in 
wireless sensor networks. Wireless sensor networks are 
composed of a large number of sensor nodes with limited 
energy resources. Energy efficiency is a key design issue 
that needs to be enhanced in order to improve the life span 
of the entire network. Usually, energy consumption can be 
divided into three domains: sensing, communication and 
data processing. Of the three domains, a sensor node 
expends maximum energy in data communication. One of 
the primary concerns with respect to sensor networks 
applications is the design and development of energy-
efficient routing protocols that consume power more evenly, 
thus result into a prolonged network lifetime.  

Available routing protocols for sensor networks are 
classified as data centric, location-based, QoS aware, and 
hierarchical. Data centric protocols use flooding or 
gossiping to transmit data [1-3]. Though the cost of routing 
is small, the number of data will be transmitted. Location 
based routing require the location information to determine 

an optimal path so that flooding of routing-related control 
packets is not necessary [4-6]. On the other hand, QoS 
aware protocols address various requirements such as 
energy efficiency, reliability, and real-time requirements [7]. 
Finally, the hierarchical protocols such as LEACH[8], 
HEED[9], HIT[10]  and MR-LEACH[11] form clusters with 
cluster heads in order to minimize the energy consumption 
both for processing and transmission of data. 

Clustering in Wireless Sensor Networks (WSNs) provides 
scalability and robustness for the network; it allows spatial 
reuse of the bandwidth, simpler routing decisions, and 
results in decreased energy dissipation of the whole system 
by minimizing the number of nodes that take part in long 
distance communication. LEACH is very energy-efficient 
routing protocol based on the clustering of the sensor nodes. 
In LEACH, non-cluster-head nodes first send their data to 
the cluster heads (CHs), and then CHs send the data to the 
base station (BS). Each link of non-cluster-head to CH and 
CH to BS is one hop. The cluster formation in LEACH is 
changed and CH is also changed periodically. Therefore, the 
load of CH is distributed all sensor nodes. However, energy 
consumption of nodes tends to become uneven in LEACH. 
On the other hand, HEED improves the LEACH clustering 
algorithm by using information of remaining electric power 
of nodes. Although HEED provides better performance than 
LEACH, it does not consider the number of adjacent nodes. 
Therefore, the CH does not efficiently cover the nodes in 
HEED. HIT and MR-LEACH are based on a small 
transmission range and multi-hop communication. Though 
HIT has improved the performance dramatically, unbalance 
of the electric power consumption is remained. Since MR-
LEACH did not take account about the node coverage by 
CH, the effect of the cost reduction of CH was not so high.  

To improve the life time of wireless sensor networks, we 
have proposed an energy-efficient clustering algorithm [12]. 
The algorithm selects CHs by using information of adjacent 
nodes and residual electric power. Sensor nodes are covered 
with few CHs and sensed data is transmitted to sink node by 
multi-hop communication. Therefore, the life time of the 
sensor networks is improved. However, because the cluster 
size is fixed in our previous work, some sensor nodes not 
covered by CH become single CH which is a problem of our 
algorithm. In this paper, we propose energy-efficient 
clustering algorithm considering adjacent nodes and residual 
electric power. The size of the cluster gradually grows from 
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a small size, and the algorithm can efficiently cover the 
sensor nodes.  

The remainder of the paper is organized as follows. 
Section 2 summarizes related work. In Section 3 we present 
our clustering algorithm in detail. In Section 4 we show 
effectiveness of our algorithm via simulations and compare 
it to other clustering techniques. Finally, we conclude our 
paper and draw directions for future work in Section 5. 
 

2 RELATED WORKS 

2.1 LEACH 

In this section, we described LEACH (Low-Energy 
Adaptive Clustering Hierarchy)[8], a clustering-based 
routing protocol that minimizes global energy usage by 
distributing the load to all the nodes at different points in 
time. LEACH is completely distributed, requiring no control 
information from the base station, and the nodes do not 
require knowledge of the global network in order for 
LEACH to operate. The key features of LEACH are: 

 
1) Localized coordination and control for cluster setup and 

operation. 
2) Randomized rotation of the “base stations” or “cluster-

heads” and the corresponding clusters. 
 
As a result, the load is distributed, and longevity on the 

entire network can be extended. Here, the “cycle” is the 
period which all nodes send the data once to the base station. 
The “round” is the period between the changes of CH. 

All nodes can communicate to the base station directly in 
LEACH. All nodes know the probability p which each node 
try to become CH in the first round. When the round 
changes, node n decide whether try to become CH in the 
new round based on the equation (2.1). If a random number 
created by the node n is greater than the result of the 
equation (2.1), the node tries to become CH. 
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Here, the r is a number of rounds, G is the set of nodes 
which did not become CH in the 1/p past round (0<p<1). In 
other words, each node must become CH once in 1/p rounds. 

 The node which tries to become the CH sends the CH 
advertisement to neighboring nodes. The node which does 
not try to become the CH waits the CH advertisement during 
the fixed time. The node which receives the CH 
advertisement adds the node to the list of CHs with the RSSI 
(Received Signal Strength Indicator) of the node. When the 
waiting time is finished, non-cluster head node chooses the 
CH with the strongest RSSI among the list, and transmits the 
participation request. Data is transmitted directly to the sink 
without belonging to the cluster when there is no node 

which received the CH advertisement. On the other hand, 
the node transmitting the CH advertisement waits the 
participation request. When all the participation requests are 
received, the TDMA transmission schedule of the cluster 
member is made, and the CH transmits to the member. If the 
transmission schedule is received, the member memorizes 
the order of the transmission until the CH alternates. If the 
round changes, the process is executed for each round. 

The cluster member transmits the sensor data to the CH in 
order on schedule after the schedule reception, and the CH 
compresses the data and transmits the data to the sink after 
data is received from all members. This is a flow of one 
cycle of one round in LEACH. 

In LEACH, however, there is a problem that the power 
consumption of the node becomes unbalance easily. The 
reason is that the decision to become CH is based on only 
the frequency. Therefore, the node far from the sink node 
consumes energy early. There is the CH that no members 
exist in the cluster. There is the round that any nodes do not 
become the CH.  

2.2 HEED  

HEED (Hybrid, Energy-Efficient Distributed cluster-
ing)[9] is a clustering algorithm that improves the problems 
in the LEACH. The probability to become CH is based on 
the ratio of the initial electric power Emax and the current 
residual electric power Eresidual in HEED. Therefore, the node 
that has the more electric power is easier to become CH. 

There are two states in the CH, the tentative CH and final 
CH. If the node broadcasts the final CH advertisement, the 
node serves the CH in the round. On the other hand, if the 
node broadcasts the tentative CH advertisement, the node 
may cancel the advertisement and join to other cluster that 
the total communication cost becomes small. 

In HEED, the probability of the node that try to become 
CH (CHprob) is given as follows. 
 









= min

max

,*max p
E

ECCH residual
probprob   (2.2) 

Here, Cprob is the rate of the CH given beforehand. pmin is 
the minimum value of the CHprob, that is decided in inverse 
proportion to Emax.  

After calculating CHprob by equation (2.2), each node 
repeats the following process. Flowchart is depicted in 
Fig.2.1. 

 
(1)When one or more CH advertisements are received 

including own one: 
The node that the communication cost is smallest is 

selected as CH. 
 If the node is myself: 
a)If CHprob=1, the node broadcasts final_CH message. 
b) If CHprob<1, the node broadcasts tentative_CH message. 
(2) When no CH advertisement is received: 
a)If CHprob=1, the node broadcasts final_CH message. 

62 S. Toyoda et al. / Stepwise Clustering Algorithm for Wireless Sensor Networks



b) If r<=CHprob, the node broadcasts tentative_CH message. 
r is a random number from 0 to 1. 

(3) If CHprob=1, the iteration is end. 
(4) If CHprob<1, CHprob= min(CHprob*2, 1), the iteration 

restarts. 
 
If the node does not broadcast the final_CH message in the 

iteration, the node selects the own CH from other nodes 
from which the node receives the final_CH message. If there 
is no node that the node receives the final_CH message, the 
node becomes CH and broadcasts the final_CH message. 

 

2.3 HIT  

HIT (Hybrid Indirect Transmissions) [10] uses multi-hop 
communication to control electric wave interference and to 
reduce the electric power consumption. It is effective to 
support parallel communication. HIT consists of the 
following seven phases. 

 
(1)Phase 1: CH selection 
 In this phase, one or more CHs are selected. Each cluster 

has one CH. In case of single cluster, CH can be rotated 
based on the node ID. 

(2)Phase 2: CH advertisement 
 In this phase, the selected CHs broadcast the node in-

formation as the Advertise message. The node j which is not 

CH and receives the message calculates the distance from 
the CH and joins to the nearest cluster. The node j has the 
distance to node H (CH) as the d(H, j).  

(3)Phase 3: Cluster set up 
 In this phase, one or more clusters are created and relation 

of upstream/downstream are set up. At first, the node j 
which is not CH broadcasts Member message that includes 
the CH and distance to CH. By this exchange of information, 
all nodes calculate the distance to other node and keep the 
information to the distance to CH of other nodes. From this 
information, the upstream node u of node i is calculated by 
that information base on the following condition. 

 1)d(u, H)<d(i, H) 
 2)d(i, u)<d(i, H) 
 The condition 1) means that the transmission cost to the 

upstream node is smaller than to the CH. The condition 2) 
means that the upstream node is nearer to the CH than node 
i. 

(4)Phase 4: Route set up 
 All nodes broadcast the Upstream message that includes 

the distance to the upstream node after the decision of the 
upstream node in Phase 3. All nodes are notified that the all 
upstream nodes of all nodes by this message. All nodes can 
set up the downstream node set. 

(5)Phase 5: Blocking set calculation 
 In this phase, the node j which is blocked by node i is 

calculated, when node i transmit to the upstream node. The 
condition is as follows. 

Start

Calculation of CHprob

One or more CH 
advertisements are received 
including own one:

If CHprob<1, CHprob=
min(CHprob*2, 1), the iteration 
restarts.

Selected CH is 
myself?

The node with the smallest 
communication cost is selected as CH.

EndCHprob ==1

:a)If CHprob=1, the node broadcasts
final_CH message.
b) If CHprob<1, the node broadcasts
tentative_CH message.

If CHprob=1, the node broadcasts
final_CH message.

Yes

No

Yes

No

Yes

No

If r<=CHprob, the node broadcasts
tentative_CH message. r is a random 
number from 0 to 1.

 
 

Fig. 2.1 Flowchart of HEED. 
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  d(i, ui)>d(i, uj) 
Now, ui is the upstream node of i and uj is the upstream 

node of j. 
 The nodes that satisfy the condition are called as the 

Block node list. Each node broadcasts the list. The node that 
the message receives makes the Block table that is the node 
set blocks to transmit to the upstream node. 

(6)Phase 6: TDMA scheduling 
 In this phase, each node calculates the TDMA schedules 

that maximize the parallel communication that avoid the 
collision.  

(7)Phase 7: Data transmission 
 In this phase, each node senses the environment and 

transmits the data based on the TDMA schedule made by 
the previous phase. 

2.4 MR-LEACH  

MR-LEACH [11] uses multi-hop communication to 
reduce the electric power consumption. In this method, the 
residual battery power is considered to select the CH node. 
There are two phases to construct clusters in this method.  
First phase is a cluster construction phase and second phase 
is a route construction phase.  

(1)Cluster construction phase 
At first in the round, all nodes in the network exchange a 

Hello message with the nodes in the area of distance r. In 
the message, the sender node ID and residual battery power 
are included. Each node receives the Hello messages from 
neighboring nodes and manages this information. After the 
exchange of the Hello message, each node compares the 
residual battery power. If a node has the maximum battery 
power in the neighboring nodes, the node becomes CH and 
sends CH advertisement message. In the message, the node 
ID of the CH is included. If non-CH node receives the CH 
advertisement message from neighboring node, the node ID 
and the strength of received signal are stored in the memory. 
After receiving some advertisement messages, the non-CH 
node select the CH which has the strongest received signal.  

(2)Route construction phase 
At first in this phase, the sink node broadcasts the 

confirmation message to all nodes. The all CH nodes which 
receive the confirmation message broadcast the response 
message within the range of r’ ( r’>r). 

The sink node receives the response messages and stores 
the ID of CH node to the node list of the layer 1. In a word, 
the list of layer 1 is the list of CH in the range of r’ from the 
sink. Next, the sink node broadcasts the confirmation 
message including the node list of layer 1. 

The CH node which receives the confirmation message 
confirms whether this node is included in the list. If the node 
included in the list, the node understands that the node is 
included in the layer 1. Otherwise, the node broadcasts the 
response message within the range of r’. 

If CH in layer 1 receives the response from other CH, it 
sends the node ID of the response message to the sink. If the 
sink receives the message, it stores the node ID to the node 
list of the layer 2. 

After receiving all layer 2 node IDs, the sink node 
broadcasts the confirmation message including the node list 

of layer 1 and 2. Then, the CH which is not included in the 
layer 1 and 2 responses the message. 

This process is iterated until all CH doesn't respond. As a 
result, a hierarchical cluster that centers on the sink is 
composed like Fig.2.2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.5 Other related works  

There is PEGASIS[13] as one of the other methods. 
PEGASIS uses the chain structure instead of the cluster. 
TPC[14] uses the chain structure in the intra-cluster 
communication. These methods are based on location 
information. Because our method is not based on location 
information, these methods are not compared in this paper. 

RPL[15] is a routing protocol for low power and lossy 
networks. Security improvement of RPL is proposed in [16]. 
Performance of data gathering is improved in [17]. These 
protocols are offering routing based on the reliability of the 
link. Because usual reliability is assumed in the link in our 
method, these methods are not compared in this paper. 

 

3 CLUSTERING ALGORITHM  

3.1 Basic concept  

In this section, we propose the clustering method to con-
sider the adjacent node set and the residual electric power. 
In the proposal method, all nodes other than the sink ex-
change the Hello message of each round, which contains 
information on own residual electric power and the adjacent 
node set. As a result, each node can maintain information on 
the adjacent node set and the residual electric power for the 
nodes.  

At first, the sink selects the first CH. Other CHs are 
selected radially by the first CH to cover the surrounding 
nodes. To prevent flooding of the CH, the CH is selected to 
cover a lot of nodes. CH has been selected like evenly 
consuming the electric power by considering the amount of 

Sink

Cluster Head

Layer 1
Layer 2

Layer 3

Non Cluster Head

 
 

Fig.2.2 Route construction in MR-LEACH. 
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the electric power remainder. The transmission power is 
saved as the small range for collection of the sensor data. 
The range is controlled by the sink node. The collection of 
the sensor data from the node which cannot communicate 
with the sink node directly becomes possible by using multi-
hop communication of CHs.  

The transmission power used in the clustering phase is 
small at first. The transmission power means the size of the 
cluster. In our algorithm, some sizes are prepared to the 
cluster. If all nodes in the network are not covered by any 
clusters, the size of the cluster is enlarged and clustering is 
executed again.  

3.2 Cluster head selection  

In this section, the algorithm for CHs selection in a round 
is explained. It is designed by modifying the algorithm for 
the landmark node selection in ad hoc networks[17]. The 
following is the process of the algorithm. 

 
(1)Hello message exchange phase. 
(2)Representative node selection phase. 
(3)CH selection phase. 
(4)End report phase. 
 
Each phase is explained as follows. 
 
(1) Hello message exchange phase. 
 When a new round begins, the sink node broadcasts the 

message that request to exchange the Hello messages with 
each other. This request message includes the maximum 
transmission range R in this round.  

Each node broadcasts the Hello message includes the node 
ID and residual electric power after receives the request 
message. Each node receives the Hello message from other 
nodes and constructs the adjacent node list (ANL) which 
includes the adjacent node IDs and residual electric power 
(REP) of them. The adjacent node means the node which 
exists within the range R. Each node broadcasts the second 
Hello message which includes the ANL after the first Hello 
message. Each node receives the second Hello message and 
constructs the two-hop adjacent node list (TANL). TANL 
means the list of the nodes which can be reached in just 2 
hops from the node. 

 
(2) Representative node selection phase. 
 After the Hello message exchange phase, each node 

selects the representative node. The node which has the 
largest REP is selected as the representative node. Because 
all nodes receive the Hello message, all nodes can learn who 
selected as a representative node. Now, the representative 
node is the one of the CHs. 

 
(3) CH selection of representative node. 
 After the fixed time, representative node L starts the 

selection of the other CHs. L calculates evaluation value vn 
for all nodes included in the ANL. Here, evaluation value vn 
of adjacent node n is calculated by the following equation 
(3.1) by using cn: the number of overlapping nodes between 
adjacent nodes of L and adjacent nodes of n, en: the residual 

electric power of node n, and eave: the mean value of the 
residual electric power of all adjacent nodes of L. 
 

w

ave

n

n
n e

e
c

v 







= *1

                   (3.1) 

Here, the w is a constant which shows the weight of the 
residual electric power. In a word, the evaluation value rises 
in the node that the number of overlapping node between 
adjacent nodes of n and adjacent node of L is small, and the 
residual electric power is large. The node n1 with the largest 
evaluation value is selected as the one of the CHs.  

The next CH would be selected if the 2-hop-coverage is 
smaller than the threshold. The ratio 2-hop-coverage means 
the ratio between the number of TANL of L and the number 
of node covered by the n1. L calculates evaluation values vn 
of all adjacent nodes n except n1 again. vn is calculated for 
the set of nodes which excluded common part with adjacent 
node of n1 from TANL of L, that is called as non-covered 
node list thereafter. vn is calculated by the following 
equation (3.2) using dn: the number of overlapping nodes 
between non-covered node and the adjacent nodes of n, en: 
the residual electric power of n, eave: the average residual 
electric power of the adjacent all node of L except n1. 
 

w

ave

n
nn e

edv 







= *                    (3.2) 

Here, the evaluation value rises in the node that the number 
of overlapping node between adjacent nodes of n and non-
covered node is large, and the residual electric power is 
large. The node n2 that has the biggest evaluation value is 
selected to be the next CH as well as n1, and the adjacent 
node of n2 is deleted from the list of non-covered nodes. 
And, if 2-hop-coverage does not exceed the threshold, the 
next CH is repeatedly chosen until the threshold of 2-hop-
coverage is exceeded. 

When representative node L finishes the selection of the 
CH, it broadcasts the CH advertisement in the range R. The 
CH advertisement includes information on the selected CHs 
and non-covered node list. The non-covered node list in the 
advertisement is called as the 3-hop-check-list. Adjacent 
node n of L which receives the CH advertisement of L adds 
L to the adjacent CH list of oneself. If n is selected as the 
CH, L is called as the n’s parent CH and n starts to select the 
next CH with the same process. 

When the selection of the CH is finished, node n creates 3- 
hop-check response for 3-hop-check-list from the parents 
CH. As for 3- hop-check response, the node which can reach 
by two hops from n via the adjacent CH of n is stored, 
which is included in the 3-hop-check-list. The adjacent CHs 
include the CH that n newly selects. In a word, it becomes 
nodes which can reach by three hops from the parents CH. 
After the calculation, n broadcasts the CH advertisement in 
the range R. The CH advertisement includes information on 
the selected CHs, 3-hop-check-list of n, and 3- hop-check 
response to parents CH. 
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After transmitting 3-hop-check-list, CH n waits 3-hop-
check response during the fixed time. n deletes the node 
included in the non-covered node list, that found in the 3-
hop-check response. If the fixed time ends and 3-hop-check-
list does not empty, the evaluation value of the node 
included in the adjacent node list of n is calculated again 
based on expression (3.2). Node n2 whose evaluation value 
is the highest is newly chosen to be a CH, and 3-hop-check-
list is transmitted to n2 on CH-request message. 
 CH n2 selects the CH according to the procedure of (3) 
when this is received, and broadcasts CH advertisement 
including 3-hop-check response to n. When 3-hop-check-list 
does not empty even if n receives this, CH n repeats these 
processes until 3-hop-check-list empties. 

 
(4)End report phase. 
When the non-covered node list empties, and the CH is not 

selected newly, CH n transmits the end report of the CH 
selection to the parents CH. In addition, when the end report 
is received from the all child CHs, and the non-covered node 
list empties, the parents CH transmits the end report to the 
upper parents CH. Thus, all nodes on the network can 
belong to either of CH when the end report is forwarded, 
and the sink receives the end report. Therefore, the selection 
of the CH is ended now. 

 When the selection of the CH ends, the sink node broad-
cast the request to participate to a cluster. The node which 
received this makes the CH with the strongest RSSI of the 
CH advertisement a parents CH among lists of the adjacent 
CH, and transmits the participation request. On the other 
hand, in case of the child CH of the CH receives the request 
to participate to a cluster, the child CH rebroadcast the 
message. As a result, all nodes will participate to either of 
CH. 

 The CH makes the cluster member's data transmission 
schedule and broadcasts it after the fixed time later of 
broadcast of the request to participate to a cluster. When the 
schedule is received, the child node maintains the order of 
the transmission until the round changes. 

 However, there is the case that some nodes do not belong 
to any clusters because the transmission range R is too small. 
In this algorithm, the representative node enlarges the 
transmission range R and restarts the clustering. 

Message sequence chart of proposed algorithm is shown in 
Fig.3.1. Representative node in Fig.3.1 is indicated as CH1. 
CH2 and CH3 are selected CH by CH1 and CH2 
respectively. CHx is extra selected CH by CH1 after 
receiving CH advertisement from CH2. CHy is selected CH 
by CHx. 

3.3 Collection of sensing data  

The timing of data collection is notified by the data re-
quest message from the sink node. If the child CH node of 
the sink receives the data request, the CH rebroadcasts the 
message to the cluster members. If there is CH node in the 
cluster, it rebroadcasts the message. The message is spread 
in all nodes by repeating this process. 

 If a CH node receives all sensing data from all member 
nodes and child CHs, it compresses these data and own data, 
and send to the upper CH. The parent CH also sends the data 
to the upper CH similarly. 

 Thus, the sensor data that all nodes collected from the end 
of the network is collected in the sink. When the sink 
finishes collecting all data, one cycle is completed. After 
some cycles are repeated, it moves to the next round. 

 

4 SIMULATION 

Simulation program written in Java is used to evaluate the 
LEACH, HEED, HIT, MR-LEACH and proposed method. 
Neither a physical layer nor the MAC layer are included in 
the simulation program. The situation that the sensors are 
scattered to the observation area that the person cannot enter 
is assumed. The sink node is out of the observation area. 
The assumed observation area is shown in the figure as 
follows. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig.4.1 Simulation environment. 
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Fig.3.1 Message sequence chart of proposed algorithm. 
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4.1 Simulation environment  

In the simulation environment, the observation area is 
100m x 100m and the sink node is located at the point that 
50m to south and 100m to west from the northwest end 
point of the observation area. Maximum transmission range 
of the node is 150m. In the proposed method, 25m is used 
CH selection process in the observation area. 

 Power consumption model of the transmission and 
reception is used in [1]. Consumed power ET for k bits 
transmission to the node that d m away from sender is 
expressed in the equation (4.1). The Consumed power ER for 
k bits reception is equation (4.2). 
 

2kdkEE ampelecT ε+=                   (4.1) 

 
kEE elecR =                                     (4.2) 

 
Here, Eelec is the consumed power to send/receive 1 bit, 
ε

amp is the consumed power to send the data. 
 The simulation is executed until all nodes exhaust the 

electric power. After the simulation, the number of cycles, 
the maximum and average residual electric power is 
compared. Common parameters used in the simulation are 
shown in Table 4.1. 

 
Table 4.1 Common parameters. 

Parameter Value 
Eelec 50nJ/bit 
ε amp 100pJ/bit/m2 
Control message size 500bits 
Data size 2000bits 
Number of nodes 100 
Max transmission range 150m 
Step of transmission 
range R 

20m, 30m, 40m, 
150m (4 steps) 

 
The number of cycles in a round and the probability of the 

node to try to become CH should be decided in LEACH. 
From the preliminary simulation to decide the parameters, 
the number of cycles and probability is decided as 10 and 
0.05 respectively.  

The number of cycles in a round and the probability of the 
node to try to become CH (CHprob) should be decided in 
HEED. From the preliminary simulation like as LEACH, the 
number of cycles and probability CHprob is decided as 10 
and 0.1 respectively. 

In HIT, the number of cycles in a round is decided as 250 
from the preliminary simulation. 

The number of cycles in a round is 50, the threshold of 2-
hop-coverage is 0.7, and the weight w of the residual electric 
power is 2.0. These parameters are obtained from the 
preliminary simulation. Moreover, there are some 
parameters in our and previous algorithms are selected the 
best values obtained from the preliminary experiments. 

At first, the transmission range R is set as 20m, the 
smallest size. If there are any nodes which are not included 
in any clusters, the range R is changed to the next size and 
the clustering process restarts. The maximum size of R can 
cover the all nodes in the field. 

4.2 Simulator model  

The simulator used for our evaluation is based on the 
discrete event simulation. It is able to set up the arrangement 
of nodes and reproduce the reachability of message frame 
based on the distance between nodes. The power 
consumption model used in LEACH is also implemented. 

In this method and the simulation environment, 
transmitting power is required to be controllable for the 
appropriate strength to the specified distance between nodes. 
The according to the received signal strength, the distance 
between sender node and receiver node can be estimated. 
These assumptions are used in the previous researches, and 
are not peculiar to our method.  

Moreover, our simulator doesn't include the model of the 
packet loss caused by the interference or noise. In a word, 
the frame will be correctly sent and received without packet 
loss if the nodes in the transmission range of RF. The reason 
is that we would like to compare the pure cost to construct 
the cluster and battery power efficiency to collect the sensed 
data. Because the properties of packet loss and collision 
depend on the physical layer and MAC layer, we thought 
that the ideal environment is a best way to compare the 
algorithms. Moreover, I might think that I can reduce the 
packet loss and collision by using the wide inter-frame 
interval or the TDM based schedule. The message cost to 
cluster in an ideal environment that doesn't contain the 
frame loss or collision properties can be evaluated by using 
this simulator. The power consumption for the message 
transmission and reception also can be evaluated. 

4.3 Simulation results and discussion  

The first simulation result is the number of node alive until 
the all nodes exhaust the electric power (Fig.4.2). From the 
simulation results, the number of node alive of proposed 
method becomes better performance than other methods.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.4.2 Number of node alive. 
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Around 1700 cycle, the number of node alive becomes 

smaller than HIT. However, the number of cycles that 80% 
node alive becomes 25% longer than HIT. It means that the 
life time of the sensor network is improved. 

Figure 4.3 shows the average number of cycles of node 
until the all nodes exhaust the electric power. The result of 
the proposed method is about 10% better than HIT. 

Figure 4.4 shows the comparison between the fixed 
transmission power and the changed transmission power. 
The changed transmission power proposed in this paper is 
better than fixed one. 

Figure 4.5 to Fig.4.8 show the results of the number of 
node alive and average number of cycles until the all nodes 
exhaust the electric power. The number of node is 50 and 
200 respectively. Our algorithm shows a good result in each 
number of nodes. Especially, there is a difference with other 
methods remarkably when there are a lot of nodes in the 
network. 

 

5 CONCLUSIONS  

In this paper, we proposed energy-efficient clustering 
algorithm considering adjacent nodes and residual electric 
power. In addition, we inspected effectiveness of our 
method by comparing our method with the traditional 
method by the simulation.  

As a result, proposed method showed higher performance 
than LEACH, HEED, HIT and MR-LEACH. The number of 

 
 

Fig4.3 Average Number of cycles. 
 

 
 

Fig.4.4 Number of node alive. 

 
 

Fig.4.5 Number of node alive.(node = 50) 

 
 

Fig4.6 Average Number of cycles.(node = 50) 
 

 
 

Fig.4.7 Number of node alive.(node = 200) 

 
 

Fig4.8 Average Number of cycles.(node = 200) 
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cycles that 80% node alive becomes 125 % of HIT 
algorithm.  

However, the evaluation was executed in an ideal 
environment.  The communication interference should be 
discussed in the real environment. Especially, the packet 
loss by the interference is the problem in our method. In our 
algorithm, the exchange of the Hello packet is the most 
critical phase we think. In our future work, the phase will be 
changed from broadcast to flooding of Hello messages. 

On the other hand, we think the difference of shape and 
the size of the range will not make a big influence. Because 
the clustering process uses the hand-shake process, the uni-
directional link based on the difference of the range can be 
avoided.  

Furthermore, parameters used in our algorithm like as w 
which is obtained from the preliminary experiment should 
be selected from experiment in the real environment. 

Therefore, future work of our research is detailed 
evaluation based on the well-known simulator which 
includes a physical layer model and MAC layer model. 
Improvement of our algorithm to consider the coverage of 
the sensor area is also our future work. 
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Abstract - To obtain security attestation, organizations 
evaluate security products by using systems based on 
international standards. However, they currently must use 
individual systems corresponding to different versions of 
these standards. Therefore, we have been studying a 
platform that enables evaluation for different standard 
contents and evaluation targets by focusing on changes of 
the standards used as evaluation criteria. We developed and 
implemented the platform taking into consideration the 
hierarchical structure and reference relations of the standards. 
The platform provides functions such as a reference-related 
arrangement of the whole standard, the display of a 
reference tree, and score calculation. In addition, in order to 
produce the pertinent information for data conversion, we 
calculated the similarity between two standards. 
Experimental evaluation shows that covering all items and 
avoidance of human error can be achieved by supplementing 
technical knowledge and by utilizing visual effects. The 
validity of the platform is also confirmed. 
 
Keywords: Security management, Information security, 
International standard, ISO/IEC 27000 
 

1 BACKGROUND AND PURPOSE OF 
RESEARCH 

In recent years, the scope of security management is 
expanding from self-defense for protecting the assets of an 
organization to preventing becoming the target of attackers 
who cause damage to the organization. As a result, it has 
become important to have the status of the implementation 
of safety and security measures assessed by an external 
agency [1]. There is a specific standard for such assessment, 
called ISO/IEC 27001 and the number of organizations that 
are being accredited by this standard is continuously 
increasing. By June 2012 more than 7,000 companies had 
been accredited worldwide, more than 4,000 of them in 
Japan [2]. 

For most of the security certifications, standards such as 
ISO/IEC 27001, ISO/IEC 27002, and JIS Q 15001 are taken 
as references and organizations are accredited by satisfying 
all the items that are described in those standards. In 
addition, security assessment systems are used to validate 
the achievement of criteria in the certification process [3]. 
However, the items of the standard are frequently changed 
as time passes. Compared with other standards, security 
related standards are changed more frequently because they 
are not tested precisely; user comments are taken into 
consideration and changes are made accordingly. In addition, 

because the certification process differs depending on the 
size of the organization and other factors, the criteria for 
assessment also differ. If the organization and the objective 
of the assessment change, changes such as revision of the 
standard will create a situation where a new system has to be 
created for redoing each certification using individual tools 
or personnel. Hence considerable time, personnel and money 
are required and this leads to problems that have huge 
personnel and monetary impacts on company activities. The 
need for a general assessment tool, allowing changes in the 
organization and the purpose of assessment, in place of 
individual security assessment tools, has been increasing. 

We have been studying a security assessment platform that 
enables the realization of particular security assessments by 
replacing only raw data (hereinafter referred to as 
fundamental data) that address the fundamental standard 
without depending on the target standard [ 4 ]. In this 
platform, by focusing on the hierarchical structure of 
sentences, which is a characteristic structure of standards 
documents, the items of the standard as well as statements 
indicating the detailed conditions and references to other 
items (hereinafter reference relations) were organized in a 
hierarchical structure. Security assessment needs to be done 
without depending on the type of reference standard, and a 
method of estimating the assessment level without 
depending on the type of standard is required. In the 
platform the assessment level is estimated using the 
hierarchical structure and reference relations, so we have 
been studying a platform that aims to be suitable for 
achieving security requirements. In particular, we have 
developed an appropriate platform system and registered the 
data for the ISO/IEC 27000 series [5]. In this study, security 
assessment is conducted by changing the impact of 
assessment with respect to each component of the reference 
tree as described below. On the basis of experimental results 
for security assessment methods that consider the distance in 
the reference trees as well as the relation of each item with 
assessment items, we found that changing impact is effective. 
For considering the relation of each item with assessment 
items, we proposed various methods of estimating impact 
and experimented using these methods [5] [6] [7]. Thus, for 
those users who do not have a deep knowledge of attestation, 
we experimented with changing the sample providing 
function and the data migration function, using relevant 
information based on past cases, in order to support 
countermeasure selection and implementation, and we 
confirmed the validity of the proposed platform [7] [8]. We 
found that the effectiveness of the data migration function 
can be increased by interlocking with the sample function 
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7.1 General 

4.3.3  Control
of records

7.3  Review output7.2 Review input

7. Management
review of the ISMS 

…

[8]. In this paper, we evaluate the results of the experiments 
done for each function separately and in combination. 

2 ANALYSIS AND UTILIZATION OF 
STANDARDS 

2.1 Relevant standards 

In this paper, the experiments and verifications are 
performed mainly using the security standard data that have 
been summarized as the ISO/IEC 27000 series. This has 
adapted the concept of the Plan-Do-Check-Act (PDCA) 
cycle, which is widely used in the standards of security 
management and is represented in information security 
management systems (ISMSs). 

This security assessment platform is intended to be used 
not in a single phase of the PDCA cycle but in every phase 
where the platform is applicable. If it is applied in the Plan 
stage, the loopholes in the countermeasures can be checked 
by entering the results of the present data analysis. In the Do 
stage when it is recognized that enforcing countermeasures 
does not cover the planning item, the loophole can be 
verified in its entirety by means of checking those items. In 
the Check stage, the functionality of each countermeasure 
can be checked according to the plan made in the 
countermeasure enforcement stage. The loopholes can be 
checked by summing those changes in the corresponding 
conditions that match the conditions in practice. In the Act 
stage, as in the Plan stage, the loopholes of the 
corresponding countermeasures that were re-defined can be 
checked. 

2.1.1. ISO/IEC 27000-series 

The ISO/IEC 27000-series is an information security 
standard family, established by the collaboration between 
the International Organization for Standardization (ISO) and 
the International Electrotechnical Commission (IEC). This 
series is broad in scope, covering privacy, confidentiality 
and information technology security issues. Therefore, it is 
applicable to organizations of all sizes and types. 

To obtain security attestation in this series, organizations 
first assess their information security risks and then 
implement appropriate information security controls 
according to their needs. Given the dynamic nature of 
information security, the ISMS concept incorporates 
continuous feedback and improvement activities based on 
the PDCA cycle. As of June 2011, 10 standards of ISO/IEC 
27000 had been developed and many other standards are 
now under development [9]. ISO/IEC 27000 is a standard 
reference in many areas and it shows the importance of the 
PDCA cycle to ISMSs. 

 

2.1.2. ISO/IEC 27001 

The objective of ISO/IEC 27001 is to provide a model for 
the establishment, implementation, operation, monitoring, 
review, maintenance and improvement of an ISMS [10]. In 
addition, the contents shown in each item of this standard in 

the operational manual created during the process of ISMS 
attestation, corresponds to the security requirements. It 
should cover all the items including those that specify what 
is outside the scope of the attestation. During the inspection 
for ISMS attestation, the security countermeasures 
corresponding to each item of this manual will be subject to 
inspection. 

2.2 Standard configuration 

Generally the body in the relevant standard has often been 
described in a hierarchical structure of three phases: 
'Chapter', 'Section' and 'Item'. In a 'Chapter', the assessment 
targets are roughly classified. In a 'Section' the assessment 
targets are described in detail and in an 'Item' the contents 
are further described in more detail. 

However, there are many individual items which are not 
only described as separate items but also as conditions or 
supplementary matters that refer to other items. For instance, 
Section 7.1 of ISO/IEC 27001 contains a reference to Item 
4.3.3 and this relationship is expressed in the reference tree 
used in this study, as shown in Fig.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Reference-related example of ISO/IEC 27001 
 

2.3 The problems of covering items related to 
countermeasures and their solution 

In security attestation, the criteria should be 
comprehensively covered. Depending on the framework of 
each chapter of the configuration, the required policy 
decisions, such as implementation of countermeasures and 
acceptance of the risk, will be made. At that time, since there 
is a need for the comprehensive cover of the standard for 
each chapter, it is necessary to capture precisely the 
hierarchical structure of each chapter and reference relations 
for each item. 

However, in all standards, not just ISO/IEC 27001, there 
are many references and there is a wide variety of content 
(items) which should be covered. Hence, understanding all 
of them precisely and choosing comprehensive measures 
becomes difficult. Therefore, it is desirable to manage 
collectively all the items covered in each chapter. To solve 
these issues, we propose a platform that can collectively 
manage all the items to be covered by using the hierarchical 
structure and the reference relations. Since the hierarchical 
structure and reference relations that are described in the 
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platform describe information from the standard with similar 
characteristics, the platform can cope if there is a change in 
the standard or even if the standard is a different one.  

3 OVERVIEW OF THE PLATFORM 

3.1 Structure of the platform 

This platform consists of three parts namely, the data input 
unit, the data management unit and the score calculation unit. 
The configuration of the platform is shown in Fig.2. In the 
data input unit, the fundamental data of the standard, 
structural information, reference information, 
countermeasure information and other relevant information 
are entered. Initially the input of countermeasure 
information can be based on sample information created by 
the data management unit. Based on these fundamental data 
and the structural information, the data management unit 
organizes the data, develops the reference relations by using 
the reference information and configures the reference tree. 
In the score calculation unit, the calculated assessment 
values (score data) are managed. Also, based on the 
countermeasure information or other relevant information 
that has been input, the sample data are generated. In the 
score calculation unit, based on the reference information 
stored in the reference tree and the information about the 
registered countermeasures, the assessment value is 
calculated and the calculated data are passed to the data 
management unit. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Structure of proposed platform 
 
 

3.2 Behavior of the platform 

First, the standard’s fundamental data from the data input 
unit are stored. Then, the structural information based on the 
hierarchical structure described in section 2.3 is stored along 
with previously registered data. Subsequently, the hierarchy-
based information and the direct reference information 
(hereinafter referred to as direct references) that are 

described in the standard document are registered. The 
registered multiple criteria (standards) are related to each 
other and, if relevant information is provided showing the 
requirement of measures, in terms of which items of each 
criterion are related to other items, that information is also 
registered. After data registration is completed, the 
registered data are delivered to the data management unit 
and then migrated to the next operation. 

In this platform, the hierarchy is defined using levels. 
Chapters are defined as level '1' and the following stages as 
level '2' and so on. Level 'm' is assumed to refer directly to 
the items of level 'm+1'. In this study, this type of 
hierarchical structure is also defined as a part of the 
reference relations. 

The basic tree is configured with an item that has a direct 
reference as the root (hereinafter referred to as the parent 
reference) and the described items that should be referenced 
(hereinafter referred to as a reference) are the leaves of the 
tree. If the leaf of a basic tree becomes the root of another 
basic tree, a new tree combining the part of the leaf of the 
former tree with the root of the latter tree is configured. 
During configuration, a leaf may have the same item as a 
reference as the root of the tree. If this repeated reference 
relation has multiple references at multiple locations with 
the same field as a reference, it will cause a reference loop to 
occur when the tree is configured. When these references 
occur, the part that overlaps is designated as the leaf and the 
configuration of the tree is continued. Thus, binding of the 
tree is continued until it becomes impossible to bind further 
and the largest tree becomes the reference tree. 

In a reference tree, the relation between the items is 
expressed as a distance. The distance of those that are 
referenced directly is 1 and for each iteration of the 
following references the distance between the items 
increases gradually. 

Subsequently, a standard for security attestation using that 
reference tree is created in the score calculation unit. The 
criterion is intended to provide an assessment value for the 
entire reference tree. In fact, in the data input unit, 
information about the countermeasure implementation, 
based on the information of the reference tree, 
countermeasures in past projects included in the sample data 
and the compliance status of each item in the standard, is 
suggested.  

 Based on the countermeasure information and the 
reference tree information that has been input, an assessment 
value is calculated. In addition, if the sample data are set in 
the data management unit during that time, countermeasures 
and the supporting data within the compliance status 
information of each item will be stored as sample data. After 
that, when the compliance status of the corresponding 
countermeasure is input by another user, the sample data can 
be input referring to the sample data that have already been 
provided.  

If relevant information on other criteria is referred to when 
the assessment is done under new criteria, by means of the 
data migration function in the data management unit, sample 
data are generated based on the compliance status data of the 
underlying criteria and the data can be input while browsing. 

Standard raw 
data

Reference relevant 
information

Pertinent 
information

Measure 
information

Structure 
information

Reference tree

Sample data

Score

Score data

Data input Data management Score calculation
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3.3 Features of the platform 

In this platform, when there is a change in the standard, the 
information in the data input unit is updated. After updating 
the information, the reference tree will be automatically 
reconfigured in the data management unit. In the score 
calculation unit, reassessment and the recalculation of the 
score can be done in accordance with the changed contents 
of the standard. 

In addition, the relationships between the items can be 
visualized by configuring the reference tree. Choosing the 
countermeasures while checking the reference tree can help 
to set the effective countermeasures. In the sample data 
display function, managers who may not have sufficient 
expertise can share information. In the data migration 
function, during the reassessment process, the sample data 
that can be used as reference can be generated without any 
extra effort. 

3.4 System configuration of the platform 

This platform has been developed in Visual Basic, and 
various experiments have been performed so far. First, the 
entire platform is configured as a single program. The 
program is composed of independent subprograms: a 
subprogram that composes information for configuring the 
reference tree, after registering the criteria, hierarchical 
structure information and reference relation information; a 
subprogram that displays the reference tree; a subprogram 
that organizes the status of the countermeasures; and a 
subprogram that performs assessment value calculation. 
These subprograms ensure smooth running of the system by 
running in the background. For instance, when the data are 
first registered or when any change is made to the data, 
changes are made to the reference relations of all the criteria 
in the background and so, even during the process of making 
changes, the history of the data can be viewed. In addition, 
the body of the platform can always be run by operating the 
time consuming subprograms, such as displaying the 
reference tree and changing the status of the 
countermeasures, as independent programs during the 
process. 

In addition, as the assessment value calculation is a 
separate subprogram, it can be easily changed to a new 
method. This is useful when introducing or testing multiple 
methods of assessment value calculation. Similarly, in the 
display function of the reference tree, instead of replacing 
the entire program to meet the user's demands, a display 
program that matches the user's preferences can be easily 
introduced. 

4 METHOD OF CALCULATING IMPACT 
OF EACH COMPONENT OF THE 
REFERENCE TREE 

In this study, which focuses on the number of items in the 
reference tree and the distances between them, the value of 
the assessment can be compared using the security 
assessment method that changes the impact of each 

component. In addition when items from other chapters are 
referred to in the reference tree, it is possible to determine 
the impact on the calculation results of those items due to 
the change in the calculation method.  

There are four methods tested so far. Method 1 focuses 
only on the component number. The numbers of existing 
measures, measures in progress and measures yet to be 
implemented, in the reference tree which is the root of the 
estimated item is called 'n'. The ith component is given the 
value xi, where xi is equal to 1 if the estimation item is 
applicable and is equal to 0 otherwise. The evaluation value 
Score1 is given by  

 
 

(1) 
 
 
Method 2 is an estimation method depending on the 

maximum distance. For the ith component of the reference 
tree which is the root of the evaluation item, the distance is 
di, and the maximum distance is dmax. As for Method 1 the 
component number is 'n' and the ith component has the value 
xi, which is equal to 1 if the estimation item is applicable and 
equal to 0 if it is not applicable. The degree of impact of the 
ith item is taken as dmax–di,+1. The evaluation value Score2 
is given by  

 
 
 
 
 

(2) 
 

In this method, though there is change in the impact based 
on the maximum distance in the reference tree, depending on 
the distance, the impact of the degree of assessment is 
determined in monotonically decreasing form. 
Characteristically, the impact of each item on the assessed 
item falls slowly.  

Method 3 uses the reciprocal of the distance. The 
assessment value Score3 is given as follows: 

 
 

(3) 
 
 
 
 

In this method, the impact of each component is not affected 
by the maximum distance of the reference tree; impact is 
determined purely by distance. In this method the distance 
between the items has a great effect for small distances and, 
as the distance gets larger, the impact slowly falls.  

In Method 4, when the evaluation item represented in the 
hierarchical structure and the chapter of the component are 
the same, the degree of impact is reduced; when the 
represented chapter in the reference structure is different, 
sudden reduction in the degree of impact occurs in 
accordance with the distance. In addition, when a similar 
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concept is referred to in the reference structure, the 
calculated degree of impact is relatively high. 

5 CALCULATION OF SIMILARITY 

5.1 Similarity calculation  

In studies of the classification of documents many methods 
of calculating the similarity have been proposed. In this 
paper, we adopt the most commonly used technique as our 
similarity calculation method. The general procedure for 
calculating the similarity is shown in Fig.3. 

First of all, when calculating similarity, the text 
information in each document is to be determined ((1) in 

Fig.3). Then, by morphological analysis, this text 
information is resolved into morphemes and extracted ((2) in 
Fig.3). These are the index terms (items representing the 
contents of the document) [11]. One morphological analysis 
program is “ChaSen” [12] developed by the Nara Institute of 
Science and Technology. Then, the words that become 
dissonant are removed as unnecessary words. ((3) in Fig.3). 
In addition, the extracted words are weighted ((4) in Fig.3). 
For the weighting method, index word frequency Term 
Frequency (TF) and Inverse Document Frequency (IDF), or 
a combination of these, TFIDF, are often used [11]. Finally, 
the similarity between texts, which are converted to vectors 
or matrices by weighting, is calculated ((5) in Fig.3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: General procedure for calculating similarity 

 
Table 1: Evaluation values for all methods 

 
 
 
 
 
 
 
 
 

 
Table 2: Differences for all proposed types 

 
 
 
 
 

 
 

 

Category standard value difference 1 difference 2 difference 3 difference 4

4. Information security management system 20% -8.68% -8.08% -9.55% -6.02%

5. Management responsibility 50% -36.76% -39.21% -36.64% -31.94%

6. Internal ISMS audits 0% 13.24% 10.34% 10.14% 4.91%

7. Management Review of ISMS 0% 0.00% 0.00% 0.00% 0.00%

8. ISMS improvement 0% 13.24% 8.78% 8.59% 1.84%

 

(2) Extraction of
word 

t1   連体詞
t2   名詞-サ変接続
t3   名詞-一般

t1 Attribute
t2 Noun-Exception
t3 Noun-General 

Morphological analysis

Single noun / Compound noun

(4) Dignity attachment 

4.7
2.

Question 1
t2 4.73
t6t7 2.63
t9 1.00

･Index word frequency
･IDF
･Entropy
･TF/IDF

Question 1 

[Question group]

(5) Similarity calculation 

Question 1
Q.6 0.982
Q.2 0.783
Q.11 0.450

(1)Determination of
problem information 

･Keyword
･Problem sentence 
･Choice 

(correct and wrong answer) 

(3) Deletion of 
unnecessary word

･High frequency
word
･Low frequency
word

問題2
t1
t2
t3

Q.1
t1
t2
t3t4

問題2
t1
t2
t3

Q.1
t1
t2
t3t4

Question 2 

･Cosine
･Inner product 
･Dice coefficient 
･Jaccard coefficient 

Category standard value evaluation value1 evaluation value 2 evaluation value 3 evaluation value 4

4. Information security management system 20% 11.32% 11.92% 10.45% 13.98%

5. Management responsibility 50% 13.24% 10.79% 13.36% 18.06%

6. Internal ISMS audits 0% 13.24% 10.34% 10.14% 4.91%

7. Management review of the ISMS 0% 0.00% 0.00% 0.00% 0.00%

8. ISMS improvement 0% 13.24% 8.78% 8.59% 1.84%
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5.2 Application example  

When experiments are carried out using a different 
standard, the data on the countermeasure’s status in the 
already assessed standard are assumed.  

The following application example can be considered. If 
the standard is updated, it is possible to locate the items of 
the revised chapter or the items moved to a newly created 
chapter. Suppose global criteria of an international standard 
are taken as the base. While creating the local criteria of the 
internal standard, the platform verifies the extent to which 
the underlying contents of the standard can be reflected, as 
well as whether any loophole has occurred. If an internal 
standard is provided and the aim is to obtain security 
attestation, the platform can be used to check how close the 
current internal criteria are close to the target criteria for 
attestation. 

6 EXPERIMENTS BASED ON EACH 
FUNCTION 

6.1 Experiment 1: Evaluation value calculation 

We compared the evaluation value using the security 
evaluation method, which adds a weight factor to each item 
paying attention to the number of items and distance of a 
reference tree using Methods 1–4. In addition, we found that 
there was an impact on the results for items, when items in 
other chapters were being referred to within a reference tree.  

6.1.1. Outline of experiment 

First, we asked an evaluator who has expert security 
knowledge to evaluate the security of an organization, and 
we summarized the results in a table for every category. 
Next, we used Methods 1, 2, and 3, evaluated for the same 
security countermeasures, and compared these evaluation 
values with the evaluator's assessment. We also investigated 
whether an improvement in a value could be obtained by 
using Method 4, based on the knowledge acquired from the 
experiment. 

6.1.2. Experimental results 

1) Calculation of evaluation values using Methods 1, 2, 3, 
and 4 

We input the security countermeasures into the platform, 
and calculated the evaluation value by each method. These 

values are called evaluation values 1, 2, 3, and 4. The results 
are shown in  

Table 1. 
2) Comparison of evaluation values 

We compared standard values with evaluation values 1, 2, 
3, and 4, and we investigated which method gives a value 
closest to the standard value in each management field. The 
differences from the standard value for each evaluation 
value and each category are shown in Table 2 as differences 
1, 2, 3, and 4. Since a lower absolute value of difference 
indicates a result that is closer to a standard value Method 2, 

out of methods 1–3, is the most effective in Category 4. This 
means that countermeasures for the items of the category are 
in place. On the other hand, Method 3 is the most effective 
in Categories 5, 6 and 8, which means that reference items 
instead of the item of the category are being addressed. It 
was never the case that Method 1, 2 or 3 was the most 
effective in all the categories. Therefore, we used Method 4 
as an impact calculation method in the form where the 
features of each method were harnessed. This produced an 
improvement in all categories. 

6.2 Experiment 2: Sample presentation 

6.2.1. Outline of experiment 

We investigated the correspondence of the 
countermeasures to items of standards by showing that 
sample data could be generated by administrators who do 
not have in-depth knowledge of security attestation. This 
experiment was executed in the form of role play. The 
sample data were generated by an author who had 
experience in general security operations and knowledge of 
security standards. Countermeasure data were generated by a 
graduate student in our laboratory who has general 
knowledge about security but does not have in-depth 
knowledge of security standards. 

6.2.2. Experimental results 

1) Analysis of the countermeasures by the administrator 
First, we asked an administrator to manually distinguish 

items of standards corresponding to the countermeasures. 
Since the administrator's knowledge of security standards 
was not sufficient, he chose items focusing on his notion of a 
countermeasure. Therefore, the selected results have many 
effective items for every countermeasure. 

Then, the same task was undertaken while viewing 
reference-related information in a reference tree. Items with 
low relevance compared with the main items in each 
management measure were rejected. The same task was 
undertaken once again while viewing the sample data. The 
sample data were displayed in two forms, in which the data 
generated when extracting a countermeasure and the data 
generated by the administrator were distinguishable. A 
further reduction in the number of items judged 
corresponding to the countermeasures was obtained. 
2) Interview of the administrator 

We interviewed the administrator concerning his changing 
selection criteria and the results. He was able to determine 
the relationship among items by using the platform and 
selected items with confidence after presentation of the 
sample data. In addition, he said that he left the data that 
were not in samples with confidence in his judgment in 
practical jobs. 
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Table 3: Reproduced rates and assurance of items with a relation 
 
 
 
 
 
 

 
 

6.3 Experiment 3: Data conversion 

6.3.1. Outline of experiment 

First, we compared countermeasures from two viewpoints: 
"the ISO/IEC 27001 Annex A" and "an ISMS attestation 
standard Ver.2.0 attachment". Next, we checked the results 
by carrying out data conversion from each dataset. We asked 
a graduate student who is an administrator of our laboratory 
to participate in an experiment using the countermeasures 
adopted in our laboratory. 

6.3.2. Experimental results 

We used about 20 countermeasures. The number of 
different items with a correspondence was a little more than 
120. We could obtain all patterns, including opposite 
selection and one side selection. By analyzing the contents 
of items that showed a difference, we could classify the 
differences into the following six patterns. 

 
i. The contents of the item were specified in detail. 
ii. The contents of the item became ambiguous. 
iii. If the contents of an item at a higher level to an item 

differ; those items to which it points also differ. 
iv. The contents are expressed differently; the meaning 

does not change. 
v. The same contents are viewed from another aspect. 
vi. An item does not belong to the same category in both 

standards. 

6.4 Experiment 4: Pertinent information 
extraction by similarity 

6.4.1. Outline of experiment 

 We calculated the similarity between two standards, the 
ISO/IEC 27001 Annex A (hereinafter Standard A) of the 
international standard and an ISMS attestation standard 
Ver.2.0 attachment "detailed management measure" 
(hereinafter Standard B) which is part of a Japanese standard. 
The pertinent information in the two standards is already 
specified. We defined items that have the maximum 
calculated similarity between the two standards as "items 
with a relation" and we checked how many specified 
relations were reproduced. We classified items that were not 

reproduced into three categories: False Negative (FN), 
which means they were not extracted although there is a 
relation; False Positive (FP), which means they were 
extracted although there was no relation; and NG, which 
indicates that the wrong item was extracted.  

6.4.2. Experimental results 

A comparison of the pertinent information in Standards A 
and B the items extracted as items with a relation is shown 
in Table 3. The reproduced rates exceed 80% in the top, 
middle and bottom categories. Each assurance has a value 
exceeding 89%. 

We investigated the 31 errors (26 FN，2 FP and 3 NG) to 
determine the cause. We found that most of the 
combinations that cause errors have low similarity. In the 
top category, which contained few technical terms, if a more 
suitable judgment could be made, we could transfer one of 
FNs to the correct combination. Also, if similar words could 
be correctly distinguished between items, we could also 
transfer the other FN to the correct combination. Each of 
three combinations detected as FP and NG in the middle 
category had similarities less than 0.5. Moreover, the NG 
item was extracted using only an item name, so the 
similarity was 1, and full match was carried out. However 
similarity was decreased by combining the name with a 
portion of the detailed description. For the FNs there were 
also cases which showed coincidences or high similarity of 
item names. Other causes of FNs were a low maximum 
similarity viewing from both standards A and B, or a 
maximum similarity viewing from one side whereas the 
similarity is the second or third value from the other side and 
could not be detected because of its small margin. In the 
bottom category, FPs did not appear. The two combinations 
in the NG category showed the maximum similarity seen 
from one side, and had second or third similarity values seen 
from the other side. We could classify most of the 19 FNs 
into the same two cases as for the middle category 

The following knowledge was acquired from these 
analytical results. 

 
i. An item which has a maximum similarity less than 0.5 

does not have a related item in many cases. 
ii. When a description is divided into an item name and 

detailed description, the similarity of the item name 
becomes more important. 

iii. Related items can be detected in many cases if they 
include an item with higher similarity, even when the 

Number of

pertinent items

Number of

extraction items
OK FN FP NG

Reproduced

rates
Assurance

Top category 10 8 8 2 0 0 80.00% 100.00%

Middle category 31 28 25 5 2 1 80.65% 89.29%

Bottom category 116 97 95 19 0 2 81.90% 97.94%
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maximum similarity from both sides indicates that 
there is no related item. 

6.5 Discussion  

6.5.1. Experiment 1 

Through these experiments based on the thinking of an 
evaluator, we found an influence on achievement level in the 
management category from items at a large distance in the 
reference tree of the platform. These items make reference to 
items outside of the management category. In addition, we 
found that using reference trees is an effective way to avoid 
human errors, such as overlooking the influence of items 
referring to other categories. 

Moreover, the evaluation value has been improved in 
Category 5. "Management responsibility" by changing a 
method to reflect comments from an interview. However, 
the difference between the participant’s evaluation value and 
the standard result is still large. This may be because 
possibilities are added as evaluation criteria, or because 
contents other than actual evaluation criteria may be 
reflected in a result.  

6.5.2. Experiment 2 

There was a tendency for a participant with insufficient 
professional knowledge to select more items for 
countermeasures. Through an interview we found out that 
relationships between standards were difficult to discern for 
the administrator who had insufficient knowledge. We also 
found out that it is effective to express relationships visually 
using reference trees and that the presentation of sample data 
was useful.  

6.5.3. Experiment 3 

From items i, ii, and iii in Section 6.3.2, since changes may 
come out in countermeasures by expressional range, we 
recognize that it is not appropriate to simply change data. 
From items iv, v, and vi, we see that errors can be avoided 
by showing the sample data. 

6.5.4. Experiment 4 

We confirmed that high reproducibility can be obtained by 
extracting items that have relations based on text similarity. 
We found in particular that the assurance of the items 
extracted was very high. Some of the causes of errors were 
due to improper range division of words at the time of the 
analysis of wording. In addition, different words with the 
same meaning cannot be automatically judged because 
technical terms are used and the similarity is low. In spite of 
using a simple similarity calculation, a high reproduction 
rate and high assurance were obtained. So it appears that it is 
effective to use the technique of extracting related items to 
determine the similarity between standards by similarity 
calculation methods currently used in the field of natural 
language processing. Moreover, it is expected that still 
higher reproduction rates and assurance can be obtained by 

creating pertinent information using a more sophisticated 
technique. 

Once the data for sample presentation are generated, it 
seems to be important to reduce FP and NG items even if FN 
increases. This is because we assume users who do not have 
much specialized knowledge. For example, the following 
techniques may improve the results. When the standard 
document is divided into item names and detailed 
descriptions, importance should be placed on the item name 
instead of employing the weighting used in our experiments. 
Since a standard has a hierarchical structure, the similarity 
and detection of relations of items in higher categories 
should also be taken into consideration. 

6.5.5. All experiments 

From experiments 1, 2, and 3 we found out that platform is 
effective in preventing human error. The errors that can be 
prevented are different in each experiment, but what is 
considered as the primary cause of errors depends on the 
complicated composition of the standards used as the base 
document which is one of the targets of this research. In this 
approach, visual correspondence was provided by using 
reference trees, and contributed to problem solving. 

In particular, visual support was provided by reference 
trees in experiments 1 and 2, and this contributed to the 
prevention of errors. In experiments 2 and 3, visual support 
was provided by the presentation of the sample data, which 
also contributed to the prevention of human error. 

Moreover, in experiment 4, by using the technique of text 
similarity calculation, pertinent information was extracted 
from the standards, even where relations between the 
standards are not indicated. We confirmed that pertinent 
information can be generated from various standards, such 
as a global standard and a local standard. 

These experiments are highly flexible and their application 
is not limited to security-specific standards. However, since 
experiment 2 is designed for choosing the relation between 
security countermeasures and a standard, the security 
viewpoint is strongly reflected here. 

7 FUTURE WORK 

The sample presentation function has basic issues, such as 
determining a sample collecting rule and reliability. 
Currently, we are considering solutions based on practical 
use rather than technical considerations. Regarding the 
sample collection rule we have proposed a rule in which the 
data generated from the sample data are provided as a new 
sample. Regarding reliability, we have proposed the 
following method, which uses a central server, in order to 
improve the reliability of the sample data. If entries 
corresponding to the same item about the same measures are 
stored more than a fixed number of times, the server will 
automatically judge that the sample data are reliable, and 
adopt them as the sample data. Otherwise, the data are 
checked by a human and adopted if their validity can be 
confirmed. 

We have experimented with using the phases of gap 
analysis and present data analysis. However, there are many 
phases in which security evaluation can be carried out. Some 
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of examples are the phase in which the detailed risk analysis 
is conducted, and the phase in which attestation acquisition 
has already finished and the PDCA cycle corresponding to 
the phase that carries out security evaluation has already 
been employed. Therefore, we will also conduct a security 
evaluation experiment of an organization with other phases, 
and examine the validity of the platform.  

We conducted an experiment using a calculation of 
similarity, and we used a standard that has pertinent 
information. Nevertheless, errors occurred. We will try to 
avoid these errors by using semantic similarity and raising 
text analysis accuracy. For example, we could use the 
structural information (e.g., about hierarchical structure) and 
reference information of a standard. We are planning 
experiments in which we will calculate the similarity by 
assuming that the item name is more important, if the 
standard item consists of a name and detailed description. 

8 CONCLUSION 

In this paper, we verified, based on the experimental 
results, not the validity of an individual function but the 
validity of the whole platform. We found that the platform is 
effective for such problems as oversight and insufficient 
knowledge by using visual support that presents reference 
trees or samples.  

In this platform, we confirmed that potential influence is 
expressed using reference-related information in cases where 
influence may be overlooked even if the evaluator has expert 
knowledge. In addition, we recognized that the provision of 
visual information by reference trees and sample 
presentation was effective for oversight and avoidance of 
misjudgment, when knowledge was insufficient. 

Furthermore, we found that each function can be utilized 
more effectively by interlocking two or more functions, such 
as sample presentation and data conversion. In this study, we 
expressed the status of countermeasures by the two choices 
"done" and "not yet" for simplicity. In addition, we expect 
that evaluation of potentiality can be improved ascertaining 
the optimal rate of "not yet" if potentiality and the state of 
being under way are expressed by using a third choice of 
"doing". 

We conducted experiments using two standards where 
pertinent information was clearly specified. We recreated the 
pertinent information with a high reproduction rate and high 
assurance. By determining such pertinent information 
through a similarity calculation technique, we were able to 
lessen the rollback of the reappraisal carried out when the 
standard changes. It is expected that better results can be 
obtained by using a more sophisticated technique.  

We will continue to examine the adaptability of our 
platform to various phases and we will try to improve its 
validity. 
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Abstract - In recent times, it has become increasingly 
important not only to maximize the knowledge and expertise 
gained at work, but also to create new knowledge from those. 
Creativity methods such as the KJ method1 are suitable for 
addressing these challenges and effectively developing 
creative ideas. For effective application of knowledge at a 
work site, without constraints on time and place, we propose 
a site-independent creativity consistent support system 
based on Quiccamera and GUNGEN-SPIRAL II. Further, 
we present the results of experiments to evaluate the system 
and demonstrate its effectiveness. 
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1 INTRODUCTION 

In recent times, the growth of information and 
communication technologies has highlighted the realities of 
globalization in economics and business competition. 
Companies must foster continuous innovation through short-
cycle product development, business efficiency 
improvement, cost reduction, and rapid decision making in 
order to accommodate the diversity of markets and 
technologies. Therefore, it becomes increasingly important 
not only to maximize the knowledge, experience, and 
expertise accumulated in the organization but also to create 
new knowledge from those. 

Further, in the event of natural disasters such as floods, 
earthquakes, and tsunamis, people may provide additional 
information through social media. Various studies have 
analyzed this behavior and have attempted to utilize it for 
disaster management measures [1], [2]. Such information 
includes knowledge, experience, and expertise from victims 
or experts, and it will be useful in designing crisis 
management measures for similar disasters in the future. 
Major disasters also highlight the importance of risk 
assessment for events that are rare but have great impact [3]. 
Such information is difficult to extract without a range of 
divergent opinions. 

Various creativity methods [4]-[8] and their support 
systems [9]-[11] have been proposed. However, the 
application of idea generation methods requires a certain 
level of practice, and a specific amount of time is necessary 
in order to achieve results of good quality. Many 

1 The KJ method is a registered trademark of Kawakita 
Research Institute. 

organizations encounter the dilemma of satisfying the 
requirements for gathered knowledge and dedicating enough 
time to gather the required knowledge. Creativity methods 
for developing creative ideas effectively are suitable for 
addressing these challenges.  

Most creativity methods and their support systems are 
designed to be applied in meetings that require the 
participants to be present within a single room. In order to 
gather the ideas of those concerned, particularly in the actual 
work environment, the creativity methods should be 
applicable irrespective of time and place. 

In this study, we propose a consistent support system for 
creativity in the actual work environment. This can support 
the entire process of a creativity method on-site, without 
imposing any restriction on the actual work site. Further, we 
describe the implementation of this system using tablet 
devices with cameras. Our experiments demonstrate the 
effectiveness of the proposed system. 

 

2 RELATED WORK 

The KJ method developed by Jiro Kawakita [5] is a 
creativity method based on the theory of problem solving 
and teamwork, and is also referred to as the affinity diagram 
and is included in the Seven Management and Planning 
Tools [8] used in total quality control. The process typically 
used in the KJ method, which is based on the human 
thinking process for creative problem solving [9], is as 
follows: 

(P-0) Data gathering 
Data (ideas, opinions, issues, etc.) with a specific 
theme are gathered. 

(P-1) Label creation (divergent thinking) 
While selecting data and brainstorming, each idea is 
recorded as a label 

(P-2) Category creation (convergent thinking) 
The labels are organized into groups based on the 
natural relationships between labels, and each group 
is given a title. 

(P-3) Chart creation (idea crystallization) 
Each group is spatially allocated to a chart (affinity 
diagram) according to the natural relationships 
between groups. Steps (P-2) and (P-3) are processes 
typical of the KJ method, and we refer to these as the 
narrowly defined KJ method in this paper. 

(P-4) Conclusion (idea verification) 
Concluding sentences are added to express the 
meaning of the diagram. 
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PAN/KJ [10] is a KJ method support system that can 
utilize multimedia data such as images or audio data. This 
system uses multimedia data as hyperlinks for card labels, 
but does not use multimedia data directly in the form of 
labels. 

GUNGEN-SPIRAL II [11] enables the consistent process 
of the KJ method to be implemented as a Web application, 
thus facilitating idea generation using multiple devices such 
as PCs or smart phones with modern Web browsers. 

Geographical Location Information-Based Bulletin Board 
System (GLI-BBS) [12] is a groupware system that can 
share geographical location information among communities. 
This system enables the data uploading of photographs from 
a GPS-equipped cellular phone to a BBS, which shows the 
photographs with the related geographical information. 

Evernote 2  is a memorandum sharing system based on 
cloud computing. This system enables submissions of text 
memos, freestyle drawings, and photographs easily by using 
PCs or smartphones, and it facilitates sharing among devices. 
Some case studies have demonstrated the effectiveness of 
the functionality of Evernote in the collaboration process 
[13]. 

Digital Card Cabinet [14] was featured in a special 
exhibition of the work of Tadao Umesao at the National 
Museum of Ethnology in Osaka, Japan. Tadao Umesao was 
known for his special B6-size paper cards (known in Japan 
as Kyoto University cards) that improve intellectual 
productivity [15]. The Digital Card Cabinet system allowed 
visitors of the exhibition to create personal Umesao-style 
cards, store them in digital form in a digital cabinet, and 
share them with other visitors by using a tabletop touch 
screen panel. Each digital card was created with text, 
photographs, and freestyle drawings by using an iPhone 3 
native application, or scanning a paper card. 

 

3 REQUIREMENTS 

There are two kinds of work sites in the actual work 
environment; the head office site and the actual work site. 
The personnel at the head office site gather data from the 
actual work site, analyze those, and make decisions to solve 
problems. At the head office site, there are also executives, 
staff, and external experts who eventually judge the 
decisions. The personnel at the actual work site gather data 
there and send this to the head office site for a decision. At 
the actual work site, there are actual workers who have 
various amounts of knowledge and experience of the work 
environment. In a disaster situation, there are also victims 
and volunteer staff to rescue the victims. 

Most previous creativity support systems merely supplied 
the process at the head office site with sufficient facilities 
such as PCs, networks, and hot-wired meeting rooms. In 
order to obtain an effectual decision with a creativity 
method, it is important for the people at the head office site 
to collaborate with those at the actual work site by 
combining their different set of implicit knowledge for each 

2 http://www.evernote.com/ 
3 http://www.apple.com/iphone/ 

thought process. However, it is difficult to gather both 
groups of people simultaneously because of the restrictions 
of time and place, especially the restrictions on 
infrastructure at the actual work site. 

In this study, we propose a consistent support system for 
creativity on-site, which enables users to perform an entire 
creativity process under restrictions of time and place but 
independent of the actual work site. A conceptual model of 
our proposal is shown in Fig.1. The solid arrows in the 
figure show the flow of the human thought process for a 
creativity method such as the KJ method. The dashed arrows 
in the figure show the flow of data for collaboration between 
the head office site and the actual work site. The purpose of 
our proposed system is consistent support for the creativity 
process at the actual work site, which is under many 
restrictions and in collaboration with the head office site 
consistently. 

 
Head office site Actual work site

Various amount of knowledge 
and experiences

Data gathering

Divergent thinkingConvergent thinking
Idea crystallization

Convergent thinking
Idea crystallization

Divergent thinking
(brainstorming)

Conclusion

Executive officer
Head office staff
External experts

Actual workers
Victims
Volunteer staffs

Idea verification

 
Figure 1: Conceptual model of site-independent creativity 

consistent support system. 
 
The requirements of the system are as follows: 
(1) System users 

In order to collect a diversity of useful opinions, a 
variety of people should join the system and 
implement creativity methods as a team. In addition 
to head office staff, the group must consist of 
external experts or staff from the actual work site 
(e.g. industrial plants, construction fields, or disaster 
site). 

(2) Time and place 
The system should be accessible from any place 

and at any time, thus enabling the participants to 
implement the creativity method whenever 
necessary. 

(3) Target process 
As described above, a variant of the KJ method has 

a sequence of processes (from divergent thinking to 
convergent thinking or conclusion) to obtain results 
using creativity methods. Each process may be 
executed at a different place or time. 

(4) User abilities 
People with a variety of skills may use the system 

and creativity methods; hence, a simple user 
interface is required. In addition, most creativity 
methods need a large workplace in order to gather a 
large number of ideas and obtain an overview. 
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4 APPROACH 

4.1 Basic Design 

 We developed Quiccamera as a support system that 
enables rapid data gathering and label making in the actual 
work environment [16]. By means of Quiccamera, 
comments using text, pictographs (emoji), or handwriting 
can be added to photographs captured at the location. Then, 
the photographs can be sent directly to GUNGEN-SPIRAL 
II [11] as idea labels for implementing the KJ method. 

 
GUNGEN-SPIRAL IIQuiccamera

iPad (with camera) / iPhone PC / iPad

Web Application Server Web Application Server

Photograph

Added text, 
pictograph,
and handwritings

KJ chart

Upload as
idea labels

 
Figure 2: Overview of creativity consistent support system 

based on Quiccamera and GUNGEN-SPIRAL II. 
 
An overview of our complete implementation of a 

creativity consistent support system based on Quiccamera 
and GUNGEN-SPIRAL II is shown in Fig.2. 

 

4.2 Function Design 

 The main functions of Quiccamera are as follows: 
(1) Use of client terminal with touch panel and camera 

The system should support a short handwritten note 
with a photograph. Hence, this client function is 
enabled for a smartphone or tablet device with a touch 
panel and camera, such as the iPhone or iPad4 (except 
the first model). 

(2) Single button for image submission 
With a smartphone or tablet device, an image can be 

uploaded to a server by several methods such as e-
mail or ftp. However, these methods are not simple 
because multiple applications or operations are 
required. Hence, the entire operation (capturing, 
editing, and uploading the photograph) is 
implemented through an application that requires 
minimum operating effort. 

(3) Freestyle comments on the photograph 
Handwriting is one of the simplest methods for 

adding comments to a photograph. However, 
sometimes handwritten letters are difficult to read or 

                                                           
4 http://www.apple.com/ipad/ 

manage. Therefore, a more useful method is the text 
input function that is provided. In addition, a variety 
of pictographs can be used to convey feelings related 
to the target object in the photograph [17]. 

(4) Direct use of photographs with comments as idea 
labels in GUNGEN-SPIRAL II 

Photographs uploaded to the Quiccamera server are 
converted and uploaded directly to the GUNGEN-
SPIRAL II server as XML-style idea labels. Thus, we 
can implement the entire KJ method as one consistent 
process with our proposed system. 

 

4.3 System Implementation 

We developed Quiccamera as a native iPhone or iPad 
application written in Objective-C and a server application 
written in PHP for receiving photographs. 

GUNGEN-SPIRAL II is a Web-based server application 
written in PHP and JavaScript. It enables the KJ method on 
all terminals having modern Web browsers, such as PCs, 
smart phones, and tablet devices. 

We chose an iPad2 (second generation iPad) as the client 
terminal for Quiccamera and GUNGEN-SPIRAL II, because 
the iPad2 has a camera and a wide display (similar to those 
of a notebook PC). 
 

Pictograph

Handwriting

Selecting pictograph

Photograph

SubmittingTyping text
Taking photo

Text

Eraser

Clear

Delete

Pen size of handwriting

 

 
Figure 3: Overview of main screen of Quiccamera 

application. 
 

First, the user launches the Quiccamera application and 
captures a photograph using the built-in camera of the iPad 
2. The captured photograph is displayed on the main screen 
of the Quiccamera application, and the user can add several 
freestyle comments on the photograph by using text, various 
pictographs, or handwriting with multiple pen sizes. Four 
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pictographs were implemented for comments of laughing, 
crying, surprise, and love. Figure 3 shows the main screen of 
the Quiccamera application. The comments are stored in the 
drawing layer, which is separate from the photograph layer, 
and the user can edit these freely. In our experiments we 
prepared the four pictographs shown in Fig.4. 

 

 
Figure 4: Variety of pictographs. 

 
Once the editing is complete, the user presses the upload 

button to save the data in the PNG format by combining the 
layers and submit the result to the Quiccamera server. The 
data is automatically uploaded to the GUNGEN-SPIRAL II 
server in the form of idea labels. Then, the user launches the 
GUNGEN-SPIRAL II application to initiate the categorizing 
and charting process of the KJ method by using the 
uploaded idea labels (photographs with several freestyle 
comments). 
 

5 EXPERIMENTS AND DISCUSSION 

5.1 Experimental Environment 

The experiments were conducted with six groups of 
participants: each group consisted of three students from 
Wakayama University. The theme of the KJ method was 
“ultimate methods for adopting measures to deal with the 
occurrence of a disaster or tsunami.” As the actual work site, 
we selected Arita County (the towns of Yuasa and 
Hirokawa) in Wakayama Prefecture, which is known for an 
old tsunami story [18] 5 . Wakayama University was 
simulated as the head office site. The participants executed 
all the steps of the KJ method (from data gathering (P-0) to 
conclusion (P-4)), and four other individuals evaluated the 
quality of the result sentences by Yagishita’s method [19], 
which expands the application scope of the traditional 
Analytic Hierarchy Process (AHP) [20]. We adopted six 
evaluation factors (originality, usability, appeal, 
concreteness, possibility of realization, and possibility of 

5 The story was translated as “Inamura-no-Hi” by Tsunezo 
Nakai and used as a government-designated teaching 
material in Japanese elementary schools before World War 
II. 

application) to calculate the satisfaction scores of result 
sentences. 

Our experiments were conducted and evaluated on the 
basis of three aspects: 

(1) Evaluating the effect of photographic idea labels 
(Groups A and B) 

The participants each took an iPad 2 or iPhone to the 
actual work site (Arita County), gathered data by 
taking photographs (data gathering), and created idea 
labels by drawing several memorandums with 
Quiccamera. After several days, they performed the 
remaining processes of the KJ method (category 
creation, chart creation, and conclusion) with 
GUNGEN-SPIRAL II at the head office (Wakayama 
University) using a PC. For the purposes of 
comparison, they also created textual idea labels 
(without using Quiccamera) just before creating the 
categories. We evaluated the number of idea labels 
generated at (P-1) and the number of categories 
generated at (P-2). We also evaluated the processing 
time of the narrowly defined KJ method from (P-2) to 
(P-3) and the satisfaction score of the concluding 
sentence at (P-4). The time gap between label creation 
and category creation as well as the difference 
between the devices emulates an inconsistent 
creativity process. 

(2) Evaluating the support for a consistent process (three 
Groups C, D, and E) 

The participants each took an iPad2 to a location 
near the head office site (Wakayama University) as an 
actual work site with fewer restrictions on time, place, 
and equipment. They gathered data and created idea 
labels in a manner similar to that described in (1). 
Then, they returned to the head office and performed 
the remaining processes of the KJ method with the 
iPad2 consistently. We evaluated the processing time 
of the narrowly defined KJ method and the 
satisfaction scores of the concluding sentences. The 
number of idea labels was fixed at 21 (each 
participant created 7 labels) in each experiment to 
evaluate all idea labels under the same experimental 
condition, when considering the legibility on the 
screen size of the iPad2. 

(3) Pre-evaluating the support for a consistent process in 
the real actual work site  (one group: F) 

The participants each took an iPad2 to the actual 
work site (Arita County), gathered data, and created 
idea labels in a manner similar to that described in (1). 
Then, they assembled at a suitable location within the 
site and performed the remaining processes of the KJ 
method with the iPad2 consistently. The evaluation 
criteria and the experimental condition (the number of 
idea labels) were the same as in (2). 

Table 1 shows the environments for all the experiments. W 
and O represent the locations at which the participants 
executed the processes of the KJ method. W indicates the 
actual work site (Arita County) and O indicates the head 
office site (Wakayama University). In each experiment, the 
category creation, chart creation, and conclusion processes 
were simultaneously performed at the same place. 
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Table 1: Experimental environments. 

Group Data 
Gathering 

Label 
Creation 

Category 
Creation 

A 
 

A1 
A2 

W W (iPad) O (PC) 
W O (Text) O (PC) 

B 
 

B1 
B2 

W W (iPad) O (PC) 
W O (Text) O (PC) 

C O O (iPad) O (iPad) 
D O O (iPad) O (iPad) 
E O O (iPad) O (iPad) 
F W W (iPad) W (iPad) 

 
Figure 5 shows an example of providing idea labels as 

input by using Quiccamera at the actual work site (Yuasa 
Town). Figure 6 shows an example of using Quiccamera to 
submit an idea label. The text in Fig.6 shows a short 
question about the addition of the dike in the photograph. 
The pictograph (exclamation mark to indicate “surprise”) 
emphasizes the need to focus attention. The freestyle 
drawing (arrow) shows the size of the added dike. 

 

   
Figure 5: Experiments at Yuasa. 

 

 
Figure 6: Example of photographic idea label with text, 

pictograph, and handwritings. 
 

Figure 7 shows an example of the KJ method being 
performed using a PC at the head office (Wakayama 
University). KJ charts in GUNGEN-SPIRAL II were 
displayed on the wall by using a projector in order to share 
the entire workspace with all the participants. The submitted 
photographs were shown as idea labels in GUNGEN-

SPIRAL II. The participants applied the KJ method by 
displaying the entire screen of GUNGEN-SPIRAL II using a 
projector. 

Figure 8 shows an example of the KJ method being 
applied with an iPad 2 at the actual work site (a tearoom in 
Yuasa). The iPad 2 was connected to the GUNGEN-
SPIRAL II server at the head office by using a 3G-WiFi 
router. 

 

 
Figure 7: Performing the KJ method using a PC at the 

office. 
 

 
Figure 8: Performing the KJ method using an iPad 2 at a 

tearoom in Yuasa. 
 

5.2 Results 

Figures 9 and 10 show the resultant KJ charts, 
considering the experiments of Group A as examples. Figure 
9 shows the resultant KJ chart after the chart creation 
process using idea labels from Quiccamera. Each 
photographic idea label contains a photograph with text, 
pictographs, or handwriting. Figure 10 shows the textual 
(traditional) KJ chart. 

Table 2 lists the results of Experiments A1-B2. It shows 
the number of generated idea labels at (P-1), the number of 
generated categories at (P-2), the process time of narrowly 
defined KJ method from (P-2) to (P-3), and the average of 
satisfaction score of the result sentence at (P-4) calculated 
with Yagishita’s method [19]. The time is given in minutes. 
Table 3 shows the results for label making by using text, 
handwriting, and pictographs at Experiments A1 and B1. 
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Figure 9: Example of KJ chart using photographic idea 

labels from Quiccamera (A1). 
 

 
Figure 10: Example of KJ chart using textual idea labels 

(A2). 
 

Table 2: Experimental results (A1-B2). 
Group Num. 

Labels 
Num. 

Categories 
Time 
(min.) 

Avg. 
Score [19] 

A1 53 9 40 4.0 
A2 30 7 20 2.7 
B1 31 6 52 4.3 
B2 35 10 45 2.0 

 
Table 3: Breakdown of making idea labels with 

Quiccamera. 
Contents A1 B1 
Labels with text 24 28 
Labels with handwriting 28 10 
Labels with pictographs 11 11 
Variety of 
pictograph 

Funny 4 0 
Cry 1 0 
Surprise 9 11 
Love 1 0 

 
Table 4 lists the results of Experiments C-F, which also 

shows the process time of narrowly defined KJ method, and 
the average of satisfaction score of the result sentence. 

Table 5 lists the questionnaire regarding the usability of 
Quiccamera, and Table 6 lists the questionnaire regarding 
the usability of GUNGEN-SPIRAL II. Each score shows the 
average provided by each participant from 1 to 5 score. 

 
Table 4: Experimental results (C-F). 

Group Time 
(min.) 

Avg. 
Score [19] 

C 50 3.9 
D 25 2.8 
E 56 4.9 
F 41 2.8 

 
Table 5: Questionnaire results for Quiccamera. 

 Questionnaire O 
(C-E) 

W 
(F) 

1 Did you feel it a burden to take and 
to submit a photograph with Quic-
camera? 
 (1:Not a burden-5: A great burden) 

1.6 1.3 

2 Was the addition of a memorandum 
by electronic handwriting simple? 
(1:Did not feel so-5: Strongly felt so) 

3.9 4.0 

3 Was the addition of memo written 
by text simple? 
(1:Did not feel so-5: Strongly felt so) 

3.7 4.3 

4 Was it effective to add the contents 
of electronic handwriting to your 
own memorandum? 
(1:Did not feel so-5: Strongly felt so) 

4.0 4.7 

5 Was it easy to upload photographs? 
(1:Not easy -5:Easy) 

4.6 4.7 

6 Did the pictographs help in adding 
information? 
(1:Did not feel so-5: Strongly felt so) 

2.9 2.7 

7 Was the variety of pictographs 
suitable? 
(1:Too few-5: Too many) 

2.6 3.0 

8 Do you think that electronically 
handwritten memorandum is 
effective even without photographs? 
(1:Did not feel so-5: Strongly felt so) 

2.0 2.7 

 
Table 6: Questionnaire results for GUNGEN-SPIRAL-II. 
 Questionnaire W 

PC 
(A1,B1) 

O 
iPad 
(C-E) 

W 
iPad 
(F) 

1 Were the idea labels 
completely readable? 
(1:Did not feel so-
5:Strongly felt so) 

3.3 3.0 4.0 

2 Was it more convenient to 
perform the KJ method with 
the proposed system than 
with the paper-based 
method? (1:Did not feel so-
5:Strongly felt so) 

4.0 3.6 4.7 

 

5.3 Discussion 

In the experiments above, we observed the following 
results: 
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(1) Evaluating the effect of photographic idea labels 
In Table 2, the average score for concluding sentences 

is higher with photographic idea labels than with textual 
labels, although there are no significant differences 
between the numbers of labels or categories generated. 

Table 7 shows portions of the concluding sentences of 
Group A as examples. The underlined portions indicate 
the significant differences between the photographic idea 
labels and the textual idea labels. With the photographic 
idea labels, the concluding sentences include more 
specific expressions such as examples of actual scenarios. 
This would help in the generation of more practical output 
for actual work environments. 
 

Table 7: Examples of concluding sentences. 
Concluding sentences with 

photographic idea labels (A1) 
 
The ultimate action to prepare measures for dealing 
with a tsunami is to exploit the review of past 
experiences. For example, a conscious measure was 
taken by locating a sign for people living in the area 
to escape to safety upland away from a tsunami, or by 
locating a sign about how dangerous the place is 
during a tsunami. 
 

Concluding sentences with 
textual idea labels (A2) 

 
The ultimate action to prepare measures for dealing 
with a tsunami is to hand on the past lessons to the 
future generations. That makes it possible to take 
conscious measures by indicating the way for 
inhabitants to escape immediately, or by checking the 
safety of places. 
 

 
Table 3 indicates that textual comments were 

predominantly used. The number of comments using 
pictographs was less than the number using text or 
handwriting, respectively. In the pictograph comments, 
the pictograph for surprise was typically used. 
 
(2) Evaluating the support for a consistent process 

In Tables 2 and 4, we compare the average scores of 
concluding sentences between inconsistent processes (A1 
and B1) and consistent processes (C, D, E, and F). The 
results show that there are no significant differences 
between these. 

Table 5 shows that the score for uploading a 
photograph is high (4.7) and that the effort to submit 
photographic idea labels is low (1.6). This result indicates 
that the main function of Quiccamera is achieved. 

Although Table 6 shows that the readability and 
operability are slightly higher when a PC is used than 
when an iPad 2 is used, there are no significant 
differences between these. 

 
(3) Pre-evaluating the support for a consistent process at 

the actual work site 

The experimental results of Group F show that there 
are no significant differences in the scores of concluding 
sentences between Groups C–E and Group F, although 
the average score of concluding sentences is lower for 
Group F. This indicates that there were no dependences 
on where experiments were performed. Hence, the system 
was able to support the whole KJ method consistently at 
both the head office and the actual work site.  

 

6 CONCLUSION 

In this study, we proposed a site-independent creativity 
consistent support system, which can apply creativity 
methods without constraints on time and place. We also 
demonstrated the effectiveness of our proposal by 
conducting experiments. 

The proposed system consists of Quiccamera and 
GUNGEN-SPIRAL II. Quiccamera supports divergent 
thought processes and GUNGEN-SPIRAL II supports 
convergent thinking for conclusions. This system can 
consistently support the entire process of a creativity method 
at any time and at any place by using a tablet device (iPad 2) 
as a client terminal. 

Experimental results showed that the use of photographic 
idea labels is easier with Quiccamera. Further, the quality of 
the resultant conclusion is better when photographic idea 
labels are used than when textual idea labels are used, owing 
to the more concrete idea generation. In addition, there were 
no significant differences in the quality of concluding 
sentences between using a PC and using an iPad 2 or 
between working at the head office and working at the 
actual site. 

In future studies, we will increase the variety of freestyle 
comments by including multicolored handwriting and 
additional pictographs to support the creativity method more 
effectively. 
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Abstract - Object Constraint Language (OCL), which is
an annotation language for the Unified Modeling Language
(UML), can describe specifications more precisely than can
natural languages. In recent years, model-driven architecture
(MDA) based techniques have emerged, and thus translation
techniques such as translation from OCL to the Java Mod-
eling Language (JML) have gained much attention. Our re-
search group has been studying not only a translation method
from OCL to JML but also from JML to OCL. Bi-directional
translation between OCL and JML supports (1) development
by round-trip engineering (RTE) at the design level, and (2)
multi-translations between various formal specification lan-
guages. This paper presents our implementations based on
model translation techniques.

Keywords: model-driven architecture, OCL, JML, design
by contract

1 Introduction

In recent years, model-driven architecture (MDA) [14] based
techniques have emerged. MDA targets numerous languages.
Thus, translation techniques such as translation from the Uni-
fied Modeling Language (UML) to some program languages
have gained much attention. Several research efforts have
proposed methods that automatically generate Java skeleton
files from UML class diagrams [6], [11]. Some of these are
publicized as plug-ins for Eclipse. Translation techniques
such as the Object Constraint Language (OCL) [20] to the
Java Modeling Language (JML) [15] have also been studied.
These two languages are described as follows.

• OCL describes detailed properties of UML and is stan-
dardized by the Object Management Group (OMG).

• JML specifies properties of a Java program. It is also
used in some static program analyzers such as the Ex-
tended Static Checker for Java (ESC/Java2) [8].

However, JML describes more detailed properties than does
OCL. Both OCL and JML are based on design by contract
(DbC) [18] and are able to provide property descriptions of
classes or methods.

We previously proposed a method that translates a UML
class diagram with OCL into a Java skeleton with JML [19].
Our translation tool is implemented by mapping each of the
statements in OCL and JML by a Java program. However,
model translation, which uses abstract models to represent
common aspects of the target languages, is the primary func-
tion of MDA. One of our original goals was providing uni-
form techniques to translate from OCL to many specification

languages. Our previous prototype of a translation tool and
other tools provided by other researchers [19], [23] have low
reusability, because the goals were fulfillment of translation,
not usability. Thus, we need a tool that supports both transla-
tion and usability.

This paper presents a prototype translation tool from OCL
to JML. First, we define the syntax of UML with OCL by
using Xtext, which is a plug-in for Eclipse [5]. Next, we de-
scribe the translation rules from UML with OCL to a Java
skeleton with JML. The syntax and rules are used for transla-
tion in the framework provided by Xtext. The syntax descrip-
tion is independent of the translation rules in Xtext; therefore,
the syntax part has high reusability. However, because Xtext
can generate a dedicated editor of the defined syntax, this ed-
itor has high usability functions, such as code completion and
detection of syntax errors.

We also implement a tool that translates from JML to OCL
by using the same approach as translation from OCL to JML.
Round-trip Engineering (RTE) [17], [25] is a method that grad-
ually refines a model and source code by the repeated use of
forward engineering and reverse engineering. The aim of im-
plementation of translation from JML to OCL is to support
RTE at the specification description level.

The organization of the remainder of the paper is as fol-
lows. Section 2 describes the background of this research and
related work. Sections 3, 4, and 5 describe the implemen-
tation of our tool, the experimental results, and discussions,
respectively. Finally, Section 6 concludes the paper.

2 Background

In this section, we present the background of our research,
including techniques and related work.

2.1 Design by Contract

DbC is one of the concepts of object-oriented software de-
signing. The concept regards specifications between a sup-
plier (method) and a client (calling the method) as a contract,
with the goal of enhancing software quality, reliability, and
reusability. The contract means that if a caller of a class en-
sures the pre-condition, then the class of the caller must also
ensure the post-condition. A pre-condition is a condition that
should be satisfied when a method is called. For example,
conditions for the arguments of a method are pre-conditions.
In contrast, a post-condition is a condition that should be sat-
isfied when a process of a method ends. If the pre-condition
is not satisfied, then the caller of its class has errors, and if the
post-condition is not satisfied, then the class has errors. These
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separate responsibilities havea clear distinction for develop-
ers, and so they are useful to identify the causes of software
defects.

2.2 OCL and JML

OCL, which is standardized by OMG, details the proper-
ties of UML models. Because a UML diagram alone cannot
express the rich semantics of the relevant information of an
application, OCL allows one to describe precisely the addi-
tional constraints on the objects and entities present in the
UML model.

JML details the constraints of Java methods or objects [15].
These constraints are based on DbC. It is easy for novices to
describe the properties in JML because the syntax of JML is
similar to that of Java. Various kinds of tools verify source
codes with JML annotations. For example, JML Runtime As-
sertion Checker (JMLrac) [24] checks whether contradictions
exist between JML constraints and runtime values of the pro-
gram. JMLUnit automatically generates a test case skeleton
and a test method for JUnit [1]. Since the original use of JML
was for runtime assertion checking [4], several other program
verification tools have been developed, such as ESC/Java(2)
[7], [13], JACK [3], KeY [2], and Krakatoa [16].

2.3 Model Translation

The Query Verification Tool (QVT) [9] and the ATL Trans-
formation Language (ATL) [12] are typical model transla-
tion techniques. Model translation has two types. One is
Model2Model (M2M) that translates from model to model,
and the other is Model2Text (M2T) that translates from model
to code. For example, UML2Java [6] provides M2T transla-
tion capability.

2.4 Round-trip Engineering

RTE is a method that gradually refines the model and the
source code by the repeated use of forward engineering and
reverse engineering. RTE development needs to keep the con-
formity of the models with the source code. By using RTE,
QVT feature and requirement changes are easier to make [17],
[25]. In general, when the code or models are changed, then
the corresponding code or models are changed automatically
by using a tool supporting RTE.

2.5 Xtext

Xtext [5] is a support framework for defining both the syn-
tax of a model and the translation rules from the model to
the text. Xtext can generate a dedicated editor of the defined
syntax. This editor has high usability functions, such as code
completion and detection of syntax errors. Moreover, if tex-
tual models are written on the editor, the models are automat-
ically translated to text according to the defined translation
rules.

2.6 Related Work

Some existing methods [10][23] do not adequately support
the iterator feature, which is the most basic operation among

private T1 mPrivateUseForJML01(){
µ(init);
for (T2 e:µ(c1))

res =µ(body)
return res;

}

Figure 1: General Java template for the iterate feature method

collection loop operations. Our research group proposed a
technique to resolve this problem by inserting a Java method
that is semantically equal to each OCL loop feature [19].

An iterate feature is an operation that applies an expression
given as the argument to each element of a collection, which
is given as another argument.

Set{1,2, 3}−> iterate(i: Integer;

sum : Interger= 0 | sum+ i) (1)

Expression (1) defines an operation that returns a value rep-
resenting the sum of all elements in the Set. In expression
(1), the first argument (i: Integer) defines an iterator vari-
able. The second argument (sum: Integer = 0) defines
a variable used to store the return value and its initialization.
The third argument (sum+i) defines the expression executed
iteratively in the loop.

In JML or Java, expressions such as “sum+ i” cannot be
evaluated dynamically. For example, if expression (1) is re-
solved in the same way as expression (2), the result of the
translation would be expression (3).

JMLTools.flatten(setOfSets) (2)

JMLTools.iterate(int i, int sum = 0, sum+ i, set) (3)

In expression (3), “sum+ i” is evaluated only once when the
method is called. In other words, the expression is not evalu-
ated iteratively and dynamically in every collection element.

To resolve this problem, our research group proposed a
technique that inserts a Java method that is semantically equal
to each OCL loop feature [22]. It is worthwhile to have such
an algorithm to deal with the iterate feature, because the iter-
ate feature is widely used.

Expression (4) shows the general format of an iterate fea-
ture. The variablese, init, body, andc indicate an iterator
variable, a declaration of the return value and its initializa-
tion, an expression executed in the loop, and a Collection type
variable, respectively.

c−> iterate(e;init | body) (4)

Figure 1 shows the general format of our newly created method.
The keywordsµ(), T1, andT2 and the variableres are a func-
tion translating an OCL expression into a Java expression, a
variable declared ininit, a variablee, and the name of the
variable declared ininit, respectively.

3 Implementation

In this section, we present the implementation of our trans-
lation tool.
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Figure 2: Overviewof implementation using Xtext

3.1 Policy of Implementation

We implement the translation tools by using Xtext. First,
we define the syntax of the models. Next, we define the trans-
lation rules from the syntax of the models to the source code.
Both translations, from OCL to JML and from JML to OCL,
are implemented by the above method. Figure 2 shows the
overview of the implementation.

Our implementation method has the following advantages.

• Syntax and translation rules are defined independently;
thus, the syntax description can be reused.

• Xtext can generate a dedicated editor of the defined
syntax. The high usability functions are explained in
the previous section.

3.2 Translation from OCL to JML

In this section, we present the implementation of a transla-
tion from OCL to JML.

3.2.1 Syntax definition of UML with OCL annotation

We define the syntax of the UML class diagram with OCL.
For the UML part, we use conventional syntax rules and ex-
tend the syntax. The extended syntax can append the OCL
constraints. For the OCL part, we consider some cases of re-
turn types and other syntax. Translation rules depend on the
syntax of the model; therefore, careful case analysis helps the
semantic analysis and enhances the reusability of the syntax
of a model. The function of the generated editor depends on
the defined syntax. Therefore, the more we take into account
the case analysis, the more usability the generated editor has.
In summary, careful consideration of the case analysis helps
both usability and reusability.

3.2.2 Definition of translation rule from OCL to JML

Table 1 shows parts of the translation rules of OCL to JML.
A translation function of an OCL statement to a JML state-
ment is expressed byµ. Here, Integer, Real, and any type
of Boolean are expressed byai. Any type of Collection is
expressed byci.

We define the translation rules OCL-JML in accordance
with many of the same rules used in existing research [19].
In Table 2, many collection loops can be replaced by iterate

Figure3: Input model

Figure4: Result of translationfrom OCL to JML

features. Therefore, our current research replaces the collec-
tion loop with the iterate feature. However, this translation
method has some challenges. For example, low readability
of the generated code is one challenge. To resolve this prob-
lem, if the OCL loop feature directly translates the JML loop
feature, we do not replace the collection loop with the iterate
feature.

Figure 3 is an example of a textual model based on the
defined syntax. Figure 4 is an example of the result of a trans-
lation from the model to the text.

3.2.3 Oclvoid Type

The OclVoid type is a class having only the constant named
Undefined. The constant is returned when an object is cast
into an unsupported type or when a method gets a value from
the empty collection. The counterpart of this constant in JML
is null. It must be noted that in OCL, a logical expression such
as “True or Undefined” is evaluated as an undefined expres-
sion, not True. To deal with OclVoid correctly, the translation

Table 1:µ translation rules from OCL to JML
µ(a1 = a2) = µ(a1) == µ(a2)
µ(a1 > a2) = µ(a1) > µ(a2)
µ(a1 < a2) = µ(a1) < µ(a2)
µ(a1 >= a2) = µ(a1) >= µ(a2)
µ(a1 <= a2) = µ(a1) <= µ(a2)
µ(a1 <> a2) = µ(a1)! = µ(a2)
µ(c1=c2) = µ(c1).equals(µ(c2))
µ(c1>c2) = µ(c1).containsAll(µ(c2))&&!µ(c1).equals(µ(c2))
µ(c1<c2) = µ(c2).containsAll(µ(c1))&&!µ(c1).equals(µ(c2))
µ(c1>=c2) = µ(c1).containsAll(µ(c2))
µ(c1<=c2) = µ(c2).containsAll(µ(c1))
µ(c1<>c2) = !µ(c1).equals(µ(c2))
µ(c1−>size()) = µ(c1).size()
µ(c1−>isEmpty()) = µ(c1).isEmpty()
µ(c1−>notEmpty()) = !µ(c1).isEmpty()
µ(c1−>excludes(a1)) = µ(c1−>count(a1) = 0)
µ(c1−>count(a1)) = µ(c1−>iterate(e; acc : Integer= 0 |

if e = a1 thenacc+ 1 elseacc endif))
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tool needs to treat OclVoid as follows.

(a1 == null ? false : throw new JMLException())

3.3 Translation from JML to OCL

In this section, we present the implementation of the trans-
lation from JML to OCL.

3.3.1 Syntax definition of Java skeleton code with JML
annotation

We define the syntax of Java skeleton with JML. For Java,
we define the syntax of class declaration, class modifier, field
variable, and method declaration as the targets of translation.
The variable type and others are needed to translate correctly,
so we define the syntax of the Java skeleton. For JML, our
translation tool can translate a part of the formula defined in
the JML Reference Manual. JML is a more detailed language
than OCL, and JML has complex expressions that cannot be
expressed by OCL. For example, JML has an assignment op-
eration and a shift operation, but OCL does not have either
of these operations. At the time of syntax definition, we omit
the operations and syntax that cannot be translated from JML
to OCL. By omitting syntax that does not support translation
from JML to OCL, a user can input only the JML expressions
supported by the generated editor. For this reason, it becomes
much easier to understand the corresponding syntax.

3.3.2 Definition of translation rule from JML to OCL

Table 3 shows some of the translation rules from JML to OCL.
Here, the translation function of an JML statement to a OCL
statement is expressed byµ′. Any type of all are expressed by
ai. A type of boolean is expressed bybi.

In terms of elementary operation, the translation of JML
to OCL only has to replace the operator of JML with the op-
erator of OCL. However, to translate correctly, a part of the
operator needs to interchange an operand. The syntax of JML
is similar to that of Java. For example, the “+ operator” is used
in various cases, such as “Integer + Integer” and “String + In-
teger”. OCL does not support operation on different types. In
contrast, JML supports “+ operator” involving non-numerical

Table 2: A part of the correspondence table of Collection-
Iterate
c1−>exists(a1 | a2) = c1−>iterate(

a1; res : Boolean= false| res or a2)
c1−>forAll(a 1 | a2) = c1−>iterate(

a1; res : Boolean= true| res anda2)
c1−>count(a1) = c1−>iterate(

e; acc : Integer= 0 |
if e = a1 thenacc+ 1

elseacc endif)
st1−>select(a1 | a2)) = st1−>iterate(a1; res :

Set(T) = Set{} |
if a2 thenres −>includeing (a1)

elseres endif)
st1−>reject(a1 | a2)) = st1−>select(a1 | nota2)
c1−>any(a1 | a2) = c1−>select(a1 | a2)−>

asSequence()−>first()
c1−>one(a1 | a2) = c1−>select(a1 | a2)−>size()= 1

types. In terms of loopoperation, exists and forall and other
terms are defined as operations of the Collection type in OCL.
However, sometimes exists and forall and other terms are used
as a for loop of Java in JML. Therefore, the loop operation of
JML cannot be translated by the loop operation of OCL. If
the loop operation is used as a Collection in JML, our tool
translates JML to OCL. If the loop operation is not used as a
Collection in JML, our tool outputs error messages.

3.4 Type Inference

In OCL, “==” evaluates whether two objects are equiva-
lent. However in JML, “==” evaluates whether two objects
are equivalent, and “equals()” method evaluates whether two
reference types are equivalent. To translate correctly, the vari-
able type, and so on, must be correctly distinguished. When
translating from JML to OCL, our tool can distinguish the
type information correctly. However, when a user writes a
textual model, our tool cannot distinguish the type informa-
tion.

4 Experiments

This section explains our experiments in detail.

4.1 Overview of Experiments

We conducted two experiments. The goal of the first exper-
iment (Experiment 1) was to evaluate the quality of transla-
tion from JML, described as the experimental object, to OCL.
The goal of the second experiment (Experiment 2) was to
evaluate the quality of translation from OCL, generated by our
translation tool, to JML. These experiments were conducted
to ensure that our tool has possible applications for RTE.

4.2 Measurements

To evaluate the results of translation, we measured the fol-
lowing two items.

Ratio of Transformation
Ratio = OCLtranslated/JMLall

Table 3:µ′ translation rules from JML to OCL
µ′(b1?b2:b3 ) = if µ′(b1) thenµ′(b2)

elseµ′(b3) endif
µ′(b1<==>b2 ) = µ′(b1)= µ′(b2)
µ′(b1<=! =>b2 ) = µ′(b1) <> µ′(b2)
µ′(b1==>b2 ) = µ′(b1) impliesµ′(b2)
µ′(b1<==b2 ) = µ′(b2) impliesµ′(b1)
µ′(b1&&b 2 ) = µ′(b1) andµ′(b2)
µ′(b1||b2 ) = µ′(b1) or µ′(b2)
µ′(b1|b2 ) = µ′(b1) or µ′(b2)
µ′(b1 ˆ b2 ) = µ′(b1 xor µ′(b)
µ′(b1& b2 ) = µ′(b1) andµ′(b2)
µ′(\result) = result
µ′(\old(a1)) = µ′(a1)@pre
µ′(\not modified(a1)) = µ′(a1) = µ′(a1)@pre
µ′(\fresh(a1)) = µ′(a1).oclIsNew()
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Figure 5: UML class diagramof warehouse management pro-
gram

Ratio of Reverse Transformation
Ratio = JMLreverse/OCLtranslated

JMLall is the number of pre-conditions and post-conditions.
OCLtranslated is the number of OCL statements translated
from JML statements by our translation tool.JMLreverse

is the number of JML statements translated from generated
OCL statements by our translation tool.

4.3 Results of Experiments

4.3.1 Experiment 1

Experiment 1 uses a warehouse management program. Fig-
ure 5 shows the class diagram of the warehouse management
program, which consists of seven classes. Table 4 shows the
components of the warehouse management program in detail.

The warehouse management program [21] has correct JML
statements, as shown by the results of past research [21]. The
number of described pre-conditions, post-conditions, and class-
invariants is 130. We use these statements to evaluate the
quality of the translation. The result shows that the number of
correctly translated statements is 102, and the Ratio of Trans-
formation is 78.4%. Figures 6 and 7 show cases of failure
translations.

Many cases of failure translations can be found. For ex-
ample, if multi-variables are declared in the forall feature,
then the translation from JML to OCL fails. Additionally,

Table 4: Components of warehouse management program

Class Name # of methods # of lines
ContainerItem 12 224

Customer 10 156
Item 7 110

ReceptionDesk 8 162
Request 16 245

StockState 0 9
Storage 10 258
TOTAL 63 1164

/ * @
ensures \result.matches("containerID." + containerID

+ "CarryingDate | " + carryingDate + "\n{1}")
@* /
String toString(){
}
/ * @
ensures (\forall Request r; requestList.contains(r);

r.getAmount() > 0);
ensures (\forall Request r; requestList.contains(r)

&& r.getAmount() != \old(r.getAmount());
r.getRequestState() == StockState.SHORTAGE);

@* /
List deliveringOrder(){
}

Figure 6: Example of failure translation from JML to OCL
(input)

context ContainerItem::toString()::String
post : result.matches(’ContainerID.’

[type error][type error][type error][type error])

context ReceptionDesk::deliveringOrder()::List
post : requestList->forAll(r:Request|r.getAmount() > 0)
post : requestList and r=(r)@pre and ->forAll(

r:getRequestState() = StockState.SHORTAGE)

Figure 7: Example of failure translation from JML to OCL
(output)

we can classify the following expressions as failures: expres-
sions with type operations, typeof operations, applying ”+”
between a String type and numeric type expressions, and so
on.

4.3.2 Experiment 2

In Experiment 1, 102 statements are translated correctly. We
recheck whether these generated statements are recognized
as translation objects of the prototype translation tool from
OCL to JML. In terms of correctly translated OCL, the Ratio
of Transformation of translation from OCL to JML is 100%.
For this reason, translation from JML to OCL by our tool has
no problems. However, some bugs are found in the translation
from OCL to JML, because our translation rule is still in the
trial phase. As a result, 98 statements out of 102 statements
as input statements are translated correctly, and the Ratio of
Transformation is 96.1%. The result shows that four state-
ments have some bug. Figures 8 and 9 show examples of
failure cases.

The OclAsType method is described in the lexical speci-
fication. However, the OclAsType method is not described
in the translation rules, so our tool could not translate the
OclAsType method. After reviewing these results, we modi-
fied the method to successfully translate the four statements.
Therefore, we will apply our modified translation rule in fu-
ture work.

5 Discussions

As stated earlier, the result of the Ratio of Transformation
of the translation from JML to OCL is 78.4% in Experiment
1. We implemented our tool as a prototype, so our tool has un-
supported statements. However, the Ratio of Transformation
of the experimental result shows that majority of JML con-
sisted of elementary operations, and thus shows the validity
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pre : o.oclIsTypeOf(Request)
post : result = (receptionDate.getTime()-

(o.oclAsType(Request)).getReceptionDate())
.oclAsType(Integer) or result = 0

op compareTo(o : Object)

Figure 8: Example of failure translation from OCL to JML
(input)

/ * @
requires o.getClass().equals(Request);
ensures (\result == (receiptionDate.getTime()-

((o.oclAsType(Request)).getReceiptionDate()))
.oclAsType(Integer)) || (\result == 0);

@* /
public void CompareTo(Object o){
}

Figure 9: Example of failure translation from OCL to JML
(output)

of our translation tool. We now describe a part of the failure
translation.

Our tool could not translate the\type keyword, which is a
primitive operator returning a type name. The reason for the
above situation is that OCL has no counterpart of the\type
operator to identify a type name from a designated expression.
To solve this problem, the following approach is considered.
First, our tool keeps information on the parameter type be-
fore translation from JML to OCL. Next, our tool outputs the
parameter type directly in OCL statements.

Result of Ratio of Reverse Transformation is 96.1% in Ex-
periment 2. In Experiment 2, some unsuccessful translated
statements also occur in the translation result, because our
translation tool from OCL to JML is a prototype. The in-
put OCL is recognized as correct input; therefore, the result
shows that the quality of translated OCL is not a problem, but
the translation rules have some imperfections.

For this reason, the generated OCL has high quality. Some
of the failure translations are due to omissions in the imple-
mentation. In terms of this failure translation, our tool will be
able to translate correctly with the modified implementation.

Next, we will examine correctness of the rules. Table 1
and 3 show a part of the rules. In general, we have to check
that successive application ofµ andµ′ and vice versa, are
preserved. I.e.,µ′(µ(o)) = o andµ(µ′(j)) = j must hold,
where (o and j are an OCL expression and a JML expres-
sion, respectively). We have manually checked that it holds
for every combination of elementary operations. For exam-
ple,µ(µ′(\result)) =\result hold. However, for the iterate
operator, some expressions cannot be preserved.
µ′(µ(c1−>iterate(a1; res : Boolean= false| res ora2)))

= µ′(mPrivateUseForJML01())
= mPrivateUseForJML01() is a one of such concrete ex-
amples. To deal with such expressions is one of our future
works.

6 Conclusion

This paper presents a method of implementing the transla-
tion from OCL to JML and from JML to OCL. The aim of the
implementation of translation from JML to OCL is to support
RTE at the specification description level. We applied our

tool to a warehouse management program as an experimental
object and showed the results of the experiments. One future
work is to complete our translation tool, because our tool is
at the experimental stage. For example, our tool cannot treat
Undefined correctly and needs to be modified.

There are some expressions which cannot be translated cor-
rectly by our method including the expressions with iterate
operation, and JML loop expressions. To deal with such ex-
pressions is one of our future works.

After we improve the implementation of our tool, we will
conduct additional experiments. We will again evaluate the
quality of translation from OCL to JML and from JML to
OCL. We have not yet evaluated the translation from OCL to
JML, except for the number of successful translations.

In the future, we will also compare the result of applying
generated JML with the review tool for JML and the result
of applying described JML manually with the review tool for
JML. Two examples of review tools for JML are esc/java2
and jml4c. In terms of the translation tool from JML to OCL,
we will compare the generated OCL and the OCL described
manually to evaluate the readability. Also, we will apply the
generated OCL to the review tool for OCL. One example of a
review tool for OCL is Octopus. In addition, we will evaluate
whether our tool can do mutual transformations repeatedly by
using our translation tool from OCL to JML and from JML to
OCL.
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Abstract - People, businesses and economies are increas-
ingly dependent on Cloud and internet services. At the same
time, the systems on which these services are built are be-
coming more complex and interdependent. The cost of fail-
ure is high, but systems are too complex for human detection
of problems. We review methods for online fault diagnosis,
process mining and Virtual Machine Introspection. We sug-
gest bringing these techniques together for automated iden-
tification, diagnosis and prediction of risk of failure in large
systems. We present examples from telecoms and Cloud in-
dustries in support of these ideas.

Keywords: Models, process mining, diagnosis, failure pre-
vention, complex systems

1 INTRODUCTION

The Internet and the services it supports now play a key
role in most people’s daily lives, and in the day-to-day opera-
tion of business enterprises and nations. The Oxford Internet
Surveys 2011 [1] surveyed over2000 respondents in Britain
and reported that over80% of employees used the internet to
obtain news and information. Usage for other purposes and
by people in other ‘life categories’ was only slightly lower.
Students were the largest consumers of media via the internet
(over90%), closely followed by other groups.

More importantly, the survey reported increasing levels of
use of the internet for accessing critical services such as bank-
ing, grocery shopping and paying bills. Increasingly, citi-
zens accessed government services online, with only21% of
households lacking internet access. Use of online services
was highest among the young, wealthy and well-educated.

New technologies such as Cloud and virtualisation are en-
abling the move to internet-based systems architecture. Cloud
enables computing resources to be provided on demand ac-
cording to a utility model, using many instances of commod-
ity hardware and software components shared between ser-
vices. Costs of set up and ongoing provision of new services
are thus reduced, since payment is only for the resources or
time used. Businesses need no longer invest in costly in-
frastructure [2], [3]. Virtualisation abstracts services from
the hardware, operating systems, storage and network. This
makes the resources more flexible, increasing business value
by increasing agility and resilience. Services are democra-
tised by use of open Service-oriented Architectures (SoA) and
standards such as SOAP and HTTP. The success of public
clouds has seen private versions of the same concepts imple-
mented within businesses.

However, new technologies and pace of change present new
risks from system problems, and new opportunities for nefar-
ious activities such as malware and cyber-attack. Heteroge-
neous systems (cloud and open standards) duplicated many-
fold may all be affected by the same bug, security breach or
performance problem [3]. Shared resources mean one prob-
lem may affect many services, and introduces the risk that
the activities of one business may impact those of another.
A business abstracting its infrastructure to a Cloud platform
faces new questions of availability and performance unpre-
dictability. Well documented outages to cloud services (see
for example references from [2]) have taken many hours to
resolve, each outage affecting many services.

Security can also be a concern. As far back as 2004, Byres
et al. reported a steady rise in reported incidents of industrial
problems caused by ‘cyber attacks’ [4]. They attributed this to
increased use of heterogeneous interconnected systems, and
the increasing attractiveness of targets due to the wide con-
sequences possible. These factors are multiplied in today’s
online environments. Water [4] and power transmission in-
dustries [5] are given as examples of interconnected, critical,
vulnerable industries which have been the subjects of attacks.

The security viewpoint provides extreme examples of the
seriousness of potential damage caused by problems or at-
tacks on highly interconnected systems, the difficulty of con-
taining such problems and their potential to spread beyond
the ‘cyber’ world to physical effects. Examples are the the
Stuxnet attacks on Iranian nuclear facilities (e.g. [6]), and in-
dustrial ‘cyber-crime’ using ‘botnets’ (networks of many hi-
jacked connected computers), reported to be responsible for
disruption to Estonia’s national networks in 2007, and in the
2008 Russia-Georgia war among others (also [6]).

We conclude that reliability of online services is of cru-
cial importance. Problems may affect very many people si-
multaneously, prevent access to critical services, and have the
greatest impact on the most economically and politically ac-
tive groups. Service outages thus have the potential to impact
economies, enterprises and national governments, both finan-
cially and through damaged reputations. ‘The major problem
for cloud computing is how to minimise such kinds of out-
age/failure to provide reliable services’[2]. A major challenge
is how can we deliver such crucial services reliably while re-
ducing cost?

In this paper we consider the internet- and cloud-based tech-
nologies underlying these services and describe three of the
techniques used to tackle the above challenges. First we intro-
duce model-based methods for automated detection of faults
or undesirable scenarios using automated ‘Diagnosers’ (soft-
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ware modules or services) to diagnose occurrence of failure or
undesirable scenarios in real time or near real time. Model-
based techniques are powerful, but sometimes there are no
models of the system available or it is very costly or even im-
possible to produce a model of the system. For example, sys-
tems produced from merging of legacy systems are often too
complex and large to be modelled. Often there is no access to
the designers of such systems and it is costly to re-engineer
a model. However, most modern systems produce logs cap-
turing run-time information for various purposes. The sec-
ond group of techniques discussed in this paper applies Pro-
cess Mining to extend this diagnosis framework to situations
where we do not have models of the system. Finally, we ad-
dress the specific challenges of diagnosis of faults related to
occurrences of malicious behaviour in Cloud. There are simi-
larities between malicious behaviour as malware writers tend
to use components available on the web which are used in ex-
isting malware. We present a framework which uses symp-
toms caused by using such components to discover newly
emerging malware. We present examples from telecoms ser-
vices and security in the Cloud to describe the three sets of
methods.

The paper is organised as follows. In section 2 we intro-
duce terminology and concepts necessary for the remainder
of the paper, particularly to specify what are system failures
or undesirable behaviours. Section 3 describes the problem
in more detail. The core of the paper is sections 4, 5 and 6 in
which we discuss in depth our methods for diagnosis. Section
7 concludes the paper.

2 PRELIMINARIES

We describe terminology and concepts necessary to under-
standing the rest of the paper.

2.1 Service-Oriented Architectures (SoA)

A SoA is a distributed business application architecture
where heterogeneous components communicate and provide
services to each other using open standards. Examples of
open standards are WSDL [7] and XSD [8], which are used
to define the interfaces between services, and communica-
tion protocols such as SOAP and HTTP. The use of such
open standards means that the services and protocols can be
changed with minimal impact on the service. A simplified
SoA, for broadband failure resolution in a telecoms business,
is illustrated in Fig. 1 (described in full in section 4).

Most essential is the business process describing how these
services interact to complete the task such as resolving a fault.

2.2 Business Processes and Process Mining

Business processes describe activities carried out to fulfil
a business function, and the relations between them. Among
other aspects we may describe the process ‘control-flow’, i.e.
how the activities are related; interactions between people and
organisations; or business rules or constraints. In this paper
we are concerned with the control-flow. Business process are
commonly represented formally by languages such as BPEL,

Figure1: An interaction between the Customer and System

BPMN and Petri nets. Figure 2 shows a BPMN model of part
of the business process for broadband fault resolution.

Let A be a set of business activities. A single pass through
the business process from start to end task is acase, for exam-
ple processing one order, Theeventsof their occurrence are
recorded in anEvent logE. We assume that as a minimum,
each evente is recorded with a case IDc, activity namea ∈ A
and timestampt. An event log can then be represented by a
non-empty set of triples

E = {e : e = (c, a, t)}+, (1)

assuming that timestamps are unique. Process mining algo-
rithms [9], [10] use workflow logs to learn models of the busi-
ness processes. We discuss process mining in section 5.

Process mining algorithms often assume that events are
atomic (taking no time), are uniquely labelled (the same label
always refers to the same event and vice versa), and make no
use of additional information such as timing of events, merely
the order in which they are recorded. We assume that the un-
derlying process to be discovered is unchanging.

If the activities in our example service were encoded with
symbolsa, b, . . . from some alphabetΣ then (abstracting from
detail) the ‘trace’ of one possible enactment of the process
might be recorded in the event log as a string, e.g.‘abcdef ’.
These strings are also calledtraces. A workflow logW is a
multiset over traces,

W = {x : x ∈ Σ+}+, (2)

e.g.W = {abcdef, abcdef, abcdeg, . . .}.

2.3 Discrete Event System

A Discrete Event System (DES) is a ‘discrete-state, event-
driven system whose state depends on the occurrence of asyn-
chronous discrete events over time’ [11]. DES uses models to
curb complexity. We can define a general model of a DES as
a tupleG = (X,Σ, δ, x0, A, L), where

• X is a set of states,

• Σ is a set of events,

• δ ⊆ X × Σ×X is a set of transitions between states,

• x0 ⊆ X is a set of initial states.

98 B. Bordbar et al. / Automated Prevention of Failure in Complex and Large Systems:\\Fighting Fire with Fire



Figure2: Customer Service BPEL, with some process struc-
tures highlighted (sequences A, F, G, XOR splits B, C, D, E).

• A is an alphabet of event labels, with labelling function
L : Σ → A.

Such a model can be realised using various modelling lan-
guages including automata, Petri nets, Workflow graphs mod-
els [12], [13] or ad hoc graphical representations. We do not
give details here.

2.3.1 Observable and Un-Observable Events

Eventsτ ∈ Σ are partially observable (an event is either
observable or unobservable), i.e.Σ = ΣO ∪ ΣUO where
ΣO ∩ ΣUO = ∅.

Some unobservable events indicate failure, i.e.

Σf ⊆ ΣUO

We do not concern ourselves with observable failure events,
which can be handled trivially, without need for diagnosers.
There may be different types of failure, i.e.Σf is partitioned

Σf = Σf1 ∪ Σf2 , . . . ,Σfn ,

such thatΣfi ∩ Σfj = ∅, 1 ≤ i < j ≤ n.
Let stringσ = τ1τ2τ

′
3τ4τ5τ

′
6, . . . represent a sequence of

events generated byG. Of these events only a subset are ob-
servable, e.g.τ ′3, τ

′
6.

Definition 1 (Projection to Observable Events). We define a
mappingP to project sequences to just the events which are
observed,

P : Σ → ΣO ∪ {ϵ} such that (3)

P (α) =

{
ϵ if α /∈ Σ0, i.e. α is not observable,

α otherwise, where

ϵ is the identity of the alphabet, i.e.αϵ = ϵα = α, α ∈ ΣO.

Definition 2 (ExtendP to Sequences of Events). Let

P : Σ∗ → (Σ0 ∪ {ϵ})∗, where

P (α0α1 . . . αn) = P (α0)P (α1) . . . P (αn). (4)

For example,P (τ1τ2τ
′
3τ4τ5τ

′
6) = τ ′3τ

′
6.

2.4 Cloud and Introspection of Virtual
Machines

Benefits of moving to Cloud are well publicized; adopting
could result in lower cost of IT due to the economics of scale,
reduce the up-front cost for infrastructure, decrease the time
to market by using off-the-shelf components, and boost the
‘Green’ credentials of the company [14]. However, in order
for the Cloud environment to be profitable, there is temptation
to homogenize the applications and operating systems used.
But as the Cloud becomes more homogeneous, it will pro-
vide bigger and richer targets for attackers; places where the
attacker may be confident of finding lucrative information or
where disruption will have the greatest impact. As a result,
ensuring security of the cloud is seen as a major engineering
challenge [15]. In the next two subsections we shall give a
brief description of two of the technologies used in Cloud.
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Figure3: Virtual Machine Architecture

2.5 Virtualisation

Virtualisation is ‘A framework or methodology of dividing
the resources of a computer hardware into multiple execu-
tion environments. . .’ [15]. Virtualisation relies on Virtual
Machines (VMs), software that emulates or simulates the ca-
pabilities of the hardware. It is capable of running a com-
plete operating system along with any applications that run
on top of that OS [16]. Figure 3 depicts a high level view
of Xen [15], which is an open source virtualisation software
based on ‘paravirtualization’ technology. In this architecture,
the Virtual Machine Monitor (VMM) is an abstraction of the
underlying physical hardware and provides hardware access
for the different virtual machines. Xen includes a special
VM called Domain 0 (Dom0). Only Domain 0 can access
the control interface of the VMM, through which other VMs
can be created, destroyed, and managed. This powerful VM
is used to create other Virtual Machines that can access the
hardware through secure interfaces provided by Xen. In ad-
dition it is possible to create other virtual machines that can
access the physical resources provided by Domain 0’a s con-
trol and management interface in Xen. Virtual Machines are
heavily used within the Cloud. In addition to the advantage of
running multiple operating systems simultaneously, Virtuali-
sation reduces the cost of infrastructure implementation and
the associated cost of maintenance by optimising the utilisa-
tion of resources. A user can ask for new VMs when extra
resources are required and decommission some of the VMs,
when they are no longer required. Virtualisation also makes
it possible to secure the VMs by a powerful technique, which
is commonly known as Virtual Machine Introspection.

2.6 Virtual Machine Introspection

Virtual Machine Introspection (VMI) can be defined as a
virtualisation based technique that enables one guest VM to
monitor, analyse and modify the state of another guest VM

by observing its virtual memory pages. Such introspection
can be carried out by a VMM that hosts the VM or another
VM which has been granted special privileges by the VMM.
VMI will allow product developers and researchers to move
the security related software out of a probable target host or
VM and take advantage of the host’s lack of awareness to de-
tect any malicious events or code that is being executed in
runtime. One of the early methods of introspecting a Virtual
Machine from an external VM is by Garfinkel and Rosen-
blum [14]. They used VMI to develop an Intrusion Detection
System (IDS), called Livewire, for a customized version of
VMWare Workstation for Linux. VMI techniques have also
been used in Digital Forensics [17] and [18]. Hyperspector
[19] implemented another Intrusion Detection System for dis-
tributed computer systems using VMI to isolate the IDS from
the servers that they monitor. These isolated IDSs are located
inside distinct VMs which are termed as IDS VM. There are
also commercial products built using VMI technology [20].

3 PROBLEM STATEMENT

As discussed in the introduction, we see a proliferation
of online public services provided over the internet. These
services are provided by multiple suppliers, whose informa-
tion systems interact through standards-based ‘services’ (e.g.
SOAP, HTTP). At the same time, the information systems
providing these public services are evolving towards Cloud
infrastructures comprised for example of many homogeneous
commodity servers with standardised operating systems, ap-
plications and hardware. This allows computing services to
be provided as a utility, with virtualised hardware and ap-
plications, and the consumer of services unaware of how or
where they are hosted.

At the same time, people, corporations and governments
are more dependent on these services. So the cost of service
failure is high, while at the same time risks are multiplied.
Heterogeneity of systems mean a system problem or success-
ful attack can have rapid, widespread effect, while pooled re-
sources increase the attractiveness of targets. However the
complexity and interconnectedness of systems means they are
impossible for humans to diagnose.

The problem we face is how to detect, diagnose and predict
problems in such system architectures. We discuss this under
three headings. Firstly we look at model-based online fault
diagnosis. Next we discuss using Process mining techniques
where models are not available, and finally we discuss some
results in prediction of problems in cloud-based systems.

4 MODEL-BASED DIAGNOSIS OF
FAILURE

Models representing Internet-based systems are partially
observable. The growing trends of using Service oriented
Architecture means that services are developed and their in-
terfaces are made available for the users. As a result, busi-
ness processes models are produced that capture external be-
haviour of the system by accessing the interfaces of the ser-
vices while the internal behaviour remains hidden from the
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Figure4: Diagnosis of Fault

users. As a result such models are inherently partially observ-
able. In this context, as depicted in Fig. 4, diagnoser services
(sometimes called Monitors or simply Diagnosers) are them-
selves services which receive sequences of observable events
produced by the system and identify if a failure has happened
or may have happened, in addition to the type of failure. Pro-
ducing Diagnosers deals with two challenging issues:

1. is the system Diagnosable? i.e. whether it is possible
to create a Diagnoser, and

2. creation of algorithms to construct Diagnosers from any
given model.

The theory of Diagnosability of partial observable systems
for Discrete Event Systems is well developed. Sampathet
al. [21] in their seminal paper formulate Diagnosability and
present a necessary and sufficient condition for Diagnosabil-
ity. They also provide an algorithm for creating Diagnosers
for Regular Languages. In their approach failure is modelled
as transitions. Sampathet al. [21] has been extended to larger
categories of models such as Petri nets [22]–[24] and even
temporal logic [25], among others. The following definition
from [26] extends the classic definition of diagnosability [21].

Definition 3. Consider a Petri netN with an initial marking
M0, which has no deadlock after firing of a transition which
represents failure. We sayN is Diagnosable if there are no
two firing sequencess1 ands2 satisfying the following con-
ditions:

1. P (s1) = P (s2),

2. no failure transition appears ins1,

3. there exists at least one failure transition ins2

4. It is possible to makes2 arbitrarily long after the occur-
rence of a fault.

The above definition states that in a diagnosable system it
is not possible to come across any two execution sequences
with the same observable behaviour (P(s1) = P (s2)), so that
only one of them has a failure transition. The part about ‘. . .
arbitrarily long after the occurrence. . . ’ is to ensure that the
systems continues long enough after occurrence of failure and
is also present in [21]. The classic theory of Diagnosability
which was originally designed for DES has now been adopted
to develop Diagnosers for Service oriented Architectures and
Telecom services [27]–[33], [13]. In these approaches, a num-
ber of services are considered in a SoA, as depicted in Fig.
5. We assume that models of such systems exist and failure
which is going to be diagnosed is also modelled. Then, if the
system (consisting of all involved services) is Diagnosable a
new service is created andintegratedin the infrastructure to
use observable events and establish occurrence and type of

Figure5: Diagnoser in a SoA

failure. Our recent work also uses code generation techniques
to produce the Diagnosers and interfaces for integrating them
into the system automatically [30]–[32].We shall explain this
process with the help of an example [32].

Example 1. Right-First-Time failure. Consider a simplified
interaction between a customer and a number of services in
a typical Telecommunication Company for technical support
related to the Broadband connection.

As depicted in Fig. 1, the customer logs1 onto the company
website and enters details such as the account number. Choos-
ing the ‘Broadband problem’ option, he submits his form on-
line. Next, the company’s Check Customer Account (CCA)
service determines whether the customer account is in a sat-
isfactory condition in order to progress the fault report. If the
current status of the account is not satisfactory the customer
is advised to phone the call center and the process ends. If
the account status is satisfactory, the CCA invokes a request
to another service called General Evaluation Services (GES).
The GES examines the availability of service at the exchange
side and ensures that everything is up and running, in which
case the process moves to the next step. If GES identifies any
problem with the availability of the services at the exchange
side, the customer is informed of the status and a separate pro-
cess is invoked to deal with this problem (not shown as part
of this example). If everything is fine on the exchange side,
the Customer Services sends a request to Line Test Service
(LTS), which is an automated service to check line status up
to the customer premises. However, LTS can also indicate
problems on the exchange side which were not detected by
the GES. There are three possible outcomes: 1) the line has
no problem, move to next step, 2) the line has some prob-
lems, advise the customer or 3) There is no problem with the
line, although there is likely a problem with the exchange.
Option 3 is shown by the bold arrow in Fig. 1. If case 3 hap-
pens, a failure emerges which means that GES should repeat
its course of action violating Right-First-Time. Finally, LTS
sends a request to analyse data history in the customer router.
If it is possible to carry out analysis then get a decision from
the analysis algorithm (either all OK so the customer has to
call technical support, or the analysis finds the problem and

1We assume that the Customer can log into the company’s website, for ex-
ample supposing the customer is not happy with the speed of his Broadband
connection.
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customeris advised what to do).

For the details of the method of automated production of
the Diagnoser we refer the reader to [32], where four methods
of integration of the Diagnoser are also described. We make
use of the models of the system that represent the interaction
between the involved services. Figure 2 shows the example of
the model used in BPEL. We converted this model based on
the formalism suggested by Vanhataloet al. [34] which draws
on Petri net theory so that to apply Petri net Diagnosability
theory techniques. Without such a model and formulation of
failure, it is not possible to design Diagnosers on the basis of
this technology. In the next section, we focus on techniques
which are applicable to scenarios where models of the system
are not available.

5 MONITORING OF LARGE SYSTEMS
VIA LOGS USING PROCESS MINING

In the previous section we discussed automatically produc-
ing Diagnosers for near identifying failure in near real time.
These require a model of the system to be diagnosed. In this
section, we ask what we can do if there is no model, for in-
stance if the services are built on legacy systems or is too
complex or poorly understood to model. In this case we first
need to find a model of the system to which we can apply
Diagnosers. For this we use Process Mining.

Figure 1 showed a simplified problem resolution process
from telecoms, implemented using a SoA. In a more complex
example, this might be spread across several service providers
(business entities). Each part of the process will involve in-
formation systems, so events pertaining to the business pro-
cesses (e.g. Fig. 2) may be recorded in multiple event logs
Ei. Assuming event logs defined as in (1), theEi can be eas-
ily merged and traces extracted into a single workflow logW .
This log contains full process traces from start to end activity,
e.g. from the customer loggin in to the website, to resolution
of the problem.

Process mining [9], [10] is the discovery and analysis of
models of business processes from workflow logs. A pro-
cess discovery algorithmΦ uses a minimal log such asW
to attempt to recover a modelM of the ‘control flow’ of the
underlying process, such as that in Fig. 2, i.e.

Φ(W ) → M (5)

The recovered modelM represents the ‘true’ business pro-
cess and can be compared with an ‘assumed process’M ′ (Fig.
6), used to troubleshoot differences, check adherence to busi-
ness rules, SLA and audit requirements. Mined modelM can
be extended (e.g. with performance information) and used
for performance analysis and identifying bottlenecks.M may
also be used for planning, e.g. of business change, load bal-
ancing or energy efficiency by using as a basis for modifi-
cations, simulating the changed model. Models showing the
interactions between people or organisations can be used to
analyse the efficiency of work practices.

Many algorithms have been proposed for the control-flow
discovery aspect of process mining. These start from differ-
ent theoretical bases, or focus on different priorities. We refer

Figure6: Process Mining

the interested reader to references in [9], [10], [35] for fur-
ther details of algorithms. Business processes are often char-
acterised by structuredness and concurrency: process models
are (ideally) composed of substructures such as sequences and
matching splits and joins, and activities or parts of the process
may take place in parallel.

As a simplified example of a process discovery algorithm
we outline the Alpha algorithm [36]. Consider two eventsa
andb from the set of activitiesA belonging to a processM
recorded in a workflow logW . These two events must be
related in one of four relations, defined as follows.

• a → b (a may appear immediately beforeb in traces in
W , neverb beforea), or conversely

• b → a,

• a ∥ b (sometimesa appears immediately beforeb,
sometimes immediately after),

• a# b (a andb are always separated by at least one other
activity).

The algorithm processes workflow logW to determine the
relation between each pair of activities(a, b) ∈ A×A. From
this set of relations compiled for each pair of activities, a Petri
net is created that satisfies all these relations. Note that this
assumes that events are always recorded correctly inW .

One key question that arises is, ifa is seen beforeb thou-
sands of times andb beforea only once, should this be in-
terpreted as a mistake in the log or a rare scenario? In gen-
eral this question can only be answered with knowledge of
the business environment or service, and different algorithms
make different assumptions.

So using a process mining algorithm such as Alpha we can
discover process models as a basis for the diagnosis tech-
niques described in the previous section. However,workflow
logs can be large, and processing them can be computation-
ally expensive (or data can be expensive or time-consuming
to collect). Can we minimise the amount of data we need to
use? How many process traces do we need to be confident
that the model we have mined is the correct one? We next
look at these questions.

5.1 Real Time Business Process Mining
(RTBPM)

In this section we outline a probabilistic framework for
considering process mining questions (for a fuller presenta-
tion see [35]). This provides a rigorous basis for answering
questions such as ‘how many traces do we need to be confi-
dent in the results of mining?’, ‘how different are two mod-
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els?’,and ‘what is the probability that a detected fault is real
and not an artefact of the data?’.

We here describe using this framework to determine the
probability of identifying an undesirable scenario. Given a
workflow logW , what is the probabilityPf of identifying a
failure or undesirable scenario, if we only useX% of the log?
Conversely, given a desiredPf , can we calculateX?

To answer such questions involving uncertainty, we first
need a probabilistic framework within which to consider busi-
ness processes and process mining. Whereas business pro-
cesses have traditionally been viewed as languages over ac-
tivities, with no probabilistic structure, we consider business
processes as probability distributions over strings of activities
(‘traces’). The primary task of a process discovery algorithm
is to learn these distributions.

As introduced in section 2.2 we represent activities as sym-
bols from a finite alphabetΣ, and traces as stringsx ∈ Σ+.
We assume a probabilistic model for the generation of event
traces, i.e. that traces are drawn into the event logi.i.d. (in-
dependently and identically drawn). Thetrue business pro-
cessM is modelled by a probability distributionPM over
traces, where the probability of a tracex is PM (x), such that∑

x∈Σ+ PM (x) = 1. As before, the workflow logW is a fi-
nite multiset overΣ+, now understood to be drawni.i.d. from
PM . The task of a process mining algorithm is to learn from
W a distributionPM ′ , to approximatePM .

We are now assuming that we have a correct process model
M of the system, e.g. previously mined from a ‘large’ log.
We want to use process mining to monitor the system for fail-
ure, so the question becomes how many tracesn do we need
to use from the logW to be confident in miningM correctly?
If we answer this question, we can be confident that if we use
n traces and mine a significantly different modelM ′, then the
underlying process changed and we may have a fault scenario.

Since processes are distributions over traces, we use dis-
tances between distributions, such as the Euclidean distance,
to test for significant difference between models, e.g.

d2(PM , PM ′) =

√∑
x

(
PM (x)− PM ′(x)

)2
> ϵ, (6)

for small0 < ϵ ≪ 1

We use the Alpha algorithm [36] as an example. First
we consider the basic substructures from which business pro-
cesses are constructed, highlighted for example in Fig. 2.
For acyclic processes, Alpha can discover sequences of ac-
tivities, exclusive (XOR) splits (to alternative sequences of
activities) and parallel (AND) splits (to parts of the process
that may execute concurrently) and the corresponding join
structures. Next we analyse the probabilistic behaviour of the
algorithm to produce formulae for the probability of success-
ful mining of these substructures, in terms of the probabilities
in the model andn, the number of traces used for mining.
These probabilities for discovery of structures can be com-
bined to give the probability of successful mining by Alpha
of the whole modelM .

The discovery of structures in the model can be treated
as conditional on the discovery of ‘earlier’ structures in the

model, so ifM is the example model in Fig. 2, then

Pα(M) = Pα(A)× Pα(B|A)× Pα(C|B)× . . . , (7)

wherePα(S) is the probability of Alpha correctly mining
structureS, Pα(M) the probability of mining the full model.
These probabilities are given in terms ofn (the number of
traces in the workflow log used for mining) and probabilities
of substrings in the log.

To obtain the number of tracesn needed to ensure that with
confidencePc the algorithm will produce the correct model,
we invert the equation and fix a desired confidence in the min-
ing results,Pα(M) = Pc. Thus when a model is mined from
a log ofn traces, if the distance between the true and mined
modelsd(M,M ′) > ϵ (equation 6), then with probability
Pf = Pc we have identified a fault.

The Alpha algorithm is relatively simple and makes many
assumptions, e.g. no noise in the recording of the traces,
and that the underlying process can be modelled by a re-
stricted Petri net (Structured Workflow Net). However the
same method can in principle be applied to any process min-
ing algorithm.

6 MONITORING EMERGING
MALICIOUS BEHAVIOUR

Having discussed using model-based Diagnosers to iden-
tify known faults, and process mining to learn unknown busi-
ness process models from logs, in this section we ask whether
we can diagnose a new fault which we have not seen before.
This seems impossible in general. However it is possible in
some cases to discover failure which is associated to emerg-
ing behaviour which has not seen before. In this section we
give an example of such failure detection technology. The
proposed method can be compared to the use of symptoms in
human pathology, in which study of symptoms directs physi-
cians to diagnosis of a disease or possible causes of illness.
Observing unusual symptoms, even a physician cannot iden-
tify the illness, he will be alerted to conduct further exper-
iments or to ask for expert advice. In that sense, from the
observation of unusual symptoms the possibility of illness is
discovered. In this section we argue that modern malware
is becoming component wise. We also argue that in an en-
vironment such as Cloud in which introspection is possible,
components used in malware produce symptoms. As a result,
similar to pathology, observing of the symptoms can lead to
discovery of possible malicious behaviour which can be new
malware, or malware created from components used in old
malware.

6.1 Reuse of Components and Techniques in
Modern Malware

A malware writer must overcome a large number of obsta-
cles to reach his objective. Among them, there are problems
related to how to gain entry to a machine, how to install ma-
licious code, how to evade detection, how to prevent the in-
fected machine informing the owner, how to propagate, how
to make analysis difficult, how to stop other malware writers
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to gain access to an infected machine and so on. Considering
the sophisticated nature of modern defence, solving all these
problems demands huge resources. In addition, a low quality
malware might ‘give the game away’ resulting in alerting se-
curity experts of the vulnerabilities of the target system. As
a result, malware developers reuse the existing components,
algorithms and techniques to improve the quality of the code.
Some of the reuse is of legitimate components, for example
using existing encryption libraries, and some are illegal soft-
ware available online [37]. Consequently, it is common to
come across variants of the same script within various mal-
ware products [38].

6.2 Symptoms That Point to Malicious
Activities

Reusing code or techniques can leave symptoms behind.
For example, a wide range of malware disables the defences
of the system by stopping the antivirus software. Conficker
[39] for example is a well-known computer worm that targets
the Microsoft Windows operating system and forms a bot-
net. in theConficker C, 23 processes are immediately aborted
whenever they are discovered running on the victim host, in-
cludingsysclean,tcpview, wireshark,confikandautorun. See
page 12 of [39] for a list. Absence of Antivirus software from
the Process Table of a system can be seen as a symptom that
points to the possibility of malicious behaviour. Of course,
it is possible that the Antivirus has been stopped for various
legitimate reasons. Other examples of symptoms are unusual
values for registry keys, or existence of high entropy code as-
sociated with encryption, which is essential for the malware
when communicating with the malware writer. For a list of
symptoms see [40], where we have included a list of symp-
toms which we have come across when studying well known
malware.

The key point is that appearance of the symptoms can be a
reason for further investigation. In particular, observing more
than one symptom can convince us of the greater possibility
of an undesirable behaviour. This is similar to the patient who
is suffering from a disease which has caused multiple symp-
toms. Shifting the attention to looking for the symptoms, as
opposed to looking for the malware that creates the symp-
toms, can alert us of existence of malicious behaviour.

6.3 FVMs and Monitoring of Malware While
Remaining Hidden

To cope with sophisticated defence mechanisms deployed
in modern systems, malware writers have developed tech-
niques to remain hidden. For example, a common practice
is to stop an infected system from contacting security vendors
such as antivirus providers. In some extreme cases, malware
writers can completely incapacitate the system by conduct-
ing aggressive actions such as killing the operating system
to cover their tracks [37]. However, it is very difficult to re-
main invisible to someone viewing from ‘outside’ when VMI
is used. Relying on VMI, the external viewer can observe
the changing state of a VMs memory, processes that take in-
ordinately long times to initialize, snippets of program code

Figure7: Forensic Virtual Machine Architecture

that has been obfuscated, snippets of code containing known
crypto algorithms, or any modifications to the system code.
Figure 7 depicts the outline of the approach suggested in this
paper. It shows a number of small independent VMs, called
Forensic Virtual Machines (FVMs), which have been given
the capability to inspect the memory pages of specific Cus-
tomer Virtual Machines. Once a symptom has been detected,
then the FVM reports its findings to other FVMs via secure
multicast. In such cases, other FVMs will be prompted to in-
spect the VM for additional symptoms. In addition, when
a symptom is discovered, this fact is reported, via Dom0,
to a Command & Control centre. The Command and Con-
trol Centre correlates this information with information from
other sources to identify an appropriate mitigation. For in-
stance, the Command & Control, through the Dom0 and hy-
pervisor, can ‘freeze’ the customer’s VM by denying it any
CPU cycles as a result to stop the malicious activity. The
memory will remain frozen until it can be forensically exam-
ined or copied for further analysis.

FVMs make use of the computational resources that could
otherwise be allotted to the customers VMs. As a result,
management of the efficient allocation of the resources to
the FVMs is crucial. In particular, creating and deploying
an FVM is computationally intensive. In addition, perma-
nent monitoring of an FVM is costly and wasteful, as the
symptoms are expected to appear sparsely. We have designed
the FVMs so that they regularly change their target Customer
VM. To achieve this, a distributed algorithm is created to al-
low the FVM to schedule moving its searching process from
one Custome’s VM to another. We refer to such algorithms as
mobility algorithms. For an example of a mobility algorithm
see [40].

6.4 Limitations

The proposed approach has a number of limitations. Firstly,
the suggested approach cannot cope with malware products
which do not make use of component or existing algorithms.
This although it seems unlikely is not impossible. Secondly,
compromising Dom0 will allow taking over the virtualisation
layer. To the best of our knowledge this has not happened yet.
Securing the virtualisation layer is the subject of extensive re-
search and technical innovations and will possibly define the
battleground between malware writers who focus on Cloud.
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Thirdly, it is possible to detect if a system is running on a vir-
tualised environment. This would alert malware writers who
wish to remain undetected to stay away from Cloud and focus
on systems which are not virtualised.

7 CONCLUSION

In this paper we argue that the problem of ensuring cor-
rect functioning of modern systems is essential, due to their
ubiquity and involvement in every area of modern life. We
presented three examples of how we can approach these prob-
lems. Firstly, when we have a model of the system to be diag-
nosed, and secondly using logs to produce such a model when
one does not already exist. Finally we discussed the situation
when we are interested in emerging behaviour, such as de-
tecting new malware threats in the Cloud, from the symptoms
they present.

These examples all deal with very large and complex prob-
lems, where the size, complexity and amount of computa-
tion involved means it is not possible to manually avoid or
even detect any the failures in the above categories. There-
fore we have no no choice but to use computational resources
to deal with the problems. As a result we are ‘fighting fire
with fire’, using modern, distributed computing techniques
to deal with faults caused within modern, highly distributed
computer based systems.
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