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Abstract –This paper presents a series of smart dining ta-
bles named “Future Dining Table.” The system recommends 
dishes to the user visually during dining according to his/her 
context. This is achieved by real-time recognition of the 
user’s dining activity and the food remains, and by using its 
history. The system is supposed to be useful where repeated 
dish orders take place while the number of serve staffs is not 
enough. Evaluations are given in the recognition accuracies 
of eating action and food remains, which confirmed the sys-
tem’s practicality 1. 

 
Keywords: Dining computing, Tabletop, Behavior recog-

nition, Future Dining Table. 
 

1 INTRODUCTION 

Dining table, or the dining area, is a place where people 
get together and eat together. Regardless of whether it is at 
home or in public places, it is necessary for everybody be-
cause nobody can live without eating.  

Information and communication technologies have be-
come prevailing in many areas where we live. Dining table 
is one of the few places ICT would be deeply applied from 
now on.  

We have been focusing on this research field as “Dining 
computing”. We have applied the categorization of Comput-
er Supported Cooperative Work (CSCW) to the dining com-
puting and made the conceptual framework in 2007. In 
CSCW, the application areas are categorized in terms of 
time and space; “same time” or “different times”, and “same 
place” and “different places.” Because dining can be regard-
ed as a kind of tasks, and dining together that involves mul-
tiple persons can be regarded as a kind of collaboration, the 
application areas of the dining computing can be categorized 
in the same way.  

In this consideration, we can explore the key constituent of 
the dining computing applications. First, a typical CSCW 
application in “same time” and “same place” is an electric 
meeting room whose basic function is enhancing face-to-
face meetings. So a typical corresponding dining computing 
application is a dining environment that enhances face-to-
face dining. A smart dining table that understands the real-
time context of the local users can be an application system 
of the category.  
                                                           
1 The work reported in the paper was partially supported by the 
JSPS Grant-in-Aid for scientific research 22500104, the Research 
Grant of Telecommunications Advancement Foundation, and the 
Research Projects of Graduate School of Library, Information and 
Media Studies, University of Tsukuba. 

Second, a typical CSCW application in “same time” and 
“different places” is a desktop conferencing system whose 
basic function is providing a communication line when both 
users in different sites are in front of the cameras. So a typi-
cal corresponding dining computing application is a dining 
environment that connects users in different sites. A real-
time tele-dining support system can be an application sys-
tem of the category. 

Third, a typical CSCW application in “different times” and 
“same place” is a physical bulletin board whose basic func-
tion is maintaining the connection between users in different 
times, e.g. by leaving a message. So a typical corresponding 
dining computing application is a dining environment that 
enables time-shifted communication and/or dining. Many 
families hold members with different living patterns and 
they sometimes have difficulty in finding shared dining time. 
This may be helped by such a system. 

Fourth, a typical CSCW application in “different times” 
and “different places” is an e-mail system whose basic func-
tion is providing message transfer between users in different 
sites and times. So a typical corresponding dining compu-
ting application is a dining environment that enables time-
shifted remote communication and/or dining. This may be 
useful for a family with some members live afar in different 
time-zones. It has the least constraints from time and space, 
but has least availability of live communication channels.  

We call the dining environment in the dining computing 
“Future Dining Table,” which includes all application sys-
tems of all categories. However not all the systems can be 
built at the same time. The adaptive tabletop dish recom-
mendation systems that are presented in this paper are early 
application systems of the dining computing in real-time and 
face-to-face setting.  

Figure 1: The system in use. 
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So far, we have developed a few versions of FDT. It has 
evolved gradually. After the description of the related works 
in Chapter 2, this paper introduces those FDTs in Chapter 3 
and Chapter 4. The system recommends dishes according to 
the dining status of the user (Fig. 1). The system has a USB 
camera as the input device, a PC as the information pro-
cessing unit, a projector as the output device, and a table for 
dining and for information display. 
In Chapter 5, the system’s recognition accuracy of eating 

action was examined and compared to the previous system 
with different recognition method. The system’s recognition 
accuracy of food remains was also examined in Chapter 6. 
These evaluations indicated the practicality of the system.  

2 RELATED WORKS 

There are other works in the dining computing besides our 
works. 
The diet-aware dining table was a table that can track what 

and how much the users eat. To enable automated food 
tracking, the table was augmented with two layers of weigh-

ing and RFID sensor surfaces [1]. Although this table is a 
good example of the dining computing, it is not very easy to 
build such a special table. It is expensive and not portable.  
Then this table was applied to a dining game for better die-

tary behaviors of kindergarten children. The game was to 
color the picture of a child’s favorite cartoon character. Each 
food item on the table corresponded to a particular crayon 
color, and the color would be drawn on the character when 
the corresponding food item was eaten. To make his/her 
favorite cartoon character colorful, the child was then moti-
vated to eat and finish all the food items including those that 
he/she dislikes [2].  
The Irodorin was a research prototype system that decorat-

ed a white dish plate with the projected colored light pattern 
according to the food color on the plate. This aims to make 
the food delicious [3]. This system was extended to the Din-
ingPresenter, which showed drawings on and around a dish 
plate according to the food remains. The system also includ-
ed the authoring tools in a kitchen [4]. This was for motivat-
ing children to eat up the food. The goal of the research was 
in this sense similar to [2]. The target user and the goal of 
our research in this paper is different, which aims to support 
the user’s dining on the selection of dishes. 
The pHotOluck was a system to help interpersonal com-

munication during dining. It projected pictures on vacant 
dishes from above so that pictures gave clues to start con-
versation [5]. This research supports meal times in terms of 
communication but it does not use dining status or a user’s 
behavior. We have also developed such a system for sup-
porting communication [6], but this paper presents iterative 
design of FDT, which is unique with this system. 
CoDine was a dining table embedded with interactive sub-

systems that augment and transport the experience of com-
munal family dining. CoDine connected people in different 
locations through shared dining activities such as gesture-
based screen interaction, mutual food serving, ambient pic-
tures on an animated tablecloth, and the transportation of 
edible messages [7]. The goal of this research is to provide 
co-presence feelings for remote users, and this corresponds 
to the category of real-time tele-dining support systems. 
Another research on this category is Being Here System [8]. 
CU-Later was a system that played a recorded video of re-

mote dining after a specific time shift when the local user 
was in front of the display placed on the dining table. So the 
local user could watch the video automatically when he/she 
was eating. The system recorded the local user’s dining ses-
sion as well when the video was played, so similarly the 
remote user could watch the local user’s dining later on [9]. 
It is like a video mail exchange with automatic playback and 
recording. The goal of this research is to provide communi-
cation channels for the users in different time-zones, and 
this corresponds to the category of time-shifted tele-dining 
support systems. Another research on this category is KI-
ZUNA system [10]. 
 
 
 
 
 

Figure 2: Appearance of the first FDT. 

Figure 3: Visual markers on the bottom of a 
dish and on the user’s hand. 
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3 FUTURE DINING TABLE 

3.1 First Version 

FDT is a tabletop system and recommends dishes accord-
ing to the dining status of the user.  
The appearance of the first version is shown in Fig. 2 [11]. 

The table was a transparent 15mm thick acrylic board with 
60cm depth and 75cm width, sealed by the transparent 
screen sheet for video projection so that the recommenda-
tion can be displayed on the table. Each dish on the table 
had a visual marker on its bottom. The markers were recog-
nized from the image taken by a USB camera under the ta-
ble. The user also put the visual marker on his/her hand, 
which makes him/her feel unnatural (Fig. 3). The recogni-
tion was not very robust with the roll of the wrist. The 
marker was sometimes occluded.  

3.2 Second Version 

To prevent these problems, the user’s hand was recognized 
by image processing in the second version [12]. The hand 
was recognized by the background subtraction method. The 
image of the table was captured first as the background. To 
cope with the gradual change of the shooting condition, eve-
ry frame was combined at the rate of 0.01 with the back-

ground. To cope with the change of the dish location and the 
change of the recommendation image, the background was 
updated. It was replaced by the foreground image when the 
foreground remained the same in 50 consecutive frames. 
Then the background was subtracted from the current frame, 
and the changed region was gained. After the opening to 
delete minor noise, the region with some area (more than 
1000 pixels) was extracted by the labeling (Fig. 4). This is 
the hand recognition process.  
However, the same visual markers were still used on the 

bottom of the dishes with the transparent table, and the cam-
era was under the table, which some users commented might 
be an issue. Also, the food remains were not measured di-
rectly from actual food. 

3.3 Third Version 

The third version has been modified to solve above-
mentioned issues. A USB camera has been installed on the 
ceiling of the table and has recognized the dishes and the 
user’s behavior. A white table has been used for the dining 
table with information display. A projector has also been 
installed on the ceiling of the table to project information on 
the table [13].  

4 FDT SOFTWARE 

The software of the FDT version 3 is explained in this 
chapter. It has been implemented by Microsoft Visual C++ 
on Windows OS. Figure 5 shows the procedure, which is 
constructed by the sensing module, the meal status recogni-
tion module, and the recommendation display module.  

4.1 Sensing Module 

 
(a) Original image 

 

 
(b) Extracted image 

 
Figure 4: Hand recognition by image processing. 

 

START 

Recognize dish and 
eating action 

Recognize meal 
status 

Display dish recom-
mendation 

END 

Sensing module

Meal status 
recognition 
module

Recommendation 
display module

N

Y

Recommendation 
condition 

Figure 5: Software procedure. 
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The sensing module has been implemented with the Intel 
OpenCV. Four major processes are performed after obtain-
ing the table image from the USB camera. They are hand 
recognition of the user, dish recognition, eating action 
recognition, and food remains recognition. When eating 
action is recognized, this triggers the meal status recognition 
module. When eating action is not recognized, the table im-
age is replaced by its next frame. The frame rate of the cam-
era is 9 frames per second. 
 
Hand recognition 

The finger tip of the user becomes most distant from the 
user’s body and becomes close to the dishes on the table 
when eating action takes place.  
The hand is recognized by the background subtraction 

method. The image of the table is captured first as the back-
ground. To cope with the gradual change of the shooting 
condition, every frame was combined at the rate of 0.01 
with the background. To cope with the change of the dish 
location and the change of the recommendation image, the 
background is updated. It is replaced by the foreground im-
age when the foreground remains the same in 25 consecu-
tive frames. Then the background is subtracted from the 
current frame, and the changed region is obtained. After the 
opening to delete minor noise, the region that is more than 
1000 pixels is extracted by the labeling. Figure 6 shows the 
hand recognition where the hand moves 23.3 cm/sec.  
 
Dish recognition 

The dish recognition is performed by the colors of the dish 
rims. Base colors of the round dishes are white with 5 dif-
ferent colors on the rims. The colored regions are extracted 
for each color and labeled to obtain the resulted region. Fig-
ure 7 shows the yellow dish recognition. The two points 
with the maximum and minimum x coordinates of the ob-
tained region and the line between these two points can be 
gained. The line between the two points where the y coordi-

nates are the maximum and minimum of the obtained region 
can be gained in the same way. The dish center can be 
gained as the intersection of the two lines. 
 

Eating action recognition 
Eating action recognition is performed by the distance be-

tween the dish center and the finger tip of the user. When 
the distance becomes less than the radius of the dish plus 10 
pixels, it is determined that the eating action occurs empiri-
cally. It is because the user holds chopsticks with his/her 
hand but the chopsticks are too thin to get the image. The 
user picks up the food with the distance. Usually the system 
has multiple dishes on the table. If the finger tip becomes 

Figure 6: Hand recognition from the ceiling. Figure 7: Dish recognition by colors. 

Figure 8: Food remains recognition. 
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less than the “eating action” distances for multiple dishes in 
this case, it is treated the food is taken from the nearest dish. 
However this does not really happen because with the de-
termined distance it is not realistic for the hand to occupy 
such a position.  
 
Food remains recognition 

One of the method to recognize food remains is to estimate 
from the number of eating actions [11][14]. This method 
needs the information of the number of eating actions to 
finish the dish. Then the food remains is estimated as the 
ratio of the current number of eating actions to that of finish-
ing the dish. Because the number of eating actions to finish 
the dish can vary depending on the various factors such as 
individual, food, health condition, the estimation is not very 
accurate.  
In welfare and medical care, meal has been recorded for 

management of health. This record is typically a written 
memorandum showing the given menu or sometimes the 
remains after meal. Because making a written meal record is 
time consuming and is not easy when there are many clients, 
automatic recording of meal has been researched. Recogni-
tion of video-recorded dining behavior is one such approach. 
Hand movement is detected and eating is recognized from 
the video of a dining room by applying hidden Markov 
model [15]. However, it does not recognize what the diners 
eat and the order of eating things. 
Another method is to measure the weight of the foods. The 

food remains is calculated as the ratio of the current weight 
to the initial weight [1][16]. This method can be accurate but 
is not very easy to implement because the weight of each 
dish must be measured. Weight scales may be embedded to 
the dining table.  
Our research employs image processing method. This 

method estimates food remains from the 2D images of the 
dish. The result may not be very accurate due to the use of 
2D images, but may be obtained fairly easily and is directly 
based on the actual food.  
Figure 8 shows the result. Non-white pixels are counted 

from the white dish area. This is compared to the number of 
the initial pixels and the rate is regarded as food remains.  
 
 
 
 

4.2 Meal Status Recognition Module 

Meal status recognition module receives the food remains 
for each dish and the eating action history. Then the meal 
status is estimated from these. The food remains basically 
show the whole progress of meal, while the eating action 
history shows more precise chronological food consumption 
trend. Any rule to recommend a dish from the combination 
of the food remains and the eating action history can be 
made. 
Example rules have been implemented in the system as 

shown in Table 1. “Rule 1: Food remains are 25%,” and 
“Rule 2: Food remains are 5%” are derived from the survey 
result of dish recommendation timing. Recommended dish 
was most felt like placing the order at 25% and 5% food 
remains in the survey. Also recommendation was least dis-
turbing at 25% and 5% food remains [17].  

4.3 Recommendation Display Module 

After the meal status is recognized and the recommended 
dish at the time is determined by the recommendation rules, 
the recommendation is displayed on the table. The recom-
mendation display module shows the image of the recom-
mended dish dynamically depending on the existing dish 
positions.  
The existing dish positions are known from the dish recog-

nition. The recommended dish position can be determined in 
various ways and has been investigated. The positions that 
are near to other dishes and culturally right are known to be 
felt easy to eat [18]. The module uses this finding.  

5 ACCURACY OF EATING ACTION 
RECOGNITION 

5.1 Procedure 

We have evaluated the accuracy of eating action recogni-
tion of the system. The same procedure was applied for the 
comparative evaluation to the first version which used the 
visual marker for the hand recognition and the current ver-
sion which uses image processing for the hand recognition. 

Table 1: Example rules for the recommendation. 
 

Status Recommendation 

Food remains is 25% Closing food (Soba 
etc.) 

Food remains is 5% Desert (Ice cream 
etc.) 

25% of 1st plate (Caesar salad etc.) 2nd plate (Gyoza etc.) 

3 serial eatings of fries (Fried chicken 
etc.) 

Same category plate 
(French fries etc.) 

More than 6 drinkings (Beer) in the 
recent 10 eatings 

Nibbles (Boiled 
soybeans etc.) 

Figure 9: Dish arrangement in the evaluation 
of eating action recognition. 
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The subjects were three right-handed male university stu-
dents. All were the first time users of the system. They were 
instructed to eat normally as in everyday. Three dishes were 
set on the table as shown in Fig. 9. A snack was chosen as 
the food on the dishes because the snack was of small pieces 
and we could control the number of eating actions easily. 
Eight pieces of the snack were set on each dish. This meant 
the subject conducted 24 actions. The behavior in the ses-
sion was videotaped. The record of recognition by the FDT 
was compared with the videotaped behavior, which provid-
ed the correct answer.  

5.2 Result 

The results are shown in Table 2 and Table 3. Precision, 
recall and F-measure were used as the measures. These are 
originally from information retrieval, and have become gen-
erally used as the measures of such evaluation. Precision is 
defined as true positive / true positive + false positive. When 
an eating action from a false dish is recorded by the system, 
precision decreases. Recall is defined as true positive / true 
positive + false negative. When the system overlooks an 
eating action and does not record the action, recall decreases. 
F-measure is defined as the harmonic mean of precision and 
recall; F = 2 / (1/Precision + 1/Recall). It is used to represent 
the performance of both precision and recall in a single 
measure. 

Because this type of evaluation is unique, we cannot dis-
cuss the results in comparison with those of other research. 
The precision was 90% and the recall was 86% on the aver-
age, resulting 88% of F-measure in the current version. 
Whereas the precision was 82% and the recall was 69% on 
the average, resulting 75% of F-measure in the first version. 
The change in the hand recognition method succeeded in 
improving the recognition rate. 

 

6 ACCURACY OF FOOD REMAINS 
RECOGNITION 

6.1 Procedure 

We have also evaluated the accuracy of food remains 
recognition of the system.  
The subjects were three right-handed male university stu-

dents. They used FDT for dining. A single dish was served 
at one time. Two different dishes were served as shown in 
Fig. 10.  
One was “boiled soybeans,” which each piece was not very 

small and the number of pieces was countable. The quantity 
was measured in pieces with this dish. We set 20 pieces ini-
tially, which means 5% decrease for every eating action.  
The other was “fried rice,” which had different appearance 

from the former thus was expected to produce a different 
result. The quantity was measured by weight with this dish. 
A cooking scale with the minimum scale of 5g was used for 
weighting.  
Both dishes were common in the supposed environment of 

the system. Each subject ate up these two dishes.  

6.2 Result 

The results are shown in Table 4 and Table 5. The remains 
recognition for fried rice was more accurate than that for 
boiled soybeans. The result of 5% in Table 4 shows the 
recognition bias clearly. The remains are recognized by the 
2D image from the top. When the remains are recognized as 
5%, the pixels of food are 5% of the initial pixels. This is 
only achieved when no overlapping of the food is found 
even if extraction of the pixels is accurate, and is often not 
realistic. In the experiment, only one piece of soybeans pod 
was 5% but the pixels for the one soybeans pod was clearly 

Table 2: Eating action recognition of the third version 
(%) 

 Precision Recall F-measure

Subject A 78 88 82 

Subject B 96 96 96 

Subject C 100 75 86 

Average 90 86 88 

 
Table 3: Eating action recognition of the first version 
(%) 

 Precision Recall F-measure

Subject D 95 79 86 

Subject E 82 75 78 

Subject F 68 54 60 

Average 82 69 75 

 

Figure 10: Dishes used for food remains evalua-
tion. (Top) Boiled soybeans. (Bottom) Fried rice.
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more than 5% of the initial pixels because the soybeans 
were piled up with overlapping on the dish. This is why the 
recognition of 5% always came after the actual 5%.  
The reason why the difference in 75% was the biggest in 

Table 5 can be explained with the same recognition bias. 
Fried rice is also piled up on the dish. When the subject eats 
fried rice, he/she does not usually eat up a particular area, so 
does when eating a pizza. Instead, he/she often eats some 
upper part without finishing to the bottom. Because of the 
2D image recognition, height decrease is not recognized, 
and the remains are recognized as the same in this case. 
Thus actual quantity becomes less than the recognized quan-
tity by 2D image.  
However, the differences between the recognized remains 

and the actual remains were within 5% when measured by 
the weight. Those two values were in good co-relation. 

7 CONCLUSION 

In this paper first presented the short introduction of the 
concept of the dining computing.  
Second, a smart dining table system “Future Dining Table 

(FDT)” that has been developed iteratively for versions as 
an application system of the dining computing was ex-
plained. The system recognizes the user’s dining activity 
and the food remains in real time, and along this context 
recommends dishes to the user visually on the table during 
dining.  
Then the evaluations of the recognition accuracies of eat-

ing action and food remains were explained, which indicated 
the system’s practicality.  
According to the categories of the dining computing and 

other demands such as communication support, FDT will be 
further extended in the future. 
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