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Aims and Scope
The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of
informatics and related fields to promote the exchange of research ideas, experiences and results.

Informatics is the systematic study of Information and the application of research methods to study Information
systems and services. It deals primarily with human aspects of information, such as its quality and value as a
resource. Informatics also referred to as Information science, studies the structure, algorithms, behavior, and
interactions of natural and artificial systems that store, process, access and communicate information. It also
develops its own conceptual and theoretical foundations and utilizes foundations developed in other fields. The
advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational,
cognitive and social aspects, including study of the social impact of information technologies.

The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product,
it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging

new fields.
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Abstract - The database of the mission-critical systems is ing the online entry, is used widely. Here, in the batch pro-
updated with entry data by transaction processing, and arecessing, because the restriction of the execution time is looser
gueried to make statistics and so on by batch processing genthan the online entry, strict examinations of the entry data are
erally. Such a batch processing had been executed at the oveexecuted. Therefore, error data is often found. If the batch
time to avoid the data entry service time, because it occupiedprocessing is executed while online entry isn't executed, it
the database for hours. On the other hand, in recent years, thean be executed again after the correction of error data. How-
entry service time is being rapidly extended with the devel- ever, if batch processing is executed concurrently with online
opment of the Internet business. So, the methods to executentry, the newly entered data is also reflected into the batch
the both concurrently have been put to practical use. How-processing result. That is, the corrected result of designated
ever, there are some cases that cannot be supported by onlyme, the cash total sum of the day and so on for example,
the conventional methods, because there are various kinds ofan’t be provided.

database query and operation in the actual mission-critical For this problem, authors showed that the integrity of the
system. In this paper, to support such the case, we proposgnapshot of the bitemporal database can be maintained during
a query method to query the database as of designated timene online entry in the actual mission-critical system, even in
reflecting the correction entered after the time. Moreover, we the case that error data were detected, by reflecting its correc-
implemented this method into a mission-critical system, and tion into the query result [9]. Here, the bitemporal database is
confirmed the effect to reduce the overtime batch processing, kind of temporal database [7], [13], which manages both of
in the actual operation. the transaction time and the valid time. The former is the time

o that data is valid in the database; the latter is the time that data
Keywords: temporal database, transaction time database,is yalid in real world [4], [6], [11], [13]. And, its query target

mission-critical system, query, integrity, batch processing  \yas the data at the designated valid time.

However, in the case of the settlement of accounts and so
1 INTRODUCTION on, the processing target is the data that was online entered
In the mission-critical system such as the retail, the finance,b.y the dead!me time, which is the database status as of this
the manufacture, because data are entered by many online tert"—me' And_, if error data are detectgd, they have to .be cor-
minals concurrently (hereinafter “online entry”), concurrency rected while the processing. In this case, the multiversion
controls are executed by the transaction processing [5]. onconeurrency control has the problem that does not support

the other hand, a great deal of data processing, such as perE:teerrneﬂng;:o dnagb(;if ;Iggica:f?h:ﬁer:)m:n?i%?l;)neeintlmsiitr;e
odic sum of entered data, is processed by the batch proces P P 9

ing [5]. For example, in the retail system, sales information atsfor such the system that the status of real world was not en-

stores is reflected into its database immediately by the trans-ter(ad instantly.

action processing; on the other hand, the settlement of ac- Our goal in this paper is to provide the query method that
counts is calculated by the batch processing. Here, the batctinaintains the integrity of query result with reflecting the data
processing had been executed in night to avoid the time zoneeOrrection, even in the above-mentioned case. We summa-
of the online entry, because it occupy the database for hour§|zed this and showed it in the title as “A Correction Reflected
to process a great deal of data. However, in recent years, thi§uery Method”. For this purpose, we propose the correction
time zone was expanded by the development of the interneduery method, which uses the transaction time. We show that
business and so on. As a result, it often caused a problem thalfle corrected data is queried without influences of the online
the batch processing didn’t complete in the given time. entry by this method. Moreover, we implemented this method
database even during the online entry had been implemented€ct to reduce the overtime batch processing.

For example, the multiversion concurrency control of database The reminder of this paper is organized as follows. In sec-
[2], by which the integrity of query result is maintained dur- tion 2, we show the problem to intend for, and in section 3,

ISSN1883-4566 © 2011 - Informatics Society and the authors. All rights reserved.
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Figure 1:An example of batch processing constitution. Figure 2:Settlement of accounts data by time series

we propose the query method to solve this problem. In sec-corresponding to them. Also, “57” shows the new online en-
tion 4, we show an implementation case of this method in try after the deadline timey®” shows the data corresponding
a mission-critical system, and in section 5, we evaluate theto this. In the settlement of accounts processing, the tempo-
method based on the implementation result. Finally, we con-rary processing is executed for the confirmation about the data
sider this method in section 6. entered by the deadline time of Figure 2. And, the final set-
tlement of accounts processing is executed after correction of
2 PROBLEM WITH BATCH PROCESSING the data error. Therefore, the target data of the settlement of
accounts processing is the query result as of the the deadline
2.1 Constitution of Batch Processing time, in which only the correction entered after the time is re-

flected. That is, in Figure 2, only the data shown by “e " is
In the mission-critical system, a certain level integrity of the target for the final processing.

online entered data is maintained by the integrity control of
the database management system and the transaction process-2  Problem about Conventional Database
ing, and by the checking function of the business application
program. In this paper, we define the integrity as what the Query Method
state of the real world is reflected in the database with validity We show the problem about the conventional database query
and completeness [10]. By the way, the integrity confirmation method in the case of batch query processing accompanied by
with querying a large quantity of data needs to be executedthe data correction. In the multiversion concurrency control,
by batch processing. For example, the calculations of totalthe version of the database is managed with the time series.
for the collation with the actual cash or the actual articles, or That is, the data entered after the deadline time for the correc-
the consistency check among some tables and so on. So, ition cannot be distinguished from the normal business entry.
the batch processing, the first process is usually the integrityTherefore, in the case shown in Figure 2, there is the prob-
confirmation of its target data. lem that even the normal business entry data shown(bY “
Figure 1 shows the example of the batch processing aboubecome the processing target, too.
the accounting system. Accounting data is accumulated in the For this problem, we showed a solution utilizing the bitem-
database by the online entry, and the settlement of accountgoral database and confirmed that we could execute the batch
processing is executed regularly. In this processing, tempo-processing even while the online entry in the actual mission-
rary processing is executed first to prevent errors of the pro-critical system [9]. In the bitemporal database, both histories
cessing, in which various kinds of data check is done. And, of the valid time and the transaction time are managed, and
when error data is detected, it is corrected by the online entry.the state of data, which once existed in the database, is ac-
In this way, after all confirmation is complete, final process- cumulated as the records. That is, the both records of the
ing is executed to make the financial statements. state of the database and the real world are accumulated [4],
Here, the query processing in the batch processing (here{8]. For example, in the personnel management system of the
inafter “batch query processing”) of Figure 1 has to be exe- company, the period that a person was in office for one duty
cuted without undergoing influence of the online entry, though position is shown with the valid time; on the other side, the
it is executed concurrently with the online entry. So, even if period that its data was valid in the database is shown with
the correction data is entered by the online entry, it must bethe transaction time. Incidentally, the database that manages
distinguished from the normal business entry data entered afnone of these times is called the snapshot database [12].
ter the deadline time. Figure 2 shows the state of data of the Figure 3 shows the application example of the bitemporal
settlement of accounts processing of Figure 1 by the time se-database to the travel expense checkout of the accounting sys-
ries. In figure 2, “v” shows both of the online entry before tem, in which correction data is queried on the condition that
the deadline time, and its correction entry; “e ” shows the data the deadline time is April 20th. In Figure 3V, V)" shows



International Journal of Informatics Society, VOL. 3, NO. 1 (2011) 3-11

(1) Case of normal query

ID [ Va | Vd Ta Td | Amount| Result
00114/19(4/20(4/20( 4/21 1,000

001 [4/19]4/20|4/21| now [ 1,500 @
002 |4/20]14/21(4/21] now 3,000

(2) Case of wrong query

ID [ Va | Vd Ta Td | Amount| Result
001 [4/19]14/20(4/20] 4/21 1,000
00114/19(4/20(4/21| now 1,500, @
002 | 4/19(4/20( 4/21 | now 3000 @

Figure 3:Query of correction data by bitemporal database

the period of the valid time, i.e. one business trip period, and
“[T.,Ty)" shows the period of the transaction time, i.e. the
period that its slip data was valid in the database of the sys-
tem. Incidentally, the time is expressed by the unit of a day.
And, “e” of the column ” Result” shows the queried data
for the query condition explained below. On April 20th, the
datal D = 001 was entered, and on April 21st, the correction
entry of the data/ D = 001 and the new entry of the data
ID = 002 was done. Here, when making a travel expense
checkout data aggregaie = {d} and designating the valid
timet, and the transactiof, the following data is queried as
the snapshot as of the above-mentioned time.

Dy = {d|d € D,t, € [d[V,],d][Vg])A
ty € [d[Tu], d[Ta])} (1)

Here,d[V,] shows the instance of the attribuig in d, and
the others are same, too.

Therefore, as shown in (1) of Figure 3, when time were
designated as, = April 19th andt, = April 21st, the
datalD = 001 after correction is queried; the dafd =
002 is not queried. Here, the time “nduof T,; shows the
corresponding data is valid at the time to query [1], [14].

However, in the actual business, the state of the real world
isn't always reflected into the database immediately. (2) of

Figure 3 shows the case that the entry of the travel expense

checkout has been late. Though the valid time period of the
tripis [4/19,4/20), its data was entered on April 21th. In this

3.1 Correction Query

The correction query is the query method which result of
time ¢, reflects only its correction entered by tire We call
the timet; “query time”, andt, “correction query tim”, and
it becomest; < 5. Incidentally, in the case of Figure 2,
corresponds to the deadline, atydcorresponds to the start
time of settlement of accounts (final).

The correction query deals with the database that manages
the transaction time, i.e. the transaction time database. The
relation [3] of the transaction time databa3és expressed as
following.

R(K,T,A) 2

We show each attribute as follows.

e K= {Kh ~--7Km}
This expresses the set of attributes constituting the pri-
mary key of the snapshot queried by the designated
transaction time.

T ={T,,T,;}

This expresses the time period attribute of the transac-
tion time, which is generated by system and isn't made
public to the users. Herd,, shows the time that the
data was added to the database (hereinafter “addition
time”), and T, shows the time that the data was log-
ically deleted from the database (hereinafter “deletion
time”). As long as the data hasn't been deleted yet,
the instance of attributé}; is expressed by the above-
mentioned “nou.

A={A,.. A}
This expresses the other attributes.

We can query the snapshot at any designated transaction
time, which is the state of the database at the time. When
making the designated time t, the relation of this snapshot is
expressed by the following equation.

Q) ={qlg € RAq[Ta] <t At < q[Ta]} ®)
Here, ¢[T,] shows the instance of the attribuig of ¢, and

case, there is a problem that the query result includes the dat4(Z«] IS similar, too. In the correction query, both of the snap-

ID = 002, because it satisfies the condition of equation (1).

shot at above-mentioned andt, are queried. And, the cor-

But nevertheless it is the normal business entry data after thd©ction query result is the data that reflected the corrections

deadline time.

Moreover, there is the problem that some businesses don’tth

need to manage the valid time. For example, the slips of the
purchase and the payment of the accounting system are mal
aged by the system, so their valid time as for the real world
isn't managed usually. That is, the split table of the databas
doesn’t need to take the composition of bitemporal database.

3 PROPOSAL OF QUERY METHOD TO
REFLECT DATA CORRECTION

n_

[S)

entered by the time, into the snapshot of;.

The relation of the correction query fét is expressed by

e union of the followingS; and Ss, i.e. S = 51 U S,.
Here,S; shows the data not being changed or deleted between
t; andts. So, the correction query result is the same as the
snapshot of;. The corresponding data is expressed by the
following equation, because it exists at the both,oénd¢,.

(4)

On the other hand$; shows the data being changed or
deleted between, andt,. So, the correction query result is

S1 = {sls € Q1) N's € Q(t2)}

the data after the change or delete. As for the change, it is
We propose a query method,“correction query”, for the prob-expressed by the following equation, because the data before
lem shown in section 2. and after change is connected by the primary key attributes
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(1) State of data by time series Deadline of online entry (t=t1) t=t2
| ID = 301 | Online entry ' '
; vy \ & 1
| S A &
! : D] 3
! Change | ID = 302 | : ( [ T )
: Y ID=301 | 1 - )
Delete :
i A [ p=s04 | 1p=302
; TransactionI time t \ 1D=303 :
t=t1 t=t2 Database [ !
) Settlement | [Settlement
(2) Correctionquery _ _ _ ___ __._. . Batch | of accounts | |of accounts
1 i i processing | (temporary) (final)

Tim%
Figure 5:Correction query for settlement of accounts

[
i
|
i
|
i
| ! ! i
I(no relevance)i(no relevance)i i
1

L i el TRy the query time is the deadline time= ¢, and the correction
S”aopfsrft th S”a’c’ﬂ‘zt query time is the start time of the “final” settlement of account
Correctionyquery time = t2 processing = t», is the data shown by “e ” in Figure 5. That
is, the state of database as of the deadline time with reflect-
Figure 4:An example of correction query ing the corrections entered after the time can be queried even

during the normal business online entry without undergoing
influence of this.

r[K] ands[K]. And, by this definition, the data deleted by

the timet, isn’t the target of the correction query. 4 APPLICATIONTO A

MISSION-CRITICAL SYSTEM
Sy = {s[s ¢ Q(t1)\ € Q(t2)A

Ir € Q(t1); r[K] = s[K]} (5) _ In this sectlon,yve_show_t_he application result of the correc-
tion query to a mission-critical system, the local government

Incidentally, the data of the correction query result is the sub- SYStem.

set of the snapsh@}(¢. ), which is entered by the usual trans- .
action, so the consistency of the data is maintained. 4.1 Overview of Local Government System

Figure 4 shows the example of the correction query, of  The |ocal government system is a mission-critical system
which query time is the transaction time= ¢, and cor-  for the public administration business of the local government
rection query time i = {5. In the entered datdD = like a city hall. And, as shown in Figure 6, it consisted of var-
301,302 and 303, ID = 302 was changed[D = 303 was joys kinds of subsystems to assist the local government busi-

deleted, on the other hard) = 304 was added newly after  ness. They were classified by business contents as follows.
the timet;. (2) of Figure 4 shows the correction query result

for these data. First, the dafd = 301 is queried based on  (a) Subsystems about Resident information
the equation (4)] D = 302 after correction is queried based They were used for the business, such as management and
on (5). Second/D = 303 that was deleted antlD = 304 certificate of the residents who live in the city.

that was newly added don’t become the target.
(b) Subsystems about Local Tax

They were used for the business of the local tax, such as

3.2 Effect of Correction Query levy and certificate about tax.

We show that the problem shown in section 2.2 can be
solved by the correction query. Figure 5 shows the appli-
cation example of the correction query to the settlement of
accounts processing, in the case of Figure 2. Here, we show
the change of data of database by the time series like (1) of(d) Subsystems about City Office
Figure 4. The temporary processing of the settlement of ac- ~ They were used for the business of the office work of lo-
count had been executed for the data entered by the deadline cal government’ such as personne| management’ Sa|ary
time, and to correct the da.ta, the Changelﬁf = 302 and Computation and financial accounting.
the deletion off D = 303 were executed by the online entry
based on the confirmation result of the temporary processing. In each subsystem, the reports were accepted at the report
On the one hand, the online entry of the normal business datavindows and online entered to accumulate in the database.
were continued after the deadline time as same as before thénd, the processing to query a large quantity of data was ex-
time. In this example, the result of correction query, of which ecuted as the batch processing regularly or at any time. In the

(c) Subsystems about Welfare
They were used for the business of welfare, such as qual-
ification management, levy and grant.
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Subsystems about
resident information

— Resident registration
— Family registration

— Registration of foreign
national

— Certificate of
personal seal

— National pension

— National health
insurance

— Voter registration

— Compulsory education

Subsystems about
local tax

— Light vehicle tax
— Inhabitant tax
— Property tax

— Tax of national
health insurance

— Tax collection

- Certificate of local tax

Resident information
database

Subsystems about welfare

— Health and hygiene
services

= Nursing insurance

= Nursery

— Child welfare

— Services for the elderly

— Public financial
assistance

Subsystems about

City Office

- Financial accounting

- Local bond

— Salary computation

— Personnel management

City office
database

Figure 6:Composition of local government system

ID=302

1 1

— i |

Before change i \ i i

1 . 1 I |

1D=302 ! : —_—
After change ! 1 Transaction Time t
Online entry  t=t1 Change t=t2 t=now

(a) Traditional expression of transaction time

ID=302 —_— ; i

Before change | ; X ; |

| . I B 1

1D=302 ‘ ! ! )
After change | i i Transaction Time t
Online entry  t=t1 Change t=t2 t=now

(b) Expression of transaction time for correction Query

Figure 7:Implementation of transaction time

Related organization
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Vehicle transfer data

Business database

Online entry

’—J Vehicle table ﬁ

Batch
processing

iCorrection

|Request
m

‘l Query pr;cessing |‘

Taxation processing
(temporary)
1|

List for
Confirmation

v

Taxation Processing
(final)

batch processing, the state of database as of the designateu
time was often queried. We show the example of batch pro-

Taxation table

cessing like this below.

Figure 8:Dataflow of light vehicle tax business

4.2

« Population statistics:based on the resident transfer re-

of the transaction time the closed information in users includ-
ing the records as for it, so users could query only the latest
state at the query time.

As for the change records with the transaction time, the

Taxation processing: based on the reports about the data after change was conventionally expressed in the form,
local tax, the taxation processing was executed. It used®f which addition time was the changed time as shown in (a)

the state of database as of the individually designatedOf Figure 7. In the implementing of a correction query, it was
time. necessary to connect the data before and after correction. So,

the query processing became complicated if the conventional
Settlement of accounts processingbased on the data  expression was used. To solve this problem, we implemented
of the income and the outlay, settlement of accounts the transaction time with the expression, in which the addi-
processing was executed with the state of database agon time of the data after change is the time that the data
of the end time of every day, month and year. was added first, as shown in (b) of Figure 7. Incidentally, in
this expression, the deletion time becomes the primary key
attribute; though, in the conventional expression, the addition
time is the primary key attribute.

ports, the statistics of such as the population and the
number of households was made as of the end time of
the first day of every month.

Implementation of Correction Query

As shown in section 3.2, the correction query intends to
the transaction time database. We used the commercial reIaZL

tional database and added the attributes of the addition time

Composition of Subsystem for Business

and the deletion time to each table to compose a transaction As the example of the business system, to which we applied
time database, depending on the necessity of the target busithe correction query, we show the light vehicle tax subsystem
ness. Here, since transaction time is used as one of primarghat is one of the subsystems about the local tax. The light
key attributes of the database, the unit of the transaction timevehicle is taxed on the light vehicles, which is owned by the
had to be decided based on the frequency of data entry. In thisesidents as of April 1st that is the basic date. And, the taxa-
system, data were entered from the terminals, and the data ertion processing is executed based on the data reported by the
try took several seconds at least. So, we made the unit of theresidents.

transaction time 1 second. Incidentally, we made the attribute Figure 8 shows the dataflow of the light vehicle tax busi-



8 T. Kudo et al. / A Correction Reflected Query Method of Database during Online Entry

(1) Data of vehicle table on 5/6 e =
ID | Owner |Ta|Td] [5/8] Vehicle table
001 Keiji, T. |5/6 now| | @ | table
002 | Jouto, J. |5/6 |now| | @ | : 1 T
003 | Haisha, S. | 5/6 | now

-2 Query Correction query |] . Query of

(2) Data of vehicle table on 5/7 process bitemporal database
ID | Owner |Ta] Td]| [5/6]5/7] S ! !
001| Keiji, T. |[5/6lnow| | @ @ | @ - — . —
002 | Jouto, J. |5/6|5/7| | @ Work Correction query Snapshot of
002 | Jouto, J. |5/6|now [ 2K ) table result bitemporal database
003 | Haisha, S. | 5/6 |5/ [ )

004 | Tuika, F. |5/7 |now [ ) N 7

Taxation processing
Figure 9:Query result of vehicle table with correction query (Temporal)

Figure 10:Combination with conventional query method
ness. The acquisition reports of the light vehicles should be

reported within 15 days; the disused and transfer reports should

be reported within 30 days. However, these reports are acentered by May 7th were reflected. So, the addition data
cepted in the related organizations such as the Light Motor/ D = 004 was not included.

Vehicle Inspection Organization, the Land Transport Bureau

and the light vehicle stores in addition to the report windows 4.4 Combination with Other Query Methods

of the local government. The data accepted at the related or-
ganizations were delivered to the local government with paper
reports for online entry or with mediums for lump-sum entry.
For such operation, it often takes time to reflect the transfer

data of the real world into the vehicle table of the system. by the resident with its transfer period. So, the data for the

Therefore, the taxation processing was executed for the dat L .
entered by the deadline time, and thereafter, tax correction%ank transfer needed to have the valid time attribute, and we

processing was executed monthly for the data newly enterefpad to implement it asa table of bitemporal database: on _the
by the corresponding deadline time other hand, we queried the master table by the multiversion

Online entry at the report windows could not be Suspendedconcurrency control, because it was the table of the snapshot

during business hours, because the light vehicles license platgatabase without managing the transactiontime. In this way,

) - ) . o as the constitution of the table was different with the condi-
issue certificates or the disuse report receipt certificates had t?ion of the target business, it was necessary to combine var-

be published immediately reflecting the reported data. On theious kinds of query results to make the final outputs such as

other hand, the taxation processing and the tax correction PO e financial statements and so on.

cessing were executed by the batch processing to make the tax In the application system, to solve this problem, we com-

payment notices to the residents and the account transfer re- osed temporary files of the batch processing by the work
quests to the financial institutions. So, to prevent the taxation” porary P g by

error, the checklist and the statistics documents for the con-tables’ which are usually _composed by the sequenu_al access
. . s method (SAM) file. And, in the whole batch processing, we
firmation were made by the temporary processing first. And, . )
when the data error was detected, it was corrected by the Onprocessed data by the query function of the database, to sim-

line entry. After this confirmation and correction, the final plify each individual query procedure and mamtam its perfor-
. mance. For example, as for the above-mentioned bank trans-
processing was executed.

, . er, we queried the vehicle table by the correction query and
So, the target data for the final processing was the state Ot{queried the account data table by the snapshot of the bitem-

database as of the deadline time, in which only the corrections

after the time were reflected. Figure 9 shows the taxation bro poral database on the other hand. Afterward, as shown in
r IMe Were retiected. Fgure 9 shows xation pr “Figure 10, we combined these results by utilizing the query

unction of th in the temporary pr ing ex
execution time was May 7th. We show the state of databaseu ction of the database in the temporary processing executed

as of May 6th in (1) of Figure 9, and the data entered by this next.
time was the target for the processing. We show the state as o
May 7th in (2) of Figure 9, in which the change of the vehicle
1D = 002, deletion of/ D = 003 and addition off D = 004
were reflected. Here, the transaction time/ &f = 002 was
implemented with the expression shown in (b) of Figure 7. In  In the application system, online entry could not be sus-
Figure 9, “e” of column “5/6' shows the snapshot data of pended during business hours, because the certificates reflect-
May 6th; column “5//" shows the snapshot data of May 7th; ing the entry data had to be published immediately as shown
column “S” shows the correction query result, of which the in Figure 8. On the other hand, conventionally, the batch pro-
guery time was May 6th and the correction query time was cessing using the data that took time until its entry or was not
May 7th. including the valid time data, could not be executed concur-
As shown in the column “§ the correction query result  rently with the online entry. So, it had to be executed at the
was the snapshot at May 6th, in which only the correction overtime like “batch processing 3” or “4” of (1) of Figure 11.

In the actual mission-critical systems, it is necessary to
query the database in a wide range of conditions. For ex-
ample, the light vehicle tax was paid by the tax notice or the
bank transfer. Here, as for the bank transfer, it was requested

£ EVALUATION

5.1 Evaluation about Systems Operation
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(1) System use schedule with conventional query processing , conditions were necessary in the actual system operation. Ta-
Processing division | Service time Overtime Service time Overtime .
Online entry —— — ble 2 shows the evaluation of the query method for these query
batch processing 1 | => - condition. In addition, it shows the kind of the database cor-
batch processing 2 = =) responding to the query method, too. In table 2, “()” shows
batch processing 3 =) = that batch query processing can be executed during the on-
batch processing 4 = = line entry; “x” shows that there is the problem to execute the
(2) System use schedule using correction query __ : processing. The conventional query methods, i.e. the multi-
O:zze::;‘f division mOvemme%Ovemme version concurrency control and the snapshot of bitemporal
oatoh procesag 1 | => = data_lbase, have the _prob_lem fo_r the query condition as of the
batch processing 2 = = designated transaction time with correction. By the correc-
batch processing 3(¥) = =) tion query, we could execute the batch query processing even
batch processing 4(x) = = in the above-mentioned condition.
(#) shows the batch processing using correction query On the one hand, the multiversion concurrency control is
, _ i i , necessary to query the tables of the snapshot database; the
Figure 11:Reduction of overtime batch processing snapshot of the bitemporal database is necessary to query as

of the designated valid time reflecting correction entry. There-
fore, itis necessary to make the batch processing such a struc-

Table 1: Application rate of correction query. ture that can combine these query results for making the final
output as shown in Figure 10.

No husiness total T, Ty

(@) resident 36  32(89%) 18(50%) 5.3 Evaluation about Implementation

(b) tax 72 58(81%) 31(43%) ' P

(c) welfare 40  37(93%) 24(60%) For the correction query was implemented in the query pro-

(d) office 63  42(67%) 8(13%) cessing as shown in Figure 4, the online entry processing was
sum 211 169(80%) 81(38%) same as before. And, as for the database table, we could im-

plement the correction query easily, because we implemented
the transaction time using the expression shown in (b) of Fig-
In contrast,as the batch proceSSing like this became able to ure 7. For examp|e, the correction query shown in Figure 9
be executed concurrently with the online entry by utilizing could be executed by the following simple SQL.

the correction query in the application system, it could be ex-

ecuteq during the business hours on the next day as shown in select ID, Owner, Ty, Ty from Vehicle Table

(2) of figure 11.

As aresult, all the batch processing to query database were where T, < 5/6 and Ty = now  (6)
executed during the business hours, and the overtime worlﬁ
could be reduced. Incidentally, the confirmation and the cor-
rection entry were also executed at the same time.

n addition, there is the thing that plural history data are queried
if T, is designated as the past, not now. In this case, the his-
tory data that has earlie$}; becomes the query target. How-

. ever, in the actual system operatidf}; was usually desig-
5.2 Evaluation about Coverage nated at “now”, that is the time when the batch processing

Table 1 shows the application table number and rate of theWas executed. Therefore, such operation was unnecessary.
correction query in the application system. We added the ad- As showninsection 5.2, itis necessary to query the database
dition time 7}, to the tables to manage the records with the in a wide range of conditions corresponding with the business
transaction time; and we added the deletion tifpeo the ta- needs and to combine these results to make the final output.
bles for the correction in addition t6,. Therefore, the rate  For this problem, in the application system, we took the con-
of the column}; of Table 1 is the application rate of the cor- stitution of batch processing, in which we used the database
rection query. Here, the row number is the same as the subWwork table instead of the SAM file as shown in Figure 10. As
system classification number shown in section 4.1. And, it & result, we could combine them easier by using SQL func-
targets only the transaction table, so it excludes the following tion. By adopting the above-mentioned constitutions, in the
tables: the master tables such as the parameter table and trPplication case to the local government of a population of
code table; the temporary data tables such as the work tableabout 40 thousand, the performance deterioration of query
the derivation datas table such as the total sum. and online entry didn’t occur comparing with the conven-

Here, the table rate to have the addition time is 80%; the tional method.
table rate to have the deletion time is 38%. That is, the correc-
tion query was applied to about 50% of the tables that manageg  CONSIDERLATION
the records. Here, the application rate depended on the sub-
system. It was applied to only the 13% tables in the subsys- By the correction query, the problem of conventional query
tems about the city office; on the other hand, it was applied to method, that is the query condition as of the designated trans-
from the 43% to 60% tables in the other subsystems. action time with correction during online entry, could be solved.

As shown in section 4.4, the queries with a wide range of As the result of having applied it to an actual mission-critical
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Table2: Evaluation of query method with query time condition.

As ofquery  As of designated As of designated

Target database Query method valid time transaction time
start time with correction with correction
Multiversion Snapshot O X X
concurrency control database
Snapshot Bitemporal O O X
database
Correction Transaction time O X O
Query database

system, weconfirmed the effect that the overtime batch pro- during the online entry by the conventional query method.
cessing to query the database became unnecessary. In rén this paper, we propose the correction query to query the
cent years, such the operation of mission-critical systems isdata entered by the designated time with reflecting the cor-
increasing because of the rapid development of the internetrections entered after the time. Moreover, we applied this to
business such as the electronic commerce, the electronic govthe mission-critical system and confirmed the effect to reduce
ernment and so on, in which users directly enter their data tothe overtime batch processing in the actual systems operation.
the systems and the online entry cannot be suspended. So, the Future study will focus on the development of the method,
batch processing has to be executed in the online entry servicey which database can be updated with a large quantity of
time. Therefore, we consider that the correction query is ef- data in a lump during the online entry.
fective, by which we can execute the batch query processing
without suspending the online entry.
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A Model Abstraction Technique for Probabilistic Real-Time Systems Based on
CEGAR for Timed Automata
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Abstract - Model checking techniques are considered as
promising techniques for verification of information systems
due to their ability of exhaustive checking. Well-known state
explosion, however, might occur in model checking of large
systems. Such explosion severely limits the scalability of
model checking. In order to avoid it, several abstraction tech-
niques have been proposed. Some of them are based on
CounterExample-Guided Abstraction Refinement (CEGAR)
technique proposed by E. Clarkeal.

This paper proposes a reachability analysis technique for
probabilistic timed automata. In the technique, we abstract
time attributes of probabilistic timed automata by applying
our abstraction refinement technique for timed automata pro-
posed in our previous work. Then, we apply probabilistic
model checking to the generated abstract model which is just
a markov decision process (MDP) with no time attributes.
This paper also provides some experimental results on apply-
ing our method to IEEE 1394, FireWire protocol. Experi-
mental results show our algorithm can reduce the number of
states and total execution time dramatically compared to one

Counter-example
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false

'[:> properfyf‘isd
Figure 1: AGeneral CEGAR Technique
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Figure 2: OurCEGAR Technique for Reachability Analysis
Model Checking, Real-time System, Formal Verification

of a Probabilistic Timed Automaton

1 INTRODUCTION last step is repeated until the valid output is obtained. In the
CEGAR loop, an abstract model must satisfy the following
Model checking[1] technigues are considered as promisingproperty: if the abstract model satisfies a given specification,
techniques for verification of information systems due to their the concrete model also satisfies it.
ability of exhaustive checking. For verification of real-time In Paper[6], we have proposed an abstraction algorithm
systems such as embedded systems, timed automata are oftéor timed automata based on CEGAR. In this algorithm, we
used. On the other hand, probabilistic model checking[2]-[4] generate finite transition systems as abstract models where
can evaluate performance, dependability and stability of in- all time attributes are removed. The refinement modifies the
formation processing systems with random behaviors. In re-transition relations of the abstract model so that the model
cent years, probabilistic models with real-time behaviors, calleblehaves correctly even if we don't consider the clock con-
probabilistic timed automata (PTA) attract attentions. As well straints.
as traditional model checking techniques, however, state ex- This paper proposes a reachability analysis technique for
plosion is thought to be a major hurdle for verification of probabilistic timed automata. In the technique, we abstract
probabilistic timed automata. time attributes of probabilistic timed automata by applying
Clarkeet al. proposed an abstraction technique called CE- our abstraction technigque for timed automata proposed in Pa-
GAR (CounterExample-Guided Abstraction Refinement)[5] per[6]. Then, we apply probabilistic model checking to the
shown in Fig. 1. In the CEGAR technique, we use a counter generated abstract model which is just a markov decision pro-
example (CE) produced by a model checker as a guide to recess (MDP) with no time attributes. The probabilistic model
fine abstracted models. A general CEGAR technique consistghecking algorithm calculates a summation of occurrence prob-
of several steps. First, it abstracts the original model (the ob-ability of all paths which reach to a target state for reacha-
tained model is called abstract model) and performs modelbility analysis. For probabilistic timed automata, however,
checking on the abstract model. Next, if a CE is found, it we have to consider required clock constraints for such paths,
checks whether the CE is feasible on the concrete model orand choose the paths whose required constraints are compat-
not. If the CE is spurious, it refines the abstract model. Theible. Since our abstract model does not consider the clock

ISSN1883-4566 © 2011 - Informatics Society and the authors. All rights reserved.
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constraints, weadd a new flow where we check whether all
paths used for probability calculation are compatible. Also, if
they are not compatible, we transform the model so that we do
not accept such incompatible paths simultaneously. The pro-
posed procedure for the probabilistic timed automata is shown
in Fig. 2.

This paper also provides some experimental results on ap-
plying our method to some examples. Experimental results
show our algorithm can reduce the number of states and to-
tal execution time dramatically compared to one of existing
approaches.

Several papers including Paper[3] have proposed proba-
bilistic model checking algorithms. These algorithms, how-
ever, don't provide CEs when properties are not satisfied. Our
proposed method provides a CE as a set of paths based on
k-shortest paths search. This is a major contribution of our
method. The proposed method also performs model checking
considering compatibility problem. Few approaches resolve
the compatibility problem. Paper [16] resolves the compati-
bility problem in a similar way to us. It, however, uses another
approach (, which is based on a natural technique called pred-
icate abstraction of clocks constraints). to abs:tract the modelg gt in, andin, be elements of(C), iny A ins is also an
and the pgper_doesn't perform evaluatl|on whllg our approachgjement of(C)
uses a quite simple abstraction technique, which remeves all
of clock attributes, and this paper also shows the efficiency A zoneD € ¢(C) is described as a product of finite dif-
via performing experiments. ferential inequalities on clock sét, which represents a set of

The organization of the rest paper is as follows. Sec.2 pro-clock assignments that satisfy all the inequalities. In this pa-
vides some definitions and lemmas as preliminaries. Sec.3 deper, we treat a zon® as a set of clock assignmemts= RS,
scribes our proposed abstraction technique for the probabilis{For a zoneD, v € D means the assignmensatisfies all the
tic timed automaton. Sec.4 gives some experimental resultsinequalities inD).

Finally, Sec.5 concludes the paper and gives future works. N o
2.2 Probability Distribution

2 PRELIMINARY A discrete probability distribution on a finite s@tis given
as the function : @ — [0, 1] such that,cqu(g) = 1. Also,

This section gives some definitions about models used in :
. . . t(w) isasubset of) suchthat/q € t(w). >
this paper and also describes a general CEGAR technique. Surf(ﬁg;(u) or q € support(p).i(q)

Figure 4:Examples of Adversaries

2.1 Clock and Zone 2.3 Markov Decision Process

Let C be a finite set of clock variables which take non- A Markov Decision Process (MDP)[7] is a markov chain
negative real valueR:o). Amapr : C — Rxpiscalleda  with non-deterministic choices.
clock assignment. The set of all clock assignments is denoted_ . o )
by RS,. For anyv € RS, andd € Rs, we use(v + d) to D_ef|n|t|on 2.3 (Mar_kov Decision Process)A markov deci-
denote the clock assignment definedas d)(z) = v(z)+d  SION Process/DP is 3-tuple(S, so, Steps), where
for all = € C. Also, we user(v) to denote the clock assign- - & finite set of states;

ment obtained frony by resetting all of the clocks in C C so € 5t aninitial st{:\te; and _ . .
to zero. Steps C S x A x Dist(S): a probabilistic transition relation

whereDist(S) is a probability distribution oves.
Definition 2.1 (Differential Inequalities o). Syntax and
semantics of a differential inequalit} on a finite setC' of
clocks is given as follows:
E:=xz—y~al|zx~a,
wherex,y € C, a is a literal of a real number constant, and
~e {<,>,<,>}. Semantics of a differential inequality is
the same as the ordinal inequality.

In our reachability analysis procedure, we transform a given
PTA into a finite MDP, and perform probabilistic verification
based on the Value Iteration[8] technique.

Figure 3 shows an example of an MDP. In the figure, prob-
ability distributions are associated with transitions. In the fig-
ure, transitions which belong to the same distribution are con-
nected with a small arc at their source points. The MDP has
Definition 2.2 (Clock Constraints or?). Clock constraints several non-deterministic choices at the state 1 and 4. For

¢(C) on a finite setC of clocks is defined as follows: example, at the state 1, we have two choidgsthe control
A differential inequalityin on C' is an element o(C). moves to the state 2 with the probability 0.2 and to the state
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3 with the probability 0.82) the control moves to the state 4
with the probability 1.0.

2.3.1 Adversary

An MDP has non-deterministic transitions called action. To
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Figure 5:An Example of a PTA

resolve the non-determinism, an adversary is used. The adver-

sary requires a finite path on an MDP, and decides a transitio
to be chosen at the next step.

Figure 4 shows examples of resolving the non-determinism

of the MDP shown in Fig. 3 by some adversaries. Figure 4.

nFor a transition;

a,g,r

- Iy (e T), the following two transi-
tions are semantically defined. The former one is called an
action transition, while the latter one is called a delay transi-

tion

a) is the case where we choose the action which moves to the ™

state 2 or state 3 at the initial state 1. On the other hand,

andc) are the cases where we choose the action which moves

to the state 4 at the initial state 1. In the casé)ofve choose

a,g,r

lh == 1o, g(), 1(I2)(r(v))
(I, v) = (I2,r(v))

Vd <d I(l)(v+d)
(1,v) 2 (I, v+d)

the action which moves to the state 7 when we move from the Definition 2.6 (A Semantic Model of a Timed Automaton).

state 1 to state 4. Also, in the casecpfwe choose the action
which moves to the state 8 in the same trace.

Here, if we want to obtain the reachability probability from
the state 1 to the state 10, under the adversany)ofve can
obtain the probability 0.08 (= 0.& 0.2 x 0.5), which is the
minimum reachability probability. On the other hand, under
the adversary of), we can obtain the probability 1.0 (=0Lx
1.0 x 1.0), which is the maximum reachability probability.

2.3.2 Value lteration

A representative technique of model checking for an MDP is
Value Iteration[8]. The Value lIteration technique can obtain
both of maximum and minimum probabilities of reachability

For timed automatowy = (A, L, ly, C, I, T), an infinite tran-
sition system is defined according to the semanticsqf
where the model begins with the initial state.

2.5 Probabilistic Timed Automaton

A PTAis a kind of a timed automaton extended with prob-
abilistic behavior. Therefore, using the PTA, we can evalu-
ate quantitative properties such as performance of information
systems based on the probabilistic model checking technique.
In the PTA, a set of probabilistic distributions is used instead
of a setl” of discrete transitions on the timed automaton.

Definition 2.7 (Probabilistic Timed Automaton)A proba-
bilistic timed automatorPT A is a 6-tuple(A, L, ly, C,

and safety properties, respectively. At each state, Value Itera-J, prov), where
tion can select an appropriate action according to the propertyA: a finite set of actions;
to be checked. Therefore, the technique can produce the adf.: a finite set of locations;

versary as well as the probability.

2.4 Timed Automaton

Definition 2.4 (Timed Automaton) A timed automatony’ is
a 6-tuple(A, L, ), C,I,T), where

A: afinite set of actions;

L: afinite set of locations;

lp € L: aninitial location;

C' afinite set of clocks;

I C (L — ¢(C)): a mapping from locations to clock con-
straints, called a location invariant; and
TCLxAxc(C)xZxL,

wherec(C) is a clock constraint, called guards;

Z = 2¢: a set of clocks to reset.

A transitiont = (I1,a,g,r,l3) € T is denoted by, %
lo. Amapr : C — Ry is called a clock assignment. We
define(v + d)(z) = v(z) + dford € R>g. r(v) = vz —
0], € r, wherev[z — 0] means the valuation that maps
into zero, is also defined forc 2¢.

Definition 2.5 (Semantics of a Timed Automatonsiven a
timed automaton’ = (A, L, ly,C,1,T), letS C L x RS,
be a set of whole states of. The initial state ofe7 shall be
given as(lp, 0¢) € S.

lp € L: an initial location;

C': afinite set of clocks;

I C (L — ¢(C)): alocation invariant; and

prob C L x A x ¢(C) x Dist(2¢ x L): afinite set of prob-
abilistic transition relations, whergC) represents a guard
condition, andDist(2¢ x L) represents a finite set of proba-
bility distributionsp. The Distributionp(r, 1) € Dist(2¢ x L)
represents the probability of resetting clock variablesamd
also moving to the locatioh

Figure 5 shows an example of a PTA. In the figure, from
the locationa, it moves to the locatioh with the probability
0.5 and also moves to the locatioretting the value of the
clock x reset to zero with the probability 0.5. Both of the
arcs starting location are connected with a small arc at their
source points, which represents that they belong to the same
probability distribution.

Definition 2.8 (Transitions of a Probabilistic Timed Automa-
ton). ForPTA = (A, L,ly,C, I, prov), 6-tuple(l, a, g,p,r,1")
represents a transition generated by a probabilistic distribu-
tion (1, a, g, p) € prob such thap(r,l’) > 0.

Definition 2.9 (Semantics of a Probabilistic Timed Automa-
ton). Semantics of a probabilistic timed automatBi’ A =
(A, L,ly,C,1,prob) is given as a timed probabilistic system
TPSpra = (S, so, T Steps) where,
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e SCL xR
e 59 = (lp,0%); and

e T'Steps C S x AUR>( x Dist(S) is composed of
action transitions and delay transitions.

a) action transition
if « € A and there exist§l, a, g, p) € prob such
thatg(v) andI(I")(r(v)) forall (r,1") € support(p),
((l,v),a, 1) € TSteps where for all(’,v') € S

>

rCCAv'=r(v)

p(l',v") p(r,1').

b) delay transition
if d € Rxp, and for alld’ < d, I()(v + d'),
((l,v),d, n) € TSteps wherep(l,v +d) = 1.

The concrete delay in the delay transition can be decided
non-deterministically on the semantics of a probabilistic timed
automaton as well as those of a timed automaton.

In this paper, using a locatidrand a zoneD, we describe
a set of semantic states@sD) = {(l,v) | v € D}.

A probabilistic timed automaton is said to be well-formed
if a probabilistic edge can be taken whenever it is enabled[2].
Formally, a probabilistic timed automatdtil" A = (A4, L, I,

C, I, prob) is well-formed if

Y(l,g,p) € prob. Vv € Rgo. (9(v))
— Y(r,1) € support(p). I(1)(r(v)).

In this paper, we assume that a given PTA is well-formed.

Definition 2.10 (Path on a Timed Probabilistic Systemj.
pathw with length ofn on a timed probabilistic system
TPSpra = (S, s, TSteps) is denoted as follows.

di,p1

1, on—
EL e

do,
W = (l07’/0) O—MQ (l1,V1) 7L7V’rb)

((lm Vi)? d“M) € TSteps A ((l“ v; + d2)707M1) € TSteps A
(liy1, vip1) € support(p;) for0 <i<n—1.

, where (lp, ) = so, (li,v;)) € Sfor0 < i < n and

For model checking of a probabilistic timed automaton, we
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compatible.

isCompatible(w®,w?) =
10 Ady =d]
,m) such that

true, if Vi < min(n,m). 3
or there exists < min
1 #10nde = dP A

: - B a _ gB
Vi <ilf =10 Nd} =d;
false otherwise.

(n

Above predicatesCompatible stands for that two paths
are compatible if and only if one path is a prefix of the other,
or same amount of delay is executed in both paths at the
branching point of them.

Lemma 2.2 (Compatibility of a set of paths)If a set(2 of
paths on a timed probabilistic systéfiPSpr4 satisfies the
following predicateisCompatible, then all of the paths over
Q) are said to be compatible.

isCompatible(Q)) =

true, if Vi <min(Q) J\ (¢ =1 AdY=d))

w® wheq
Aw#wB

or there exists < min(2) such that
N\ A de=dl AN\15= 15 A ds'= df)),

wewBen <t
Aw®#whB
and also /\ isCompatible(Q')
Q€292
Q' £QA|Q)| <2

false otherwise

In Lemma2.2, we give the predicateCompatible for a
set() of paths on a timed probabilistic system. In the lemma,
we let paths i) be compatible if there is no contradiction
with respect to time elapsing at the branching point of all the
paths in2, and also if the compatibility is kept for every sub-
set of(2 which contains more than two paths.

Next, we give a simple example of a pair of paths which
does not satisfy the compatibility. In the Fig. 5, paths from
the locatioru to d are given a&s® = (a,z =0Ay = 0) %08
(byx =0Ay =0) ey (d,x = 0 Ay = 0) which reaches
to d throughb, andw® = (a,z = 0 Ay = 0) 225 (c,z =
0Ny = 1) 219 (d,x = 0 Ay = 1) which reaches tal
throughc. In the pathw®, we are required to let delay at the
locationa be less than one unit of time because of the guarded
conditionz < 1 of the transition betweeh andd. On the
other hand, in the path®, we are required to let delay abe

extract a number of paths and calculate a summation of theifdrater than or equal one unit of time because of the condition

occurrence probabilities in order to check the probability of

satisfying a given property. The important point is that we

have to choose a set of paths which are compatible with re-
spect to time elapsing.

Lemma 2.1 (Compatibility of two paths).If two pathsw® =

d ,mg

a ..o a oy ATHT Ay 11 a
b b
(g, v§) = (I¢8,vp) — ... — (1%, v) and
dg.uf FLT LTI
wh = (lg,l/g) == (lfvylﬁ) = — (lrﬁnayrﬁn)

on a timed probabilistic systeffiPSpr 4 satisfy the follow-
ing predicateisCompatible, thenw® andw” are said to be

x == 0 Ay > 1 of the transition betweenandd. Like the
pathw® andw?, if the required conditions of time elapsing at
the branching point are contradict, we cannot use such paths
simultaneously in the probability calculation.

2.6 CounterExample-Guided Abstraction
Refinement
2.6.1 General CEGAR Technique

Since model abstraction sometimes over-approximates an orig-
inal model, we may obtain spurious CEs which are infeasible
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on theoriginal model. Paper [5] gives an abstraction refine-
ment framework called CEGAR (CounterExample-Guided Ab-
straction Refinement) (Fig. 1).

In the algorithm, at the first step (called Initial Abstrac-
tion), it generates an initial abstract model. Next, it performs
model checking on the abstract model. In this step, if the Figure 6:An Initial Abstract Model
model checker reports that the model satisfies a given spec-

ification, we can conclude that the original model also satis- ral. The tvoical broperties. however. are safety and broar
fies the specification, because the abstract model is an overErdl- Thetypical properties, NOWEVer, are salety and progress.

approximation of the original model. If the model checker The reachability analysis is the primitive procedure for safety

reports that the model does not satisfy the specification, how-CheCk'ng’ thus model checking problems on several impor-

ever, we have to check whether the CE detected is spuriou§ant prop(_arties rep_resented in CTL could be reduced_i_nto the
or not in the next step (called Simulation). In the Simulation reachability analysis problem. Therefore, the reachability anal-

step, if we find that the CE is valid, we stop the loop. Oth- ysis is importgnt problem. On the other hand, the limitation

erwise, we have to refine the abstract model to eliminate theo.f the propertles that we f:an check deny es from the apstrac-

spurious CE, and repeat these steps until valid output is ob-tIon technique proposed in P_aper[6]. Slnce_ _the_tech_nlque of

tained. Paper[6] focuses on properties of reachability, in this paper
we also focus on reachability properties only.

2.6.2 CEGAR Technique for a Timed Automaton 3.1 |Initial Abstraction

In Paper[6], we have proposed the abstraction refinement tech- The initial abstraction removes all the clock attributes from
nique for a timed automaton based on the framework of CE- 5 given probabilistic timed automaton as well as the technique
GAR. In this approach, we remove all the clock attributes jn paper(6]. The generated abstract model over-approximates

from a timed automaton. If a spurious CE is detected by the original probabilistic timed automaton. Also, the abstract
model checking on an abstract model, we transform the tran-model is just an MDP without time attributes.

sition relation on the abstract model so that the model behaves
correctly even if we don’t consider the clock constraints. Such Definition 3.1 (Abstract Model). For a given probabilistic
transformation obviously represents the difference of behav-timed automatod®T'A = (4, L, ly, C, I, prob), a markov de-
ior caused by the clock attributes. Therefore, the finite num- cision proces3/ DPpra = (S, 39, Steps) is produced as its
ber of application of the refinement algorithm enables us to abstract model, where
check the given property without the clock attributes. Since N
our approach does not restore the clock attributes at the re- o 5=L
finement step, the abstract model is always a finite transition o 5, =
system without the clock attributes. .

e Steps = { (s,a,p) | (s,a,g,p) € prob}

3 PROPOSED APPROACH Figure 6 shows an initial abstract model for the PTA shown

In this section, we will present our abstraction refinement IN Fig- 5 As shown in the figure, the abstract model is just an
technique for a probabilistic timed automaton. In the tech- MDP where all of the clock constraints are removed though
nique, we use the abstraction refinement technique for a timedVe keep a set of clock reset as a label of transitions.
automaton proposed in Paper[6]. Though the probability cal- .
culated on the abstract model may be spurious because thg"2 Model Checking

applications of the refinement algorithm enables us to ob-markoy decision process obtained by abstraction and calcu-
tain correct results on the abstract model. In addition, we |ate a maximum reachability probability. Also, it decides an
resolve the compatibility problem shown in Sec.2.5 by per- action to be chosen at every state as an adversary. If the ob-
forming a backward simulation technique and generating ad-t3ined probability is less than we can terminate the CEGAR
ditional location to distinguish the required condition for ev- loop and conclude that the property is satisfied.
ery incompatible path. Figure 2 shows our abstraction refine-  ajthough Value Iteration can calculate a maximum reach-
ment framework. As shown in the figure, we add another flow zpjlity probability, it cannot produce concrete paths used for
where we resolve the compatibility problem. the probability calculation. To obtain the concrete paths, we
Our abstraction requires a probabilistic timed automaton \;se an approach proposed in Paper[11] which can produce CE
PT A and a property to be checked as its inputs. The propertypaths for PCTL formulas. The approach translates a proba-
is limited by the PCTL formulaP.,[true U err]. The for-  pjjistic automaton into a weighted digraph. And we can ob-

mula represents a property that the probability of reaching totain at most: paths by performing-shortest paths search on
states whererr (which means an error condition in general) ' the graph.

is satisfied, is less than
In model checking techniques, several properties presented
in CTL[9], LTL[10], and others would be checked in gen-
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Definition 3.2 (Path on the Abstract Model)A path & on Algorithm 1 BackwardSimulationPT' A, w)

an abstract model/ DPpry = (S, 50, Steps) for PTA = 1 /* PTA = (A, L,l,C,I,prob)
(A, L,ly,C,I,prob) is given as follows, G = g MRG0 g LPLTL  OnbPrel el oy
2: Dy, = 1(3,)
G = §o 1Ry g LRI Gnmb P g 3: for i :=n — 1 downto0 do
4: DlL;i =Dy i1 )
, wheres; € Sfor0 < i < nand(3;,a,p;) € Steps A 5 Dy, = down(Dy) I* reverse the time elapse */
(ri,8i11) € support(p;) for0 <i<n—1. 6. Dy = and(Dy;, (3i41))
7. Dy, := free(Dy;,ri)  [*remove all constraints on; */
As defined in Def. 3.2, we associate a self clock reset 8: Dy, :=and(D{;,9:) * (8, ai, gi, pi) € prob*/
with a path on an abstract model in order to show the differ- 9: Dy, := and(Dy;, 1(3:))

ence ofr over the probabilistic distributiop. 10: end for
For the abstract model shown in Fig. 6, Value Iteration out- 11: return Dy
puts 1.0 as the probability that it reaches to the locafiyrom

the locationa. On the other handi-shortest paths search Apath!f’sn the “tfajct!mde Apathoosn theastralcgmode
9) a :O - a
(/{ > 2) detects two path@a = a T’ﬁ){} b T’ﬂ} d and Acorrgsg)onding pat? on the PTA Acor)lf(e)tsgonding patf(c))n the PTA
-5 _ 05 {m=0} 7.10,{} @—=>—0— 70
wf=a == ¢ > d,wherer represents alabel for y>=1
transitions with no label in the figure Reachable zones from the initial state Reachable zones from the initial state
’ a 05_ b 10_ d a 05 ¢ 10_d
X==y X==y > x==y & x<1  x==y y>=X y-x>=1

3.3 Simulation _ _ _
Figure 7:Simulation Results for a Set of Paths

Simulation checks whether all the paths obtainedkby

shortest paths search are feasible or not on the original prob- "% "¢ B2f{mo% o A.patho(.’sn the;a.StrameOdf.

abilistic timed automaton. We use the simulation algorithm A corresponding path on the PTA Acorxr(‘e)égonding path on the PTA

proposed in Paper[6] where we use some operations of DBM ~ @—2>—0—13—0 == >O5=020
i Bound Matrix)[12] to obtai hich h i

(DI erence boun a I’IX)[ ] 0 obtain zones which are reach- Zones which are reachable to d Zones which are reachable to d

able from the initial state. If there is at least one path which is a 05 b _10 d a 05 ¢ 10 d
infeasible on the original PTA, we proceed to the abstraction ~ ** x< true y>=1 ;:2& true
refinement step.

Figure 7 shows the simulation results for two patfisand  Figyre 8:Results of Backward Simulation for a Set of Paths
&P, Simulation concludes that the two paths are feasible on
the original PTA. 3.5.1 Backward Simulation

. . Algorithm 1 implements the backward simulation. Func-
3.4 Abstraction Refinement tions and, free, down used in the algorithm are operation

In this step, we refine the abstract model so that the given Unctions on a zone, and are defined in Paper[12]. Formally,

spurious CE also becomes infeasible on the refined abstraci?" & ZoneD), a constraint, and a set- of clock reset, those
model. We can use the algorithm proposed in Paper{6]. Sincglunctions are defined as followsind(D.c) = {u | u €

the algorithm of Paper[6] performs some operations on tran-2 /A % € c}, free(D,r) = {u|r(u) € D}, anddown(D) =
{U|’U/+dED/\dER20}

sitions of a timed automaton, we replace such operations by'™ | h its of back imulation f h
those on probability distributions of a probabilistic timed au- F|gur? 8 shows resu ts of backward simulation for two paths
& andw” detected in Sec. 3.2.

tomaton.

3.5 Compatibility Checking 3.5.2 Determination of Compatibility

. In this step, we check compatibility of the setof paths
When all the paths obtained tyshortest paths search are ,, yhe apstract model using the required conditions obtained
feasible and a summation of occurrence probabilities of themby both of forward and backward simulation. Algorithm 2

is greater tham, we also have to check whether all the paths checks the compatibility of? using the Algorithm 3.

are compatible or not. In this compatibility checking step, — ajqorithm 3 first checks whether the required conditions of
at each location of the paths, we have to obtain a conditiony,e ; +h |ocations for each path are compatible or Hatig)
(zone) which is reachable from the initial state and also reach—using the results of forward and backward simulation. Next,
able to the last state along with the path. Next, we check the

compatibility of such conditions among all paths. To obtain Algorithm 2 IsCompatiblePT 4, Dy, Dy)

such conditions, we have to perform both forward simulation ok
shown in Sec. 3.3 and backward simulation for each path, 1 /* PTA = (A, L, b, C, I, prob), {2 is a set of abstract paths,
and merge the results. For the result of forward simulation, ?:sdullt)sf f;‘r”: £’F] ;;hsz%or‘(e;%z\(’:?iye;”f/ backward simulation
we can reuse the result obtained in the Simulation step. Then _ ; ' AT

we check the compatibility based on Lemma 2.2. 2: reum CompatibleCheck(PT4, €, Dy, D, 0)
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Algorithm 3 CompatibleCheck¢T A, ), Dy, Dy, i)

1. D' :=true
. foreach® €  such thatength(w) > i do
D¢, = DY, N Dg,
D' :=D'NnDZ,
if D' = () then
return false
end if
: end for
© S, = SplitPathSet ()i + 1)
- I* split Q2 into a set of its subsets without overlap with respect to
thei+1-th location and clock reset for each patt(irt/
foreach Y’ € S such thalQ’| > 2 do
it CompatibleCheck(PTA,SY, D,i+1)=false then
return false
end if
end for
return true

2
3
4:
5:
6
7
8
9

10

11:
12:
13:
14:
15:
16:

Algorithm 4 SplitPathSet(, i)
1. S:=0 R
2: foreachw € Q2 do

3 o = G (U0 gy GVRLTL L Anh Pl oy
4: ifQ, s & Sthen

5: QTFI,% = {(1}}

6: S:=SU anlﬁi

7: elsg A

8: Q5 1=y 5, U{0}

9: endif

10: end for

11: return S

the algorithmdivides( into some subsets of it based on the
(i+1)-th locations and the set of clock reset for each paih (I
Then, it checks the compatibility for the following sequences
of paths by applying the algorithm into the divided subsets
recursively (11-/15). Although the predicatésCompatible
in the Lemma 2.2 checks the compatibility for each subset of
Q, the algorithm omit redundant checks by dividifigbased
on the branches of the paths.

For the pathu® in Sec. 3.2, zones atwhich is reachable
from initial state and which can move dare given as?)j?:) =
(x ==vy), andngS = (x < 1), respectively. Also, a zone
of the product of them is given al§‘g’3 =(z==yAzx<
1). Similarly, for the patho?, the product zone is given as
Dgg = (z ==y Ay > 1). SinceD% ande’g contradict
each other, we can conclude that the patfisand &” are
incompatible each other.

3.6 Model Transformation

When the compatibility check procedure decides a given
set(} of paths is incompatible atth location, our proposed
algorithm resolves the incompatibility by refining behaviors
from the i-th location. Our algorithm use®* which is a
product of results of forward and backward simulation for a
pathe € Q. It duplicates locations which are reachable from
the zoneD¥, by an action associated with th¢h distribution
p;. Also it constructs transition relations so that the trans-

Algorithm 5 TransformPTAPT A, D, €, 7)

1: Dcomplement = true
: foreachw € Q) do
' Lagup := DuplicateLocation(PT A, &, Dii, 1)
L:=LU Lauy
probaup := Duplicate Distribution(PT A, O, Layp, 1)
prob := prob U probguy

. Dcomplement = Dcomplement N D((ﬁz

. end for

i Laup := DuplicateLocation(PT A, &, Deompiement, ©)

L := LU Lgyp

probaup := Duplicate Distribution(PT A, &, Laup, 1)

prob := prob U probguy

prob := RemoveDistribution(PT A, 3;, p;)

/*for all path & € €2, thei-th states; andi-th probability distri-
bution isp; */

return PTA

2
3
4:
5:
6:
7
8
9

10:
11:
12:
13:
14:

15:

Algorithm 6 DuplicateLocationPT A, &, D, 1)
1. /* PTA=(A,L,ly,C,I,prob)

=35 OB s HT

An—1Pn-1>Tn—1 . 4
= Sn ¥l

2: Laup :=0

3: foreach (I,7) € L x 2° such thap;(I,r) > 0 do

4:  (I,D) := Succ((8i, D), e)

5. I* succ returns a successor state set through a given edge
ande = (8;,a, g, pi, 1, 1) */

6:  lgup := newLocation()

70 I(lgup) := D

8: Ldup = ldup

9: end for

10: return  Lgup

formation becomesgquivalent transformation. For example,
transition relations from a duplicated location are duplicated
if the relations are executable from the invariant associated
with the duplicated location.

Algorithm 5 transforms a given PTA with considering its
compatibility. The algorithm call®uplicate Location (Al-
gorithm 6) which duplicates locationBuplicate Distribution
(Algorithm 7) which duplicates probabilistic transitions, and
RemoveDistribution (Algorithm 9) which removes proba-
bilistic transitions. The procedutgucc in Algorithms 6 and
8 calculates a successor state set from a given stat§ set
through a given edge = (I, a,g,p,r,1'), i.e. Succ(S,e)
{U;r(v) +d) | (Lv) € SAgw) AN (r(v)) AV
d.I(U)(r(v) + d')}

A

T(x==y)&(x>=18&x==y)
0.5

x:=0 —(0<=y-x<1)&(y-x>=1)

Figure 9:A Transformed PTA
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Algorithm 7 DuplicateDistrilution(PT A, &, Lup, ©)
1. /* PTA=(A,L,ly,C,I,prob)
G = IO 5 EYTE
: probaup = 1]
Pdup := newDistribution()
I* generate a new distribution ovér x 2¢ */
. foreach (1,7) € L x 29 do
Paup (ldup,T) = pi(l,7)
I* l4up is a duplicate location dfgenerated by DuplicateLo-
cation algorithm */
8: end for
9: probaup := Probaupy U {(8i, i, g, Pdup) }

An—1,Pn1>Tn-1 ,
- Sn */

Noahrwd

10: * (3i,a:,9,p:) € prob*/
11: foreachlgup € Lgup dO

12:  probgup := Probgu,U

13: DuplicateDist FromDupLoc(PT A, lqup)
14: end for

15: return pau,

Algorithm 8 DuplicateDistFromDupLod?T' A, l4.p)

1. /* PTA = (A, L,lo,C,I,prob), and letl be an original loca-
tion of lgup */

2. probaup =0
3: foreach (1, a, g,p) € Probdo
4 faup = true,paup := newDistribution()
5. foreach(l',r) € L x 2° do
6: if Suce((l,I(laup)),e) # 0 then
7: *e=(,a,g,p,r,1')*
8: pdup(l/7r) :p(l,r)
9: else
10: faup = false
11: break
12: end if
13:  endfor
14:  if fqup then
15: /* duplicate the distribution if it is executable from the du-
plicate location */
16: Probaup := Probauy U{(l,a, g, Daup)}
17:  endif
18: end for

Figure 9shows the transformed PTA by applying the model
transformation procedure for the path and”. The loca-
tionsb! andc! are duplicated locations based on the path
and the zoneDgfg = (z == y Az < 1) on the location.
We associate invariants é andc! based on zones which are
reachable fronD;?f) through transitions from to b, and from
a 1o ¢, respectively. Also, we duplicate a transition fréno
d as the transition fromd! to d because the transition is fea-
sible from the invariant ob'. On the other hand, we do not
duplicate a transition fromto d because the transition is not
feasible from the invariant of'. Similarly, locationsh? and

Algorithm 9 RemaweDistributionPT A, [, p)
1. /* PTA = (A, L,lo,C,I,prob), and letl be an original loca-
tion of lgup */
: foreach (1, a, g,p) do
prob := prob \ {(l7 a, gvp)}
end for
: return prob
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¢? are duplicatedocations based on the pat#f and the zone
D%. Locationsh® and¢® are generated as complements of
the invariant associated with each duplicated location in order
to preserve the equivalence.

By transforming the original PTA in such a way, if we re-
move all clock constraints from the model in Fig. 9, Value
Iteration on its abstract model outputs 0.5 as the maximum
probability.

4 EXPERIMENTS

We have implemented a prototype of our proposed approach
with Java, and performed some experiments. Though the pro-
totype can check the compatibility of a given set of paths,
currently it cannot deal with the model transformation.

The prototype performs-shortest paths search and simu-
lation concurrently in order to reduce execution time. By im-
plementing the algorithms concurrently, we have not to wait
until all of k£ paths are detected, i.e. if a path is detected by the
k-shortest paths search algorithm, we can immediately apply
simulation and (if needed) abstraction refinement procedures.

Also, our prototype continues thieshortest search algo-
rithm when a spurious CE is detected and the refinement al-
gorithm is applied. If other paths which do not overlap with
the previous spurious CEs, are detected, we can apply sim-
ulation and refinement algorithms to it again. This helps us
reduce the number of CEGAR loop.

4.1 Goals of the Experiments

In this experiment, we evaluated the performance of our
proposed approach with regard to execution time, memory
consumption, and qualities of obtained results. As a target
for comparison, we chose the approach of Digital Clocks[3]
where they approximate clock evaluations of a PTA by integer
values.

4.2 Example

We used a case study of the FireWire Root Contention Pro-
tocol[13] as an example for this experiment. This case study
concerns the Tree Identify Protocol of the IEEE 1394 High
Performance Serial Bus (called “FireWire”) which takes place
when a node is added or removed from the network. In the
experiment, we checked the probability that a leader is not
selected within a given deadline. The probabilistic timed au-
tomaton for the example is composed of two clock variables,
11 locations, and 24 transitions.

4.3 Procedure of the Experiments

In this experiment, we checked the property that “the prob-
ability that a leader cannot be elected within a gideadline
is less tharp.” We considered three scenarios where the pa-
rameterdeadline is 5, 10, 20us, respectively. Also, for each
scenario, we conducted two experiments where the valpe of
is 1.5 times as an approximate value of the maximum proba-
bility obtained by the Digital Clocks approach[3] and a half
of it, respectively. In the proposed approach, we searched at
most 5000 paths by letting the parametenf the k-shortest
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Tablel: Experimental Result

Digital Clocks[3] Proposed Approach

D(us) P Result  Time(s) State MEM(MB) | Result Time(s) Loop State Heap(MB)
5 1.09x107 1 false 20.90 297,232 10.2| false 4.19 10 37 8.0
3.28x1071 true 20.89 297,232 10.2| true 3.60 9 36 8.0
10 1.26x1072 false 54.80 685,232 21.7| false 8.16 19 134 8.0
3.79x102 true 54.82 685,232 21.7| true 6.57 15 115 8.0

20 1.85x10~% false 176.93 1,461,232 41.0| false 1186.08 47 477 64.0
5.56x10~4 true 177.46 1,461,232 41.0| true 31.32 32 435 8.0

and this causes the increase of execution time especialty for

Table2: Analysis of Counter Example Paths shortest paths search. A more detailed analysis shows that the

D(us) D Path  Probability CC(ms)

5 1.0938x<10-T 7 12500101 0.7 execution time folk-shortest paths search accounts for 1123
10 1.2635x1072 43 1.2695x10~2 5.9 seconds of total execution time of 1186 seconds. Also, the
20 1.8500x10~* || 2534 1.8501x10~* 296.9 results shows that the JVM needs 64MB as its heap size in this

case. This is because compatibility checking for 2534 of paths

h ralaorithm b luati  oxisti needs a large amount of the memory. From the results, we
pathssearcfalgorithm be 5009' Eor evaluation of existing ap- 5 g resolve a problem of the scalability when the number
proach, we used the probabilistic model checker PRISM[14]. ¢ .- didate paths for a CE becomes large

The experiments were performed under Intel Core2 Duo

2.33 GHz, 2GB RAM, and Fedora 12 (64bit). 5 CONCLUSION

4.4 Results of the Experiments This paper proposed the abstraction refinement technique
for a probabilistic timed automaton by extending the existing

the value ofieadline. For each approach, columnsiésults, abstraction refl_nement techmqug for a_t|med autorr_1aton.
Future work includes completion of implementation. Gen-

Time, and States show the results of model checking, exe- | DBM d ‘ riot tor[15] h ¢
cution time of whole process, and the number of states con-c'@ oes not supportot operator[15]; so we have to

structed, respectively. The colunid EM in the columns of investigate efficient algorithms for thest operator.

the Digital Clocks shows the memory consumption of PRISM.

The cglumnsLoop andHeap in the cglumns ofF:he proposed ACKNOWLEDGMENTS

approach show the number of CEGAR loops executed and the  Thjs work is being conducted as a part of Stage Project,

maximum heap size of the Java Virtual Machine (JVM) which {he pevelopment of Next Generation IT Infrastructure, sup-

executes our prototype, respectively. _ ported by Ministry of Education, Culture, Sports, Science and
Table 1 shows that for all cases we can dramatically reduceTgchnology, as well as Grant-in-Aid for Scientific Research

the number of states and obtain correct results. Moreover, WeC(21500036), as well as grant from The Telecommunications
can reduce the execution time more than 80 percent except fol gy ancement Foundation.

the case whedeadline = 20us andp = 1.85 x 1074, In
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Abstract — Two primary issues in Japanese offshore soft-
ware development in China are how to manage specifica-
tions and intercommunication. To consider the software
development using groupware technology in a laboratory
setting, we proposed a simulated collaboration task. In the
experiment, the Chinese, Japanese, and Japanese-Chinese
groups corresponded with offshore development, domestic
development, and cooperative development, which is a pro-
posed future style, respectively. The laboratory experiments’
results indicated that a well-collaborated team produced a
good model chart; the Chinese participants experienced dif-
ficulty in using Japanese-language communication, making
some of them self-assertive; and, in comparison to the Japa-
nese participants, the Chinese participants tended to be satis-
fied with their results of the model chart, considering them
neither good nor bad.

Keywords: offshore software development, software specifi-
cation, laboratory simulation

1 INTRODUCTION

Nowadays, both Japan and China widely experience
interactions in their trade and between their people. In trade,
software development is representative of work that
necessitates knowledge workers, making it an important
collaborative undertaking. Japanese IT offshoring came into
prominence in the 1980s, motivated by pressures to reduce
labor costs and, to date, has been carried out primarily in
China. Offshoring in recent years requires the management
of the complete process of software development [1].

The largest amount of offshoring from Japan is sent
priarily to China; hence, China receives the highest number
of outsourcing jobs from Japan [2]. Offshoring from Japan
to China is still prominent in the software development
industry, although offshoring to India and Vietnam has also
increased. As is well known, all offshoring projects were not
always successful because of differences in language,
culture, corporate climate, and work environment.

Groupware technologies, which support distributed
software development, have the potential for IT offshoring
because the major issues in offshore development involve
software specification and human communication. In order
to understand the software development process in different
cultural settings, the time taken, expenses incurred, and
detailed observations or logs maintained by an IT vendor are
necessary [3]. In addition, evaluating a new type of
offshoring may not be realistically acceptable to the vendor.
Therefore, we design a collaboration task that simulates
offshoring development and is availabile in a laboratory
setting.

In the following section, we describe the collaboration
model for offshore software development. In the third
section, we explain the experiment and proposed collabora-
tion task. In the fourth section, we present the results of the
experiment and discuss them. In the last section, we
summarize this paper and suggest a future direction.

2 SIMULATED COLLABORATION FOR
OFFSHORE SOFTWARE DEVELOPMENT

2.1 Collaboration Task

We proposed a work model on the basis of the
collaboration between the Japanese and Chinese in offshore
software development, to investigate or explore the issues
that exist in this collaboration.

The questionnaire on offshore software development was
based on that of Nakahara and Fujino [4]. The results
showed that, in the case of Japanese companies, about 20
percent indicated a communication problem, about 30
percent indicated problems with confirmation and
modification of specifications, and about 20 percent
indicated a communication problem in the case of offshore
companies.

On the other hand, software development based on a
specification is difficult to replicate in a laboratory
experiment because the work is limited to only a few hours
and the recruitment of programmers for the software
development is unrealistic, since many students have yet to
learn the essentials of programming. Therefore, we
considered model charting as the collaborative work instead
of program development. The model that simulates the
collaboration in offshore software development is depicted
in Figure 1.

In the collaboration task, the client and vendor are located
at separate remote sites. The client sends a software
specification to the vendor, and the vendor develops a model
chart instead of developing a software program according to
the specification.

The vendor consists of three persons—the team leader
and two workers, who are not programmers—and they work
in the same place. In the laboratory, the workers can pose
any questions regarding the specification to the leader.
When the leader is faced with a question that has not been
resolved, he/she can question the client, who is in a different
location.

ISSN1883-4566 © 2011 - Informatics Society and the authors. All rights reserved.
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/ Vendor \

Multimedia
Communication

Programmer

Delive\r\y\
Room A(home site)

Figure 1: Collaboration model of offshore software
development

Room B (offshore site)

The vendor prepares a system chart on the basis of the
specification that is assumed to be ordered by the client. For
this collaboration, workers can use a paper and pencil, but
they must depict the chart as a final groupware product that
supports a shared screen and chart-making function. The

workers use a label and arrow representation for the charting.

In the chart, a label object is used to represent an object in
the specification and an arrow is used to represent the send-
ing of an event; the arrow is often added to the string using a
label object to explain the event. The leader can check the
chart on the shared screen using the groupware.

In the task, two versions of specifications were prepared
in order to mimic a problem caused by a specification
change, which is considered a typical cause of confusion in
software development [4]. The modified specification is an
advanced version of the specification that was initially
ordered by the client.

Three team patterns are considered because the
characteristics of offshore software development are
expected to be revealed in the comparison of these patterns.
In the first pattern, all the people belonging to the vendor’s
side are Chinese. This simulates ordinary offshore software
development and, hence, is labeled the “Chinese Group.” In
this case, the team leader is a Chinese who is fluent in
Japanese, but the workers cannot speak Japanese though
they can read Japanese sentences. In the second pattern, all
the people are Japanese and are labeled the “Japanese
Group,” in order to simulate a domestic software
development team for the comparison. The third pattern is
considered the future style of offshore software development
and is reflected by a collaboration of Japanese and Chinese
participants and, hence, is labeled the “JC Group.” In this
pattern, the leader is Japanese and the workers are Chinese.

2.2 Software Specification for the
Collaboration Task

The software specification was prepared before the
collaboration task. The content of the specification was
taken from a standard problem on stock management, for
software specification research [5].

The theme for problem solving in the collaboration
experiment was entitled “The store management system for

a liquor company” and was developed to compare program
design methods.

The structure of the specification was referred to as the
guideline for the requirement specification [6], and the lan-
guage description in Japanese follows Ooki et al’s
explanation [7]. The Japanese description reflects concurrent
object processing and has no symbolic description that
depends on a specific program design technique. Nowadays,
a description with these characteristics suits the specification
description for modem object-oriented development. A part
of the specification is depicted in Figure 2.

In the specification, there are descriptions of the aim of
the systems, glossaries, requirements, and specifications. In
the first section, entitled “Introduction,” the basic
knowledge of the system is explained. In the next section,
which is a subsection, the behaviors are explained according
to the object. The objects named “Receptionist for stock,”
“Receptionist for delivery of goods,” “Storage,” and “Defi-
ciency of stocks” are defined; accordingly, a behavior that
sends an event to each object is defined.

1. Introduction

1.1 Goal: Model of Stock Management System

1.2 Scope: Management System of Liquor Shop

1.3 Glossary

Stored object: Commercial product in storage corresponding
to each product.

Container: A container loaded with mixed products.

List of stored products: One item from the stored list and
memorized correspondence between the stored product and
container.

2. Requirements and Specification

2.1 Receptionist for the stock

2.1.1 When a container arrives

2.1.1.1 Making a new container

2.1.1.2 According to each branded product

a. Update the number of stocks to storage

b. Making an item list of the cargo.

2.2 Receptionist for the delivery of goods

2.2.1 When it receives a request for the delivery of goods

2.3 Storage

2.3.1 When it accepts the number of stocks from the
receptionist.

2.3.1.1 The number of stocks become “the number of stocks
+ the number of entry stocks” and update the number to a
deficiency of stocks.

2.3.1.2 When the delivery of goods necessarily occurrs
because the deficiency of stocks is dissolved.

a. ~

b. ~

c.~

2.4 Deficiency of stocks

Figure 2: Part of the specification with a stored system (un-
derlined specification was added during the collaboration as
a modification)

The parts of the sentence that were underlined were added
when modifying the specification during the collaborative
work to simulate a specification change, which often occurs
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in software development and causes difficulties in the de-
velopment.

3 EXPERIMENTS
COLLABORATION TASK

WITH THE

3.1 Experimental Procedure

There were 18 participants recruited for this research—
eight Japanese and ten Chinese—and they were organized
into six groups. All the groups assumed the role of vendors
and each comprised one leader and two workers. A Japanese
teacher assumed the role of the client in all the six experi-
ments. In the case of the “Chinese group,” all the members
were Chinese; in the “Japanese group,” all the members
were Japanese; and in the “JC group,” the leader was Japa-
nese while the two workers were Chinese.

The procedure for the experiment was as follows. In the
beginning, for about 15 minutes, the experimenter explained
the collaboration task and how they should use the system.
She described the specification and a chart of the system
from a textbook on software engineering [8]. In the chart, a
label object is used to represent an object in the specification
and an arrow is used to represent the sending of an event;
the arrow is often added to the string using a label object to
explain the event. Then, the participants began the task. The
total time for the task was fifty minutes. This time was set
from the results of two experimenters, who completed the
task in fifty minutes, using computers. At the beginning of
the task, the participants were informed that the total time
for the task was thirty minutes, and that it should be deliv-
ered with the specification of the storage system. The A3-
sized paper and the pencil were provided for free usage at
the same time. When it was twenty minutes into the task, the
experimenter, who was the client, informed the participants
of a modification to the specification and delivered the mod-
ified specification to them.

After completing the task, the participants answered a
questionnaire that was based on a five-point scale and
checked the relevant difficulty level with regard to their un-
derstanding of the specification. If they checked a low value,

25

they were prompted to write a reason for this. Moreover,
they were urged to underline the parts they did not under-
stand and provide reasons or opinions for the same.

3.2 Environment

The experiments were carried out in two rooms—the fac-
ulty room and the research staff room—at the Graduate
School of the Japan Advanced Institute of Science and
Technology. Skype, a well-known software application that
allows voice calls over the Internet, was utilized to com-
municate between the client and the leaders at the vendor
site, primarily for questions and answers. The vendor used a
groupware called KUSANAGI [9] to create a system chart.
The groupware had a brainstorming tool, grouping tool, and
arrow tool to support the grouping stage of the distributed
and cooperative KJ Method [10]. A picture of the experi-
mental setting at the vendor site is depicted in Figure 3. A
screenshot of a modeling chart is shown in the next section.

In order to create the chart using KUSANAGI, the user
labeled the objects or event explanations and depicted the
event flow using arrows.

Figure 3: The experimental setting at the vendor site: On
the left are the two workers and on the right is the team
leader.

4 RESULTS AND DISCUSSION

4.1 Results of the Collaboration

The six charts of the storage system referred to the speci-
fication that was obtained from the experiment. The evalua-

Table 1: Evaluation of model charts and background of the group

Group name Chinese Chinese Japanese Japanese IC IC
Group-A Group-B Group-A Group-B Group-A Group-B

Specification  score 12 23 17 21 4 20
(correct percentage) (37.5%) (71.9%) (53.1%) (65.6%) (12.5%) (62.5%)
Number of labels 14 24 24 27 17 26
(correct percentage) (78.6%) (95.8%) (83.3%) (92.6%) (35.3%) (80.8%)
Number of arrows 8 21 21 20 11 27
(correct percentage) (100%) (100%) (66.7%) (95.0%) (36.4%) (77.8%)
Knowledge of IT 1 3 (Al 3 (Al 3 (Al 3 (All) 2
Learning experience 1.7 4.0 3.7 2.7 1.7 1.7
of the specification
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tion points of the charts and the knowledge background
along with which team prepared the charts are summarized
in Table 1.

We evaluated the charts corresponding to the specifica-
tion. The specification described in Section 2 has thirty-two
lines. We checked the reflection of the contents on each line
of the specification. We marked a circle when the line was
adequately reflected in the chart, a triangle when the line
was reflected to some degree in the chart, and a cross when
the line was not reflected in the chart. Two persons per-
formed this evaluation: one was a client and the other, an
experimenter. We assigned 1 point to a circle-marked line,
0.5 points to a triangle-marked line, and 0 points to a cross-
marked line. The total number of points from all lines im-
plied the evaluation value of the chart. We named this value
the “specification score.” The marking between two evalua-
tors indicated a high correlation coefficient: 0.75 from each
line and 0.99 from each chart.

In addition, we presented the number of labels and arrows
in each chart in Table 1. As described in Section 3, the la-
bels represented an object or an event, and the arrows repre-
sented an event flow. We checked the correctness of the
labels and the arrows by referring to the specification. The
procedure for the check is similar to the procedure for the
specification score. The score for the evaluation value of
labels and that for the evaluation value of arrows are calcu-
lated as correct percentage on the Table 1.

The knowledge background of the group was self-
reported, indicated by the number of persons who answered
“yes” to knowledge on information technology, and the av-
erage score from the five-scale questionnaire on software
specification. When the value is five, it implies that the per-
son has learned well, and when the value is one, it implies
that the person did not learn at all.

In the results, the Chinese Group-B scored about seventy
percent and the Japanese Group-B and the JC Group-B got
more then sixty percent. The Japanese Group-A continuous-
ly scored about fifty percent. The Chinese Group-A scored
about forty percent, and the JC Group-A, only about ten
percent. The charts of the groups that scored more than sixty
percent had many arrows and many labels compared to the
other charts. The charts by the Chinese Group-A, which had
a very low score, had fewer labels and fewer arrows, and the
correctness of representation was inferior. The model chart
prepared by the Chinese Group-B, which had a high score,
is depicted in Figure 4, and the model chart by the JC
Group-A, which had a low score, is depicted in Figure 5.

Before the experiment, we assumed that a knowledge
background affects chart making. However, there are no
such characteristics with regard to the knowledge back-
ground in the results. The experience with software technol-
ogy did not always lead to good results. This may imply that
the proposed task did not require software technology skills
such as programming.

4.2 Results of the Questionnaire

The results of the questionnaires taken after the collabora-
tion task are described below, and the results with the five-
scale evaluation are shown in Table 2. A 5-point evaluation

implied very good and 1 point implied very bad. From the
questions, Q.8 and Q.9 were given to only the workers. We
added a star to the left of the table in the case that showed a
significant difference in the ANOVA-analysis between the
value of the Japanese and Chinese answers.

Table 2 illustrates the interest level of the participants in
the work task, levels of cooperation, communication within
their groups, and ability to clearly pose questions to the cli-
ent.

From the perspective of differences between the Japanese
and Chinese, the Chinese tended to be more satisfied with
their system charts than the Japanese. The Chinese, who
belonged to the Chinese Group-A and the JC Group-A,
which had low scores, responded that they were satisfied
with their results. These results could lead to confusions in
software development, so it is necessary to periodically
check if the progress of the development is sound.

According to the questions to the workers, the Japanese
participants communicated well with the leaders of their
groups, but the Chinese participants felt that their communi-
cation was neither good nor bad. The Chinese colleagues
could speak their mother tongue among themselves, but they
were required to communicate in the Japanese language in
the case of the JC Group, which is assumed to be the future
style of offshore development. In other cases such as ques-
tions to a client, the Japanese participants felt that their
communication was good, but the Chinese were indifferent
about theirs. It is assumed that the differences in language
clearly affected the conscious effort to create cooperative
communication.

Table 2: Results of the five-scale questionnaire

Items Value
Q1: Understandability of the collaboration task 33
Q2: Interest in the task 3.8
Q3: Pre-image of the system modeling 3.1
Q4: Understandability of specification 2.6
QS5: Satisfaction with the chart 2.5%
Q6: Is the work collaborative? 3.7
Q7: Do you communicate within a group? 3.6
Q8: Can you question your leader? 4.6*
Q9: Does your leader understand your ques- 4.4%*
tion?
Q10: Do you communicate well with the client? 3.3%
Q11: Can you pose a question to the client? 4.1
Q12: Does the client understand your question? 3.7*
Q13 Do you feel the barriers imposed by differ- 2.6
ent cultures?

*Significant difference between the Japanese and Chinese
with the ANOVA-test, p <0.05.

Doubts on the specification were highlighted; after the
analysis of the experiment, it was found that twenty out of
the thirty-two lines were questioned by the participants ow-
ing to their lack of comprehension. The common doubts
posed by both the Japanese and Chinese participants com-
prised five lines that included the repetition of words such as
“container” or the “deficiency of stocks,” phrases that were
ambiguous such as “because the deficiency of stocks is dis-
solved” or “when a delivery of goods necessarily occurred,”
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Table 3: Video observation of the collaboration.

Group States of collaboration States of communication
Chinese The two workers participated individually in [ Opinions were exchanged between the three persons.
Group-A the work. One worked on the paper and then | One worker was self-assertive.
on the system. The other worked directly on
the system.
Chinese The two workers did not divide the work. | The three people collaboratively worked on each line of
Group-B One worked on the paper and the other on the | the specification. They spontaneously exchanged their
system, on the basis of the results of the pa- | opinions.
per.
Japanese Neither worker was given a share of the | There were a few sets of good communication between
Group-A work. The leader controlled the work sharing, | the three participants. The leader identified the orders to
and the workers only worked on the system. the workers for each line of the specification.
Japanese The two workers were each assigned a share | One worker was silent while the other actively and suc-
Group-B of the work. One worked on the paper and the | cessfully communicated with the leader.
other on the system, on the basis of the re-
sults from the paper.
\[@ Each of the two workers handled a share of | There were exchanges of opinion between the leader
Group-A the work. The two first worked on the paper | and workers, but only a few between the workers. One
and then on the system. worker was self-assertive, while the other asserted nega-
tive words.
\[@ Each of the two workers was assigned a share | There was communication between the three partici-
Group-B of the work. The two directly worked on the | pants. One worker was self-assertive, and the other as-
system. serted less qualitative opinions.

and technical terms such as “chain.” In addition, for the
Chinese, their characteristic doubts stemmed from the defi-
nition of words, such as “container,” “stored object,” and
“deficiency of stocks”; ambiguous representations, such as
the “next deficiency of stocks” and “oneself”; and the ob-
scurity of outputs, such as “output a document about defi-
ciency of stocks” and “create a request for delivery of
goods.”

The abovementioned Chinese participants had a disad-
vantage because of the use of Japanese, which is not their
mother tongue. The Japanese participants should pay atten-
tion to clear communication in the Japanese language to
ensure good collaboration.

4.3 Observation of Collaboration

We described a state of collaboration in Table 3 by using
a video analysis of the participant’s cooperativeness and
communication.

Drawing attention to the Chinese workers, the self-
assertiveness of some of them stands out. This might reflect
a cultural habit that the Chinese are more individualistic
than the Japanese, who prefer homogeneity. Naturally, the
cooperative Chinese group created the good chart.

The Chinese Group-A, JC Group-A, and JC Group-B had
less learning experience with software specification. From
these groups, the JC Group-B, who created a good chart that

earned more than sixty percent, worked by having good
communication between the three members and by sharing
the work on the computer screen. On the other hand, the
Chinese Group-A and JC Group-A had to balance the work
by creating parts of the chart individually first and then
combining them.

Using these observations, the group that scored the lowest
points had smaller amounts of work sharing and some of
them were self-assertive; that is to say, they did not collabo-
rate in the task. This implies that good collaboration favors
the success of a proposed task.

In this experiment, we allowed individual work on paper
but urged the usage of the shared environment and group-
ware technology to encourage shared work. This can be ex-
plored by combining the consideration of effectiveness and
shared work in software development.

5 CONCLUSION

In this paper, we design a laboratory experiment to simu-
late offshore software development between the Japanese
and Chinese. We performed an experiment in which the
participants prepared a system chart instead of program de-
velopment, using the prepared specification. We considered
three types of collaborations, such as an offshore type, do-
mestic type, and a more collaborative type.

The results of these experiments were as follows:
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(1) The most collaborative team produced a good model
chart.

(2) The Chinese participants faced difficulty in using the
Japanese language to communicate, and some of them were
self-assertive.

(3) The Chinese participants, compared to the Japanese,
tended to be satisfied with their results of the model chart,
considering them neither good nor bad.

In the future, we will consider an interface that elicits a
collaborative mind or considers the cultural habitat. And, it
should be expected to execute the experiments with not nat-
ural language but also formal specification language like
UML [4]. In addition, more investigations on collaborations
in the software development process will be issued.
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Abstract - A context-aware service that uses sensing data
has attracted attention, along with the development of wire- P2P Network
less technology and sensor technology. To provide these ser- _--—-—-O‘"'/
vices, the sensing data sharing system in P2P networks needs
to cope with a vast amount of data. However, existing algo-

- /
rithms do not respond to varying the number of sensing data Z 4 Sensor Network
GW g7

types. In addition, most existing algorithms cannot execute

reverse key resolutions because their search algorithms need

to include specific data as the key in the query. To address

these issues, we propose a multi-dimensional range search ai- = e

gorithm in P2P networks that uses a B+tree for an efficient ':|:, a |:|l:I Du o a - I:||:|

search with an arbitrary number of sensing data types. @ O ‘3 m/ B e a ’
T R &

Keywords: P2P, B+tree, range search, multi-dimensional o = = *

search, wireless sensor network
Figure 1: Sensinfpata Sharing System

1 INTRODUCTION

Peer-to-Peer (P2P) networks are emerging as a new paradigra’. Networks cannot deal with the varying number of data
for structuring large-scale distributed systems. In these sys_propernes. These algorithms must include specific data, such

tems, resources are associated with keys, and each peer is r@S location information, as a key in the query. Therefore,
sponsible for a subset of the key to guarantee scalability per-{N€Y cannot execute a reverse resolution of keys and can only
formance, fault-tolerance, and robustness. P2P network hav&'S€ @ limited number from a vast number of sensor types
been developed to have a more suitable and practical desigif! the query condition. To solve this problem, we need a
for applications, such as those in Building Monitoring [1] and multi-dimensional algorithm without a special property on the

Sewer Snort [2]. data store. “Multi-dimensional” denotes the tabular form in
One of the systems that is suitable for using P2P is a sens-data storage, and the query condition number dynamically in-

ing data sharing system, such as WSN with P2P [3]. A contextSreases or decreases on demand. In this paper, we extend our

aware service has attracted attention, along with the develprevious V\_/ork [4] and Sh(_)w simulation results to d_emonstrate
opment of wireless technology and sensor technology. Thisth€ Potential of our algorithm as a WSN data sharing system.
service can offer a remarkable transformation that considers 1he restof the paper is organized as follows: Section 2 dis-
user location and conditions using sensor data. To provideCUSSes related work; Section 3 p_resents our previous vyork and
these services, the system needs to manage data from wirdl€ Problem of bottleneck; Section 4 shows the experimental
less sensor networks (WSNSs). P2P networks are thought to p&esults and discussion; finally, Section 5 concludes the paper.
the answer to cope with the vast amount of data from WSNs
because of their potential. 2 RELATED WORK

WSNs have some dynamic properties such as varying the
data values, the total number of data, and the number of data Many architectures have been developed on sensing data
property (such as Temperature and Humidity). In other words, sharing systems using P2P. These architectures arrange Gate-
P2P must deal with these properties to perform as generalways (GWs) in WSNs to manage data transfers at each WSN
middle-ware for a WSN data sharing system because whatand to automatically construct structuring P2P networks at
it takes to provide service differs depending on the service.each GW, an drown in Fig. 1. In general, structuring P2P net-
In particular, we are sure that considering the varying num- works are constructed using distributed hash tables (DHTSs),
bers of data property can improve the search performance bebut they have a major limitation in that they can only support
cause the sensor types will likely rapidly increase as the fun-an exact-match search. P2P networks need to have the exact
damental technology is developed. However, other works inkey of a data item to store that item in the responsible node.

ISSN1883-4566 © 2011 - Informatics Society and the authors. All rights reserved.
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Tablel: NoSQL Categorization

Name Data Model CAP Theorem| DistributeModel Persistence Model
Cassandra Column-oriented AP Consistent Hash Memtable/SSTable
HBase Column-oriented CP Sharding Memtable/SSTablen HDFS
CouchDB Document-oriented AP Consitent Hash Append-only B-tree
Riak Document-oriented AP Consistent Hash ?
MongoDB Document-oriented CP Sharding B-tree
Tokyo Cabinet Key-value AP Consistent Hash Hash orB-tree
\Voldemort Key-value AP Consistent Hash Pluggable
Redis Key-value CP Consistent Hash In-memory withbackground snapshots
Scalaris Key-value CP Consistent Hash In-memory only

Because thexact key is given by a hash function, the key has however, we often think “What should | use?”. Table 1 shows
no order relation, and the user cannot search flexibly such as part of NoSQL categorization list. In the table, CAP the-
when processing a range query or a multi-dimensional query.orem says it is impossible for a distributed computer system
In P2P networks, the additional idea of flexible search- to simultaneously provide all of the three guarantees (Consis-
ing must be applied and must often use location information. tency, Availability, and Partition Tolerance) and a distributed
Znet [5] uses Z-ordering of space-filling curves [6] to parti- System can satisfy any two of these guarantees at the same
tion the 2-dimensional ID space of the location and map spacetime.
ID onto corresponding nodes, and it uses a Skipgraph [7] to There are many work for categorization and comparing NoSQL,
manage the network topology. Mill [8] uses the same parti- such as [10]. Cassandra [11] and HBase [12] are the most
tioning and mapping technique, but it uses Chord to managefamous systems of NoSQL. Cassandra is the Apache [13]
the network topology. LL-Net [9] partitions a space into 4 project and has a goal: develops a highly scalable second-
blocks recursively, and the quad tree is used to manage thegeneration distributed database, bringing together Dynamo [14]
network topology. These architectures can process a rangdlistributed design and Bigtable [15] column-oriented data model.
guery by using location information and also process a multi- We can insert the data which contained key space, column
dimensional query by adding other properties to the location family, key, column, and value in Cassandra like RDB’s record.
ID space as an additional dimension. These P2P architecturekiBase is also Apache project and behaves as the database of
have a limitation that involves including the location proper- Hadoop [16]. This goal is the hosting of very large tables,
ties as a key in the query. In other words, they cannot exe-such as X billions of rows and Y millions of columns, atop
cute a reverse resolution of the location information and alsoclusters of commodity hardware. We can insert the text, such
cannot deal with the varying number of properties without as log file, in the Hadoop Distributed File System which par-
a reboot of the entire system because it is assumed that th&tion the file and distribute the part of file in multiple server.
number of dimensions, which represents properties, is static. It is said that Cassandra and HBase have higher availability
On the other hand, Skipgraph can process a flexibly searcHnd scalability than RDB. However, they need to construct
without location information. Skipgraph constructs a doubly- the distributed system on static network, such as data center.
linked list of inserted keys at each layer according to the mem- Thus, they are not good way to construct the distributed sys-
bership vector. The membership vector is an identifier like tem includes the home GW.
NodelD, and is allocated to all nodes. A certain key of the
doubly-linked list in the i-layer has links between the closest 3 THE DESIGN OF
!<ey, which is defmeo_l by not only numerlc_al distance but also MULTI-DIMENSIONAL ALGORITHM
i-length prefix matching of the membership vector. Skipgraph
can process a range query by the sorted doubly-llnked list and3.1 Overview
also process a multi-dimensional query by constructing mul-
tiple P2P networks. However, the link of Skipgraph depends e are designed multi-dimensional algorithm in our previ-
on the value of key. Itis difficult to maintain robustness when ous works, and this algorithm uses a B+tree [17] for an ef-
we use real-time and high-density data, such as sensor data.ficient search with an arbitrary number of sensing data type.
NoSQL, which means “Not Only SQL”, is another efficient Our algorithm introduces the idea of building as many tree
way to store and search data. NoSQL behaves as databasstructures as there are properties to process a dynamic multi-
and the major example is key-value store, column-orienteddimensional range search, and these tree nodes (tree-nodes)
database, and document-oriented database. Key-value storae mapped to the node on P2P networks (P2P-nodes). The
is often implemented on P2P networks. They are great hopesaiser can select an arbitrary number of trees to process a multi-
becoming the solution about the problem of relational databaseimensional search, and a conclusive result is obtained by
(RDB), such as scalability and availability. Today, we can se- merging all the results. Therefore, the reverse resolution of
lect one of what can serve our purpose from a lot of NoSQL,; certain properties, such as location, can be done by using the
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Algorithm 1 Put(tagetHash, propertyValue, timeStamp)

Table2: Node Information Require: tamgetHash is closest to myNodelD

Node (NodelD)| temp storedV alue < SearchLocal(target Hash)
Ny (5) 21 if storedV alue = null then
N; (3) 30 PutLocal(target Hash, propertyV alue, timeStamp)
N, (1) 15 else
N; (0) 27 if IstoredValue.isLeaf() then
N, (@) NULL for_ all ¢ such thatstoredV alue.getChild() do
N (2) 29 if (c.min < propertyV alue)&& (propertyValue <
No (7) 18 c.next.min) then
N- (6) 24 Put(c.getNodel D(), propertyV alue, timeStamp)
end if
end for
else

if storedV alue.isFull() then
Separate(storedV alue)
15 | 18 21| 24 27 29 | 30 end if
PutLocal(target Hash, propertyV alue, timeStamp)
end if
end if

Algorithm 2 Remae(targetHash, propertyValue)
Require: tamgetHash is closest to myNodelD
storedV alue < SearchLocal(target Hash)
if storedV alue! = null then
if IstoredValue.isLeaf() then

Hash(temperature) = 5 for all ¢ such thatstoredV alue.getChild() do
if (c.min < propertyV alue)&& (propertyValue <
Figure 2:Mapping to P2P Networks c.next.min) then
Remove(c.getNodel D(), propertyV alue)
end if
composition query, and the system can deal with increasing end for

and decreasing properties while maintaining the running state. else

To build a strong tree structure for frequently varying data if storedV alue.contain(propertyValue) then
values, such as sensor data, our algorithm uses a B+tree, which RemoveLocal (targetHash, propertyV alue)
is a balanced tree, and the serch and insert order provides end if
O(log:N) search cost, where N is the number of peers in end if
the system and t is the constant number depending on list gnq if
size of tree-nodes. The B+tree acts as a logic structure to

make a comparison across property values. A network topol-

. properties andts own NodelD, into a tree-node on the P2P-
ogy uses a P2P network to store th_e tree-nodes. Mapplngﬁode_ Join and leave algorithm is used according to the P2P
from the tree-node to the P2P-node is necessary. In our al-

ithm. thi . hash funci Maooing | algorithm. For example, the join algorithm of Chord is used
gorithm, this mapping uses a hash tunction. Mapping IS ran-,, ,o, \ve yse the Chord algorithm to construct a base P2P net-
dom in most tree-nodes, but the root of the tree should be

niquelv known to all nodes b th rch for the Btr work. This put process shown as Algorithm 1. The node ob-
uniquely known to afl nodes because the search for the €Qains a hash value based on property name and sends an insert
should obtain the root in the beginning. Therefore, the root

. ; request to the manager node that has the same hash value. The
has a mapping rule wherein the map from the tree-node to

N received node relays the request to the child tree-node that in-
the P2P-node oNodelD = Hash(PropertyName) acts o o the request key between the tree ranges. On the other

as the manager node, and other node map to the I:)ZP"’]Odﬁand, the node creates a root for the corresponding tree if the

thNOilﬁID d: hlr.afhd@axdgT)'z I?]asgd on thl[s ?nalé/ss, ({ree-node does not exist. By repeating this recursive opera-
when Ihe nodes listed in Table < Showing a Set ornodes an ion, the node in the target tree finally finds the destination

their properties join the P2P networks, mapping is done as iN\aaf and inserts the data into the appropriate place.

Flg. 2. Of. course, this algorithm can deal with more proper- The remove algorithm is shown as Algorithm 2, and a large
ties by building a new tree structure. L I )
part of it is constructed similarly to the put algorithm.
3.2 Algorithm The get algorithm is shown as Algorithm 3. The algorl'Fhm
also searches tree-nodes like the put and remove algorithms,
If a new node join a P2P network, it should join the P2P but this algorithm uses a range key and an iterative search.
network and insert its shared resource information, such asThere are two cases of supporting range key search in com-
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Algorithm 3 Get(tagetHash, min, max)

treeNode < dht.get(targetHash)
result + {}
for all e such thatreeNode.get Elements() do
if treeNode.isLeaf() then
if (min < e.key)&&(e.key < maz) then
result < result Ue
end if
else
if (min < e.max)&&(e.min < max) then
r < Get(e.hash, min, max)
result < result Ur
end if
end if
end for
return result

paring thesearch request with its own tree-node’s informa-
tion. Case 1 is a comparison of the leaf; this selects the data
included between the request ranges. Case 2 is a compari-
son of the other place; this selects the node that includes the
request range between its own tree ranges as the next can-
didate. The get algorithm repeats case 2 to find destination
leaf-nodes, and it executes case 1 to obtain the result. We
used an iterative search to repeat case 2 because a recursive
search risks a fatal decrease in performance in the target en-
vironment, such as the general middle-ware for a WSN data
sharing system. The tree-node needs to split the request into
the same number of branches if two or more candidates are
found, and then the tree-node must wait for the under-layer
processing to finish or timeout in accordance with the recur-
sive search. An iterative search can prevent this risk because
it forces the node that sent the search request to wait.

3.3 The Problem of Previous Work

Actual sensor data occurs with great frequency because a
sensor is generally used to obtain real-time and high-density
data. The first thing to do in the these algorithms is to ac-
cess the root of the tree structure, and the root tends to have
a heavier workload than other nodes. Therefore, the root of
the tree structure may become a bottleneck in the system. A
bottleneck arises from insufficient disk space and memory,
insufficient CPU capacity, and an exclusive control method.

¢ Insufficient disk space and memory

When number of inserted data is over allowable num-

ber, the node frequently causes the Swapping and per-
formance decreases. In addition, the node which too
much data is concentrated greatly decreases performan
in searching stored data. This is problem in a gen-
eral relational database (RDB), but the Key-Value store
(KVS) on P2P networks is not actually considered as

L |

=]

Send RequestA

ProcessA

______________________ Relay RequestA y&lock
SendRequest8 | M
i
RelayRequestB [/ 2] .\ .
Send Response A E]
“ProcessB
_________________________ &lock __________y. __
SendResponseB | Al A .

Figure 3:PutRequestSequence

ing time increases according to the request type and the
current state, and it becomes a problem when the num-
ber of requests increases up to a certain number. A typ-
ical KVS can resolve this problem because it can dis-
tribute not only data but also the load of the processing
request. However, the multi-dimensional algorithm on
a KVS cannot resolve the problem well because it con-
structs a large tree structure. This structure can support
the tabular form on KVS and is guaranteed to reach the
target, but it limits the route to certain data and concen-
trates a local load. In particular, the nodes included in
the route, such as the root, has a larger workload than
other nodes.

Exclusive control method

This factor is an endemic problem of distributed sys-
tems and fatal problem of this architecture. The KVS is
used by many users, and operation demand may occur
around the same time. The structure breaks if operation
is executed in parallel because it constructs a tree struc-
ture, as previously mentioned. To address this problem,
an exclusive control method, such as lock, is needed.
However, this method has a bad affects the processing
time of the request. In other words, it is important to
reduce the maximum number of concurrent connection
to maintain throughput.

Based on the above analysis, it is necessary to evaluate the
process time and the lock before being applied to the WSN
data sharing system. In addition, we pay attention to the ex-
clusive control method problem that is the biggest weakness.

problem. The KVS can easily deal with the increas- 4 PERFORMANCE EVALUATION

ing data by distributing the data to many nodes. This is
called scale-out technology, therefore, it is not consid- .
ered in this paper.

¢ Insufficient CPU capacity

In this section, we describe the evaluation of our algorithm
in delay time. There are three types of communication, lock,
and processing delay time. Fig. 3 shows the sequence of pro-
cessing the put request. The put request is sent f¥ande x

When the node receives requests, CPU use and processe Nodez. When Node x sends request AV odey receives
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Table 3: Simulation Environment
Varying Node Data

Num Nodes 1-1000 100
Num Request 1000 | 1-10000
Data Distritution | Normal Normal

the requesbnce and relays it td&V ode ;. The communication
and processing time occur in this sequence. Communication
time is the time between sending and receiving of the request
No.1 in the figure. Processing time is the time between pro-
cessing of the request No.3. Lock time occurs in processing
of request B. Request B is sent like request A, and lock time
occurs by waiting for the processing of the request B. Lock
time is the time between receiving and the start of processing
No.2.

We evaluated the lock and processing times when a request
is sent to one root node just around the same time. We did not
evaluate the communication time because we wanted to con-
sider only root performance. The evaluation was conducted
with simulations using Overlay Weaver [18] in the conditions
listed in Table 3. The list size of the tree-node in our algorithm
was adjusted in the experiment to 25, and this algorithm used
Chord to construct the base P2P networks.

Fig. 4(a), 4(b) show the history of processing each request
that has a sequential unique ID, where Node is the number of
node in a P2P network. Fig. 4(c), 4(d) show the total time
for processing the last request at each node. Fig. 5(a), 5(b)
also show the history of processing each request that has a
sequential unique 1D, where Request is the number of simul-
taneously inserted requests. Fig. 5(c), 5(d) show the total time
for processing the last request at each node.

Fig. 4(a) has place where processing time suddenly increases.
The reason is that the B+tree structure must divide a full leaf,
create new a leaf to store the leaf information, and increase
the number of layers on the tree structure in addition to nor-
mal operation. These additional operations occur when the
number of leaves becomes more th in an ideal envi-
ronment, where 25 is adjusted as the leaf size. These addi-
tional operations also affect Fig. 4(b). The part near the ori-
gin point in Fig. 4(b) has a very low delay time, and the time
suddenly increases when requests ID exceede 25 because the
root can process the up to 25 request in only oneself. When
the Fig. 4(c), 4(d) is considered, the effect of node number is
small because the order@(logN), where N is the number
of nodes. The reason of this order is that we constructed the
tree structure on a P2P networks with Chord algorithm. The
Chord algorithm search cost@(logN'), and we used Chord
search method to find the appropriate child node on the tree
structure, and the effect of the Chord search order appeared
in the result. We are certain that our idea, building a large
structure on P2P networks to handle a multi-dimensional as
our work, have enough scalability.

Fig. 5(a) shows a similar change as in Fig. 4(a), and the
change in Fig. 5(c) is flat because rapid change occurs by di-
viding and creating leaves when the leaf is full. In Fig. 5(b),
the total number of varying requests does not affect the lock
time, and the result linearly increases, as shown in Fig. 5(d).
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Because the request goes into a queue once, even if the sys-
tem receives any number of request at any time. On the other
hand, Fig. 5(d) shows throughput that can processquest

by y msec from point of view of the system side. We can
obtain the throughput that guarantees to process as soon as
receiving request from the intersection which figure with ex-
pressiony = 1000, and throughput is about 500 requests per
second. This throughput is not too few because the traditional
RDB's default number of concurrent connections is from 100
to 500 on demand and the some systems often remain at the
default number.

5 CONCLUSION

We designed a multi-dimensional search algorithm for P2P
networks using a B+tree. Our novel P2P index structure is
well suited for applications, such as a sensing data sharing
systems by supporting range and multi-dimensional queries.
This structure is in accordance with the basic key idea that a
tree structure, such as a temperature-tree, builds on P2P net-
works for each property.

We evaluated the performance of the proposed algorithm
using simulations. From the simulation results, we found
that the proposed algorithm has scalability because the pro-
cessing and lock times are ord@(logN). In addition, the
throughput that guarantees to immediately process the request
is about 500 requests per second.

In the future, we will aim at the performance gain of the
algorithm. We can improve the performance using the repli-
cation or cache algorithm. The replication may distribute the
workload of the root and decrease the lock time. Cache al-
gorithm may dramatically improve the performance because
the number of request relays becomes 1 when the node has
visited by search algorithm in the past. Additionally, both al-
gorithm can become churn tolerant improvement techniques.
Churn will cause a serious problem for the P2P put algorithm:
The data of node is removed due to the continuous process of
node arrival and departure. To use replication and cache algo-
rithm, at least one node can hold inserted data and the system
can recover from churn damage by using the data.
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