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Aims and Scope
The purpose of this journal is to provide an open forum to publish high quality research papers in the areas of
informatics and related fields to promote the exchange of research ideas, experiences and results.

Informatics is the systematic study of Information and the application of research methods to study Information
systems and services. It deals primarily with human aspects of information, such as its quality and value as a
resource. Informatics also referred to as Information science, studies the structure, algorithms, behavior, and
interactions of natural and artificial systems that store, process, access and communicate information. It also
develops its own conceptual and theoretical foundations and utilizes foundations developed in other fields. The
advent of computers, its ubiquity and ease to use has led to the study of informatics that has computational,
cognitive and social aspects, including study of the social impact of information technologies.

The characteristic of informatics' context is amalgamation of technologies. For creating an informatics product,
it is necessary to integrate many technologies, such as mathematics, linguistics, engineering and other emerging

new fields.
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Guest Editor’s Message

Kenichi Okada

Guest Editor of the Second Issue of International Journal of Informatics Society

We are delighted to have the third and special issue
of the International Journal of Informatics
Society (IJIS) published. This issue includes selected
papers from the Second International Workshop on
Informatics (IWIN2008), which was held in Wien,
Austria, Sep 9-11, 2008. This workshop was the
second event for the Informatics Society, and was
intended to bring together researchers and practitioners
to share and exchange their experiences, discuss
challenges and present original ideas in all aspects of
informatics and computer networks. In the workshop,
21 papers were presented at 6 technical sessions. The
workshop was complete in success. It highlighted the
latest research results in the areas of networking,
business  systems, education systems, design
methodology, groupware and social systems.

Each IWIN2008 paper was reviewed in terms of
technical content and scientific rigor, novelty,
originality and quality of presentation by at two
reviewers. From those reviews, 12 papers are selected
for publication of IJIS Journal. Among those 12 papers,
six papers are related to human computer interaction.
This third issue focuses on human computer interaction,
and includes those selected six papers. The selected
papers have been improved from their original TWIN
papers based on the reviewers’ comments.

We hope that the issue would be of interest to many
researchers as well as engineers and practitioners in
this area.

We publish the journal in print as well as in an
electronic form over the Internet. This way, the paper
will be available on a global basis.

Kenichi Okada is a professor at Keio University,
Japan. He received the B.S., M.S., and Ph.D. degrees in
instrumentation engineering from Keio University in
1973, 1975 and 1982, respectively. He is currently a
professor in the Department of Information and
Computer Science at Keio University. His research
interests include CSCW, groupware, human computer
interaction, and ubiquitous computing.

He has published 110 journal papers, 140 inter-
national conference papers, and 17 books entitled
“Collaboration and Communication,” “Designing
Communication and Collaboration Support Systems,”
“Introduction to Groupware” and so on. He is a
member of [IEEE, ACM, IEICE, and IPSJ.

Dr. Okada received the IPSJ Best Paper Award in
1995, 2000, and 2008, the IPSJ 40th Anniversary Paper
Award in 2000, IPSJ Fellow in 2002, and the IEEE
SAINT Best Paper Award in 2004.
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Supporting tool for student who learns usecase modeling

Teruhisa Ichikawa’and Chikage Ohta'

TFaculty of Informatics, Shizuoka University, Japan
*Graduate School of Science and Technology, Keio University, Japan

Abstract - Increasing numbers of students of faculties re- (1) Modeling cannot be done due lack of understanding
lated to information technology are learning UML (Unified concerning business.

Modeling Language). In order to effectively model the ob-
ject area, it is necessary to understand about business. It is
difficult, however, for the student who doesn’t know business
to call up the tacit function not described in the requirements (3) Significant differences of interpretation pertinent to the
specification. This paper proposes to use ontology as a way product are generated.

to draw out a tacit function when the student makes the use-
case diagram, and is a verification of the effectiveness of the
procedure.

(2) System specific information and common domain in-
formation cannot be separated.

To solve these problems the analysis class diagram making
a support technique using ontology is proposed. The process
of making the analysis class diagram is supported by the main
noun extracted from the usecase description which refers to
the domain ontology and general ontology that systematizes
the concept in the domain.

Kamiya’s “Supporting Analysis Class Modeling with On-
tologies”[2] is concerned with object modeling too. If the
domain ontology is insufficient, an acceptable class diagram
can be derived by applying general ontology, combined with
conversation processing with the modeler, etc.

To date no research of support for making the usecase di-
agram from the requirements specification proposed in this
paper is available.

Keywords: UML modeling, usecase diagram, ontology

1 INTRODUCTION

Increasing numbers of students of faculties of informatics
are learning UML (Unified Modeling Language). In order to
effectively model the object area, it is necessary to understand
about business. It is difficult, however, for the student who
doesn’t know the business to call up the tacit function not
described in the requirements specification. Moreover, it is
necessary to learn the modeling technology in a limited time.

In this paper, we propose the study support tool for the use-
case modeling that requires business knowledge.

Usecase modeling is used to extract a necessary function
(it is called usecase) from the requirements specification such
as RFP (required for proposal), and to make a model. The
model refers to the ontology of a limited object domain. The
result is described as a usecase diagram. The tacit function,
i.e. knowledge not described in the requirements specifica-
tion, can be discovered by referring to the ontology of the
object domain.

To grasp the concept of ontology and to discover tacit knowl-
edge of an object area, and to identify requirements specifica-
tion, it will be useful for students to model a familiar object
area, such as a library or convenience store.

3 OUTLINE OF ONTOLOGY |[3], [4]

Recently, ontology research is developing because of knowl-
edge sharing and recycling knowledge. In current practice,
ontology is the term used to conceptually systematize the tar-
geted world rigorously and exhaustively, and to create a hi-
erarchical description of relation. Not only objects (noun),
but also the process (verb), as well as constraints, are system-
atized.

The primary meaning of the term ontology is existence.
This term is being adapted in the world of informatics to de-
scribe a target “real world” to describe algorithmically. That
actual domain is a referent more powerful than a dictionary.

Moreover, ontology can identify tacit information that dif-

In this paper, we aim to develop educational support for fers from the data of an electronic dictionary, and exists in
making the usecase diagram by selecting an object domain the background of knowledge. Tacit information might alter
likely to be familiar to students, enabling them to make a more the significance of knowledge described by the vocabulary. It
refined usecase diagram. is one of the important roles of ontology to clarify such tacit

information.
2 REVIEW OF CURRENT RESEARCH Ontology includes general ontology that describes the con-

cept of specializing, and domain ontology that describes the

Current research that applies ontology to UML includes the concept of specializing in the field.

following:

Minegishi’s “Supporting Software Engineering Processes 4 USECASE MODELING
with Ontologies”[1] is object modeling research aimed to sup-

port making the analysis class diagram that is the product in UML is a typical modeling language, and 13 kinds of di-
the systems analysis phase. It proposes to solve the following agrams are defined, among them usecase diagram, which is
three problems: used to describe a functional side.

ISSN1883-4566/09 © 2009 - Informatics Society and the authors. All rights reserved
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What kind of user (It is called actor) uses the system? More-
over, what function (It is called usecase) does each actor use?
This relation is described as shown in Fig. 1.

Borrow Book

F'_'_,_,..-ﬂ""'-r

T —
member Return Book

Figure 1: Example of usecase diagram

In this paper, we analyze usecase diagram that students
made by the information system design study. We then ex-
tracted problems in usecase modeling study.

In this study, the procedure for each theme has been to
lecture on knowledge necessary in each theme, studying the
theme in groups, who make a presentation the next week. One
of the themes is usecase modeling.

It lectures on usecase modeling first. Next, usecase mod-
eling of “Equipment management system of the elementary
school” is done. Afterwards, usecase modeling of ”Case that
each group chose” is done.

Figure 2 is example of usecase diagrams for “Equipment
management system of the elementary school” that the stu-
dent made.

[ 1

Equipment management System

Accept Reservation

clerk

/N

Figure 2: Example of usecase diagram for equipment man-
agement system

Most groups are describing five usecase “accept reserva-
tion,” “borrow equipment,” “return equipment,” “question &
answer,” and “register new equipment.” These are the descrip-
tions corresponding to the requirement, and it is extracted cor-
rectly.

However, the system doesn’t work only by these functions.

Figure 3 is usecase diagram by the teacher. Some functions
not described in the requirements specification by students are
added to this usecase diagram. For example, it is necessary to
record what to borrow, and to whom you borrow. Therefore,
it is necessary to register the equipment and the user before-
hand. Moreover, there is a return if there is a borrowing. A
function is necessary if the item is not returned in the time
limit. Therefore, the function of press is also necessary. For
this the user’s name, address and telephone number are re-
quired.

Moreover, it is necessary to register information for other
schools (where to make contact, and what equipment can be
borrowed) beforehand to make equipment available to another
school. All functions to retrieve the specification in the lend-
ing situation regarding the equipment are noted.

If there is an experienced person of the information system
development present, the lack of knowledge in all the others
becomes evident. This raises the problem of how to extract
required functions accompanying, though not described, in
the requirements specification.

99 <

1

Equipment management System

Accept Reservation

Borrow Equipment

/

L

Return Equipment

Quetion & Answer

clerk Register Equipment

/] 5\\

Register Member

N\

Press for Return
\ Equipmernt
\ Register School
Retrieve Equipment
specification

Figure 3: Model answers of usecase diagram for equipment

management system



5 PROPOSAL OF USECASE MODELING
USING ONTOLOGY

In this proposal, the domain ontology is classified into the
object ontology and the task ontology.

The object ontology defines the hierarchical relations be-
tween objects. The relation of the noun like the person and
the thing, etc. is defined. The relation is described by using
the ”is-a” relation as shown in Fig. 4.

The relation of “equivalence” is described to absorb the dif-
ference of the expression.

The task ontology is ontology that defines the attribute of
the task (verb concept). It describes it with seven relational
operators as shown in Fig. 5.

The feature of the proposed domain ontology was to have
prepared “pre-task” and “post-task” in relational operators of
the task ontology. The flow of the task can be expressed by
adding these relational operators. The before task and the
after task are understood by referring to this ontology.

The procedure for refining the usecase diagram that the stu-
dent made is as follows.

equivalence

Figure 4. Composition of object ontology

| agent ; object_a

— abject ;object_b

L— implement ; object_c
L time ; object_d

L place ; object e

| pre_task ; []

|__ post_task :task_2

| agent ; object_f

— object :object_g

— implement ;object_h
L time ; object_i

| — place : object_|

| pre_task ;task_1

|__ post_task :task_3

Figure 5: Composition of task ontology

At first, retrieve the task described in the usecase that the
student made in the beginning, and refer to the ontology. Then,
the student understands what task is necessary before and be-
hind the task.

Moreover, relational operators such as agent and object are
described in each task. How the task takes part from these

T. Ichikawa et al. / Supporting tool for student who learns usecase modeling

relational operators in the system can be judged. It is a repet-
itive process to trace the flow from a certain task, and to refer
again to the ontology of each task. The function that the sys-
tem should offer by this operation can be discovered, and the
practical oversight of the usecase can be discovered.

6 EXPERIMENT AND CONSIDERATION

6.1 Exercise

To verify the utility of the proposal technique, the case
study of the library system was done. The requirements spec-
ification and model answers to the library information system
were quoted from “Essence of the UML modeling” [5].

[Requirements specification of library information system]
There are insufficient clerical officers in charge of the lend-
ing business at the library at A-university. Then, A-university
decided to introduce the library information system for the
lending business efficiency.

The following three functions are necessary for the system.

e Acceptance processing of lending reservation
e Management of lending and return books

e Record of lending history

“Lending reservation” function is necessary for the user
that wants to borrow the book as soon as possible.

The clerical officer at the library places the book in hold-
ing area when the book is returned, and reports that the book
can be loaned out to the user who reserved it. It is necessary
to manage which user has reserved the book to achieve this
service.

The collection of books at the library is classified into books
and journals. There is only one journal for each title, although
there are volumes and numbers. There may be several copies
of one book. Therefore, the collection of books is managed
by the management indexing number, to distinguish them.

The library users are students and teachers at A-university,
and all members are registered. The student and the teacher
are divided because there is a restriction “Journals are not lent
to the student.”

Student member’s lending limit is 6 books, and teacher
member’s lending limit is 12 books. The lending period is
up to three weeks.

The object ontology and the task ontology for the library
were made based on the proposal technique.

Figures 6 and 7 show the object ontology and the task on-
tology. Each object and each task has extracted the verb and
the noun from business manual [6] at the Shizuoka University
library. And, words and phrases that were able to be used in
this case were chosen.

6.2 Experiment

The experiment was conducted on the following hypothe-
ses.
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Figure 6: Example of the library object ontology

[Hypothesis 1] Usecase diagram made by using ontology is
refined more than usecase diagram made without ontology.

[Hypothesis 2] The refinement result of usecase diagram
made by using ontology doesn’t depend on a prior lecture en-
vironment (teacher’s difference, content of the lecture, num-
bers of students, etc).

Testees are seven beginners of UML. Three students (Here-
after, it is called group-A) have never learned UML. Other
four students (Hereafter, it is called group-B) have learned
some UML.

We conducted the experiment according to the following
procedures.

1) We gave a lecture to the group-A concerning usecase
diagram.

2) The requirements specification of the library system is
presented, and all testees make usecase diagram (1st
edition) from this requirements specification.

3) We explain the conceptual ontology.

Table 1: Procedure of experiment

| Step | Group A | Group B |
1 Lecture(usecase) —
2 Trial(1st edition) Trial(1st edition)
3 Lecture(ontology)
4 Show(the library ontology)
5 || Revise(2nd edition) | Revise(2nd edition)

4) The library ontology is presented.

5) Usecase diagram (1st edition) is reviewed referring to
the library ontology and 2nd edition is made.

6.3 Evaluation

We judged whether extracted usecase was more appropriate
than usecase of model answers.

Hypothesis 1 was verified by the comparison usecase dia-
grams between Ist edition and 2nd edition. Figure 8 shows



borrow pra.

— agent ; [member]

return pro.

| agent ; [member]
— cbject ; [books] | object ; [baoks]
L implement ; [procedure] | implement ; [procedure]

| time ; [openning] | time ; [openning]

| place ; [library] | place ; [library]
| pre_task ; [reserve pro.] [] | — pre_task ; [borrow pro.]
L post_task ; [return pra.] L post_task : []

Figure 7: Example of the library task ontology

the result of comparing between usecase of st edition and
usecase of 2nd edition.

[ O st ectior B 2rc editicr

Figure 8: Comparison usecase between 1st edition and 2nd
edition

If the term had the same meaning even if the usecase name
was different, it counted assuming that it was the same. For
instance, “Put back book” and “Return book™ have the same
meaning, and it counted as “Return book.”

2nd edition after reference to ontology contained more re-
fined distinctions (for example, “inventory book,” “retrieve
book,” “register book™) than Ist edition before reference to
ontology as shown in Fig. 8, and the effect of ontology was
proven. However, after referring to ontology, students who
extract usecase (for example, “refer history,” “register mem-
ber”) are decrease or few. This was caused by the method
of describing ontology, and it is necessary to improve the de-
scription.

Next, hypothesis 2 was verified by the comparison mutu-
ally made the 1st edition and the 2nd editions by group-A and
group-B.

The difference of usecase in usecase diagram (1st edition)
is 0.5 or less in each usecase as shown in Fig. 9.

The difference of usecase in usecase diagram (2nd edition)
is 0.5 or less in usecase other than usecase “register member”

T. Ichikawa et al. / Supporting tool for student who learns usecase modeling

@ Group A M Group B

Figure 9: Comparison usecase (1st edition) between group-A
and group-B

as shown in Fig. 10.

O Group A H Group B

Figure 10: Comparison usecase (2nd edition) between group-
A and group-B

It has been shown that the effect of the refinement by the
ontology reference is independent of a prior lecture environ-
ment.

However, group-B has passed one year since usecase mod-
eling was studied. Group-A studied usecase modeling and
experimented at once. Therefore, it is necessary to verify the
influence of the difference of the elapsed time after the study
of modeling.

7 CONCLUSION

It has been clarified that the refinement technique based on
using ontology was useful for making usecase diagram.
Future tasks are as follows.



International Journal of Informatics Society, VOL. 1, NO. 3 (2009) 2-7

e Review of domain ontology for making more detailed
refinement

e Increase the number of experiment samples, and do a
statistical verification of hypothesis 1 and hypothesis 2.

e Systematize the technique for making the proposal.

The systematization of the proposal technique is a system
that traces, checks the flow of ontology for making usecase
by building ontology into the usecase diagram making tool,
and finds the deficiency of usecase.

The refinement level can be expected to reduce the over-
sight of the relating ontology by systematizing it, to be able
to extract appropriate usecase, and to go up.

The constructed ontology is domain ontology that special-
izes in the library information system. A similar system like
various rental systems and reservation systems can use the
ontology for enhancing effectiveness.

Future tasks are to ascertain the domain of applicability,
and to add ontology smoothly to expand the domain of appli-
cability.
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Abstract - The purpose of this paper is to propose a mirror-
effect-based mutual tutorial on different kind of interfaces for
a single information service. When a user operates a system
via a certain interface, the mirror-effect-based tutorial helps
him/her learn the operating procedures of other interfaces of
the same system. When conducting a certain task, the sys-
tem uses the same program and input data, irrespective of
which interface is used by a user. Taking advantage of this
fact, our tutorial system generates operation procedures for
implementing the same function on different interfaces when
a user carries out a certain task. Accordingly, our tutorial
involves the following two features. (1) Presenting the proce-
dure to perform the same task from a different interface when
a user operates a system via a certain interface. (2) Providing
the efficient procedure depending on each interface. The task
completion time is reduced by 24% and the input acceptance
rate is increased by 17%.

K eywords: mirror-effect-based, mutual tutorial

1 INTRODUCTION

There are many different information services readily avail-
able in daily life today. The types of information terminals
used and the environments in which users access these ser-
vices are continually diversifying. In line with these trends,
the interfaces for accessing information services are also be-
coming truly diverse.

For example, the Shinkansen ticket reservation system [1]
provides two kinds of interfaces for cell phones and PCs.
Many car navigation systems also have a built-in microphone
for inputting voice commands while driving, in addition to
ordinary control switches and a remote controller. Users can
change input devices in accordance with match their circum-
stances.

In addition, since car navigation systems are now connectable
to the Internet, Web sites, which were previously accessed
mainly from PCs or mobile phones, can now also be accessed
from equipment built in vehicles [2]. As a result, such infor-
mation systems must now be designed to be accessible from
a wide variety of terminals.

Although there have been a lot of studies on the usabil-
ity of interfaces, most of those studies examine an interface
accessed from a single type of device [3][4], and there have

been only a few studies[5] which examine an interface ac-
cessed from multiple types of device.

Figure 1 shows a typical example of a system accessible
from multiple interfaces. In this paper, we use the term “ de-
vice” to refer to such input equipment as a mouse or a mi-
crophone that is used with a PC, a car navigation system, etc.
We further user the term “ interaction style” in the sense of
Shneiderman [6]. He cites menu selection, form fill-in, com-
mand language, natural language and direct manipulation as
five typical interaction styles in interactive software. Finally,
we use the term “interface” to refer to an input/output mecha-
nism that combines the devices and the interaction styles pro-
vided by terminals.

For example, one interface combines a PC keyboard and
command language, and another interface combines switches
on a car navigation system and menu selection. There is also
an interface that combines speech recognition through a mi-
crophone and menu selection.

Although many systems provide multiple interfaces for the
purpose of selective use of multiple interfaces according to
the user’s circumstances, there are virtually no examples of
an interface design policy that is aimed at easy shift from one
interface to another. In many cases, each interface is designed
separately. Consequently, even when users operate a familiar
system, they must newly learn the operating procedure if they
use unfamiliar interfaces. In such a case, they must once again
go through a process of repeated trial and error, just as they
did the first time they operated the system. This means that we
cannot improve the system’s usability by simply increasing
the variety of terminals or interfaces capable of accessing a
system and merely improving the individual operating ease
of each device/interface.

Selective use of multiple interfaces impose a heavy burden
on users, and it cannot be neglected especially when systems
take advantage of a ubiquitous environment, in which people
selectively use various types of information terminals accord-
ing to their circumstances. For this reason, there are grow-
ing demands for interfaces such that users can smoothly shift
from one to another depending on their circumstances.

For in-vehicle equipment in particular, users have substan-
tially different circumstances depending on whether they are
driving or not. Unless a separate interface tailored to each
of these circumstances is provided, the usability may decline

ISSN1883-4566/09 © 2009 - Informatics Society and the authors. All rights reserved
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Figure 1: Example of multiple interfaces.

markedly. In addition, for systems that are intended to be ac-
cessed both from in-vehicle equipment and from outside a ve-
hicle (e.g. from a home PC via the Internet), it is necessary to
provide an interface that is easy to use from each type of de-
vice although the circumstances are completely different from
each other. Consequently, systems accessible from in-vehicle
equipment in particular inevitably require some mechanism
that allows users’ selective use and smooth shift of their inter-
faces.

In this regard, this paper proposes a tutorial that helps users
learn the operating procedures of unfamiliar interfaces during
conducting a task through a familiar interface. When users
are carrying out a certain task through a familiar interface,
our system demonstrates the procedures for the same task
through another interface. We call this learning support sys-
tem a mirror-effect-based mutual tutorial system. By adopt-
ing this tutorial system, we can construct an operating envi-
ronment for information system that fully takes advantages of
multiple interfaces.

This paper provides an evaluation of the mutual tutorial
function. The function is implemented onto the drive plan-
ning (DP) system constructed in our previous studies [7]. The
DP system is accessible from two kinds of interfaces. One
interface is designed for the natural language interaction style
with a PC keyboard, and the other is designed for the menu se-
lection interaction style with a car navigation system’s switches
on its instrumental panel. The usability of our system incor-
porating the tutorial method to be proposed is evaluated on
the basis of the acceptance rate of the user input and task ac-
complishment time.

2 MIRROR-EFFECT-BASED MUTUAL
TUTORIAL SYSTEM

We propose a mirror-effect-based mutual tutorial system as
amethod of improving the usability of a system with multiple
interfaces. This section explains the method in detail.

2.1 Definition and Key Principles

We define the term ““mirror-effect-based mutual tutorial” as
follows; for every task a user actually executes via one inter-
face, the system demonstrates how to perform the same task
efficiently on another interface. In the mirror-effect-based tu-
torial, when a user executes a task using a certain interface,

the efficient counterpart operation on another interface is au-
tomatically presented to the user as if it were a mirror image
of the original operation. In this way, users can unconsciously
learn how to use unfamiliar interfaces without active learning
of the unfamiliar interfaces.

Figure 2 shows the basic design of the mirror-effect-based
mutual tutorial system, which generates an efficient proce-
dure on an interface which corresponds to the task executed
on another interface.

The role of an interface at the time of a user input is to in-
terpret the input, identify the necessary program and generate
input data into the program. To accomplish it, each interface
is equipped with an interpreter that interprets the user’s input.
In Figure 2, the interpreter A and the interpreter B interpret
the inputs from the device A and the device B, respectively.

Generally, identification of the program set to be executed
and generation of the input data based on the user’s input op-
eration are conducted uniquely. In cases where the input from
each interface is aimed at executing the same task, the respec-
tive inputs are converted into the same input data and trig-
ger the same program set inside the system. Consequently,
if the system has an inverse interpreter for each interface that
generates the targeted operation on the interface based on the
program set to be executed and the input data for each pro-
gram, the input to a certain interface feeds the system so that
the system generates the corresponding operations for other
interfaces. In Figure 2, the interpreter A~ is the inverse in-
terpreter that generates input operations for the interface A,
and the interpreter B~! is the inverse interpreter that gener-
ates input operations for the interface B.

When implementing an inverse interpreter, the following
three possibilities must be considered:

(1) There is no input operation corresponding to the input data
and the program to be executed.

(2) There is only one input operation corresponding to the
input data and the program to be executed.

(3) There is more than one input operation corresponding to
the input data and the program to be executed.

In the case (1), the task to be executed on the basis of the
identified program and input data cannot be performed from
the interface associated with the inverse interpreter. In this
case, it is sufficient to indicate to the user that the task cannot
be executed via that interface.

In the case (2), the input operation is the only output from
the inverse interpreter.

In the case (3), the procedure which is expected to require
the shortest operating time is selected among the operating
procedures that can be generated. This enables the user to
learn the most efficient operating procedure. If there is no
difference in the expected operating time of the generated op-
erating procedures, a predetermined typical procedure is se-
lected. (From the viewpoint of efficiency in this particular
sense, inputting a sentence via a natural language interface is
not different from inputting another sentence in which a syn-
onymous expression is used.)

How to design inverse interpreters depends on the defer-
ence of input flexibility among interfaces. However, the num-
ber of programs to be executed is finite, and the finiteness
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Figure 2: Basic design of mirror-effect-based mutual tutorial system.

makes it possible to define appropriate inputs for each inter-
face to run a given program (e.g. sentence styles for natural
language interface, the kind of input information and its order
for menu selection interface, etc.). In addition, if the number
of parameters for a given program is finite and if the specifica-
tion of the parameters is definable (e.g. substituting a suitable
word into an input sentence with a designated sentence style,
selecting an item from a menu list, etc.), we can design an
inverse interpreter for any interpreter.

2.2 Features and Expected Effects

Based on the key principles explained in the previous sub-
section, we can realize a mutual tutorial with the following
two features.

a. When a user executes a task via a certain interface,
the system teaches the procedure for the same task to be
performed on a different interface.

When a user carries out a certain task, the user employs a
particular strategy. In facility search, for example, there are
at least two strategies: (1) specifying the genre and the land-
mark near the target facility and (2) specifying the genre and
the address of the target facility. A user who frequently uses
a particular type of strategy from one interface is expected to
employ the same strategy from another interface. The mirror-
effect-based mutual tutorial system demonstrates the operat-
ing procedure via another interface which corresponds to the
user’s strategy, only when the user actually carries out a task
from one interface. This allows a user to learn operating pro-
cedures efficiently by limiting them to the functions that the
person actually needs. In addition, since the tutorial is given
when the user executes a task on a familiar interface, we can
expect that the user learns how to use another interface while
using the interface. In other words, we can expect that the

user does not have to spend time to especially learn opera-
tions on unfamiliar interfaces.

b. The system teaches the most effective procedure ac-
cording to each interface.

Note that operating procedures executable from different
interfaces may differ in their efficiency. Some operating pro-
cedures are efficient if they are performed on a certain inter-
face, but they are not if executed via another interface; i.c.,
other procedures are more efficient in the latter case. Further,
there are cases where an efficient operating procedure exe-
cutable from one interface is simply unavailable on another
interface. These facts make it more complicated for users to
learn how to operate each interface efficiently according to
the task to be performed.

Taking the above considerations into account, the system
teaches the most efficient operating procedure on another in-
terface for executing the same task as the one the user actually
performs. In other words, the system does not teach the op-
erating procedure involving the same operating steps as the
user’s original operation if the procedure is not efficient. This
feature can help users notice that the most efficient operating
procedure on one interface is not necessarily the most effi-
cient procedure on another interface and vice versa. In Figure
2, the selection of the most efficient procedure is conducted
when the inverse interpreters generate operating procedures.
When an inverse interpreter can generate more than one pro-
cedure, the most efficient procedure is selected and thus the
system can teach the interface-specific efficient procedure.
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3 MUTUAL TUTORIAL IN THE DRIVE
PLANNING SYSTEM

This section describes design examples of inverse inter-
preters for a menu selection interface and for a natural lan-
guage interface. We also explain examples of the mirror-
effect-based mutual tutorial employing these inverse interpreters.

3.1 Drive Planning System

In this study, we have selected our drive planning (DP) sys-
tem [7] as an example of a system in which the same func-
tions can be used from multiple interfaces. The mutual tuto-
rial function has been implemented in the DP system.

The DP system allows drive plan data created on a PC to
be uploaded to an online server; the system supports a va-
riety of helpful functions including route guidance, facility
search and plan editing via a car navigation system or a mo-
bile phone. We have selected the facility search function as a
target of implementing the mirror-effect-based mutual tutorial
function.

When users access to the DP system from a PC, the system
offers a natural language interface with keyboard input in or-
der to take full advantage of a standard input device of a PC
(i.e., keyboard) and the user- friendliness of natural language
input. The natural language interface is aimed at enabling
users to input their requests in whatever style they like. For
example, a user can simultaneously input a complex combi-
nation of search conditions as in “Please look for a hotel near
the national university in Hamamatsu”.

The car navigation system interface for the DP system adopts
a menu selection style manipulated by control switches on
the instrumental panel. The interface also allows users to
search for a facility by specifying relatively complex condi-
tions (e.g., by designating the type of target facility and its
nearby facility). Nearly all of the various facility search func-
tions that can be used from a PC are also available on the car
navigation system interface.

3.2 Generation of an Efficient Operating
Procedure for Another Interface in the DP
System

The facility search module of the DP system accepts search
conditions like the target facility’s category, address, and nearby
facility. The specified search conditions are expressed in a
tree structure and transferred to the search module. Figure 3
shows an example of the tree structure for a ** search for a
fast food restaurant near a train station in Hamamatsu City,
Shizuoka Prefecture.” The nodes of the tree are connected by
links (solid lines in the figure) expressing upper/lower hier-
archies or entire/partial hierarchies between concepts and by
links (dashed lines) expressing the modifying/modified rela-
tionships between concepts. The tree nodes are expressed as
frames that store pairs of an attribute and its value and/or pairs
of an attribute and a pointer to its attribute value. For example,
the address frame stores a pair of the attribute “ prefecture”
and its value “ Shizuoka”, and a pair of the attribute “ munici-
pality” and a pointer to its value (the address frame containing

Facility Lower categary

Category: Restaurants Category: Fast food restaurant

[ower category:  *
Address : * ey

Nearby facility: % wfs Prefecture: Shizuoka

Municipality: * =

— Upper/lower
Entire/partial

Municipality: Hamamatsu City

------ Maodifying/madified

Upper category: Train station

Figure 3: Example tree structure for restaurant search:
“search for a fast food restaurant near a train station in Hama-
matsu City, Shizuoka Prefecture”.

“ Hamamatsu City”).

Both interfaces use the same search module of the DP sys-
tem. They transfer the same tree structure to the module if the
search conditions are the same. Accordingly, the search mod-
ule and the tree structure can be regarded as the source for
the inverse generation of operating procedure on an interface.
This is because the search module determines the program to
be executed and the tree structure gives input data to the pro-
gram irrespective of which interface is used.

We do not discuss the details of the conversion method
from natural language input and menu selection input to the
tree structure in the DP system since the discussion falls out-
side the scope of this paper. Conversion from natural lan-
guage input to the tree structure is explained in [7]. The
conversion from menu selection input to the tree structure in-
volves defining the correspondence between each menu item
and each attribute of the node in the tree, and transmitting the
values selected from the menu to the corresponding attribute
values in the tree structure. The following subsections ex-
plain the procedures for the inverse conversion from the tree
structure to the operating procedure for each interface.

3.2.1 Inverse Generation of Natural Language Input from
the Tree Structure

In generating an input natural language sentence from the cor-
responding tree structure, the system first extracts surface ex-
pressions corresponding to the attribute values in each frame.
Facility categories and addresses are hierarchized according
to their upper-lower or whole-part relation. An expression
corresponding to an upper/whole concept is connected with
an expression corresponding to its lower/part concept through
“1n0” (the Japanese counterpart to English “of” ). If the
meaning of a lower/part expression is unambiguous without
the restriction imposed by its upper/whole concept, the up-
per/whole expression is omitted and only the lower/part ex-
pression is used so as to generate a non-redundant natural
language expression.

Expressions generated from modifying concepts are then
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connected with the modified expressions through connecting
words like “no (of)”, “de (in)”, “ no-chikaku-no (near)”,
etc. These processes generate a natural language expression
from the corresponding tree structure. In order to deal with
the cases in which a certain concept is associated with multi-
ple connecting words and is restricted by multiple modifying
concepts, their linear order is predetermined according to the
attributes in a given frame. The system can use different con-
necting words depending on whether a modifying expression
immediately preceding the modified nominal, or a modifying
expression is separated from the modified nominal by another
intervening modifying expression.

Suppose that the tree structure in Figure 3 is generated as
a result of menu selection operation. In this case, * restau-
rants” and “ fast food restaurants” have an upper-lower rela-
tion and “ Shizuoka” and “ Hamamatsu City” have a whole-
part relation. Since “ fast food restaurants” and “ Hamamatsu
City” are unambiguous without their upper/whole concepts,
the lower/part concepts are used in generation of a natural lan-
guage expression. The tree structure has two modifying links
to “address” and " nearby facility”. Their relative order is
predetermined so that the address precedes the nearby facility.
The connecting words used in this configuration are predeter-
mined so that “ de” is used for the address and “ no-chikaku-
no” is used for the nearby facility. As aresult, “ Hamamatsu-
shi-de eki-no-chikaku-no famiresu (a fast food restaurant in
Hamamatsu City near a station)” is generated as an efficient
input for a natural language interface.

3.2.2 Inverse Generation of Menu Manipulation Proce-
dure from the Tree Structure

The menu selection interface is designed to put search con-
ditions into the tree structure for facility search; that is, each
choice on the menu is uniquely associated with a particular
position in the tree structure. Consequently, by taking advan-
tage of this unique relation between the menu selection and
the tree structure, the system can determine which item should
be selected on which menu. The system therefore can gen-
erate menu selection procedure from the corresponding tree
by checking whether each attribute has its value and by de-
termining which choice on the menu is corresponding to the
attributes that have their values.

Specification of the values of a lower/partial level of hier-
archized attributes can be done only if the upper/whole con-
cepts have been specified. For that reason, the upper/whole
concepts are specified first. The order for specifying other at-
tribute values is basically arbitrary, but it is more efficient to
specify them in the order in which they are displayed on the
screen. In cases where the same value can be specified for
multiple selection operations, the procedure with the fewest
operations is selected.

For example, the system generates menu selection proce-
dure from the tree structure in Figure 3 as follows. Since
“ Shizuoka” and “ Hamamatsu City” have a whole-part re-
lation, ““ Shizuoka” is selected on the prefecture menu be-
fore the selection of “ Hamamatsu City” on the city menu.
Since “restaurants” and “fast food restaurants” have an upper-
lower relation, “ restaurants” is first selected on the genre
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Figure 4: Example tutorial of the menu selection interface
during operation on the natural language interface.

menu. Then the restaurant category menu becomes available
and “ fast food restaurants” is selected on the restaurant cat-
egory menu. The facility category, the address, the nearby fa-
cility (station) can be specified in any order. However, since
they are displayed on the screen in the order of the facility
category, the address, the nearby facility, the system gener-
ates the menu selection procedure with this particular order.

3.3 Mutual Tutorial in the DP System

As the tutorial of the menu selection interface while op-
erating on the natural language interface of the PC, we have
adopted an explicit method whereby the actual input proce-
dure is shown in an animation. The PC system has a menu
display for tutorial that is identical to that of the car navigation
system. Figure 4 shows an example of a tutorial of the menu
selection interface during operation on the natural language
interface. User requests in Japanese are input into ~ User
input box™. The response of the system is displayed in  Sys-
tem response”. ** Dialog record” shows the dialog history. In
this example, the user specified a gas station as the first des-
tination, route, departure/arrival time and travel period. Now,
the user going to specify the second destination so he inputs
“ Hamamatsu-shi-no famiresu-ni iki-tai (I want to go to a fast
food restaurant in Hamamatsu City)”. The menu selection in-
terface on the PC then shows an animation that provides how
to conduct facility search with the same search conditions on
the menu selection interface. The animation enables the user
to directly watch which choices should be selected on which
menu in what order.

The tutorial of the natural language interface during op-
eration on the menu selection interface adopts the following
method. When a user conducts facility search on the menu
selection interface, the DP system gives a response sentence
to confirm the search conditions. In generating the response
sentence, the system use natural language expressions suit-
able for the most efficient search on the natural language in-
terface and those expressions are highlighted in the response
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Figure 5: Example tutorial of the natural language interface
during operation on the menu selection interface.

sentence. Suppose that a user selects “ restaurants”, * fast
food restaurants”, “* Shizuoka” and “ Hamamtsu City” on
the genre menu, the restaurant category menu, the prefecture
menu and the city menu, respectively. The system then replies
“ Hama-matsu-shi desu-ne. Hamamatsu-shi-no famiresu-
wa 24-ken desu. (You have selected Hamamatsu City. There
are 24 fast food restaurants in Hamamatsu City.)”. In this
reply, “ Hamamatsu-shi-no famiresu (fast food restaurants in
Hamamatsu City)” is highlighted. In repeating such tutori-
als, users unconsciously acquire natural language expressions
suitable for the most efficient search on the natural language
interface. Figure 5 shows an example of a tutorial of the nat-
ural language interface while operating on the menu selection
interface.

When a user uses a function that is unavailable on another
interface, the system must show the user that the function is
unavailable on another interface. In our DP system, detailed
editing of a drive plan such as setting the departure/arrival
time can only be done from the PC system, and these oper-
ations are not available on the car navigation system’s menu
selection interface. When a user uses such functions on the
PC system, the tutorial system shows their unavailability by
not showing an animation of the operations on the menu se-
lection interface.

4 EVALUATION OF THE MUTUAL
TUTORIAL SYSTEM IN THE DP
SYSTEM

This section describes the evaluation of the effectiveness of
the mutual tutorial system.

4.1 Effect of the Tutorial of the Natural
Language Interface During the Operation
of the Menu Selection Interface

First, a car navigation system without a response-based tu-
torial function was selected as the system for comparison.

The mutual tutorial function was incorporated in another car
navigation system, and the effect of the tutorial on the oper-
ation of the PC system interface was investigated. We have
evaluated the effect of the tutorial of the natural language in-
terface during the operation of the menu selection interface.
The operation results of the two user groups have been exam-
ined. One group operates the natural language interface after
using the car navigation system with the tutorial function, and
the other group operates it after using the car navigation sys-
tem without the tutorial function.

4.1.1 Experimental Procedure

The subjects were twenty engineering students and they were
divided into two groups. Group NT first used the car navi-
gation system without tutorial function and then used the DP
system on a PC. Group T first used the car navigation system
with the tutorial function and then operated the DP system on
a PC. The two car navigation systems have no difference ex-
cept the tutorial function. In order to familiarize the subjects
with their respective car navigation system, we made them
practice operating the system for 30 minutes every day over a
three-day period. The subjects then subjectively evaluated the
car navigation system that they used. After that, a prepared
conversation of a certain family talking about their desires re-
garding a family trip was presented to the subjects. All of the
subjects then used the same PC system to create a drive plan
that satisfied the desires of the family members.

The conditions under which searches could be conducted,
and the operations particular to the DP system (e.g., halt a
search midway by entering the command “ stop search”) were
explained to the subjects beforechand using the same manual
sheet alone.

4.1.2 Experimental Results

After creating the drive plan, the subjects evaluated the PC
system subjectively by responding to a questionnaire using
a 7-point evaluation scale. An objective evaluation was also
made on the basis of the input acceptance rate, the number
of input times, the number of key words per sentence and the
task accomplishment time.

As the first step, a questionnaire was conducted among the
members of both groups concerning their respective car navi-
gation systems. The purpose of the questionnaire was to con-
firm that there were no differences between the two naviga-
tion systems in terms of their performance.

The questionnaire results of the two groups and the results
of a t-test between the two groups are shown in Table 1. The
mean scores for Question 1 concerning the ease of use (easy
to use = 7) are 4.9 for Group NT and 5.3 for Group T. The
mean scores for Question 2 concerning the kindness of the
responses (kind = 7) are 4.9 for Group NT and 5.2 for Group
T. Those for Question 4 about the ease of understanding the
screen display (easy to understand = 7) are 5.0 for Group NT
and 5.6 for Group T. Although the scores for Group T are
slightly higher, the t-test indicates that there is virtually no
significant difference between the two groups. The evalua-
tion scores for Question 3 concerning the uncertainty about
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Table 1: Questionnaire results for the two car navigation sys-
tems.

Questions NT T  p-value
1.Ease of use of system 49 53 0419
2.Kindness of responses 49 52  0.624

3.Uncertainty about what to input | 3.6 3.4  0.633
4.Ease of understanding of screen

display 50 56 0382
5.Discomfort from the response
sentences — 45 —

Table 2: Questionnaire results for the PC system.

Questions NT T  p-value
1.Ease of use of system 39 54  0.044
2.Kindness of responses 4.1 53 0.046

3.Uncertainty about what to input | 2.3 3.8  0.002
4.Ease of understanding of screen

display 50 55 0.486
5.Helpfulness of the car
navigation system response — 6.2 —

what to input (no uncertainty = 7) are nearly equal to each
other. Thus the questionnaire results indicates that there is no
difference between the car navigation systems in terms of the
impression the subjects received when using their respective
systems.

Table 2 shows the questionnaire results after the subjects
made the drive plan on the PC system following the use of
their respective car navigation systems. The scores for the
questions 1, 2 and 3 show significant difference between the
two groups. The mean scores of Group NT and Group T
are 3.9 and 5.4 for Question 1, and 4.1 and 5.3 for ques-
tion 2, respectively, indicating that higher evaluation scores
have been given by Group T that used the car navigation sys-
tem with the tutorial function. Presumably, the effect of the
tutorial from the car navigation system makes it clear what
sentences should be entered via the natural language interface
when searching for a certain facility. If this is the case, it
surely improves the overall ease of use of the system, thereby
accounting for Group T’s higher evaluation scores.

The mean score of Group T for Question 3 concerning the
uncertainty about what to input (no uncertainty = 7) is also
higher at 3.8 than 2.3 for group NT. The fact that Group T
gave a higher evaluation to the PC system also indicates the
effect of the tutorial on this group. Group T also gave a high
mean score of 6.1 in response to Question 5 about whether the
navigation system responses were helpful (helpful = 7). This
question was only given to Group T. The high score indicates
that the subjects actually felt the effect of the tutorial.

Table 3 shows the results of the objective evaluation. Sig-
nificant difference is observed between the two groups for all
of the evaluation items. Item 1 in Table 3 shows the total
time required to create the drive plan. The other evaluation
results only pertain to the input process for conducting a fa-

Table 3: Objective evaluation results for the PC system.

Evaluation items NT T p-value
1.Plan creation time(min:sec) | 13:23  10:09  0.016
2. Number of input times 243 11.2 0.005
3 Number of key words per

sentence 1.8 2.6 0.002
4.Acceptance rate of

input sentences(%) 72.4  89.7 0.005

cility search and the other functions available on the PC sys-
tem alone (e.g., a route search function, a function for setting
the desired arrival time, etc.) are excluded from the evalua-
tion. This is because the facility search function is the only
function that is supported by the tutorial function.

The mean time spent by Group T to create the drive plan is
10 minutes 9 seconds, which is more than 30% shorter than
that of Group NT (13 minutes 23 seconds). Item 2 is the mean
number of data inputs for conducting a facility search. The
result for Group T is 11.2 times, which is less than half the
number for Group NT (24.3). The results indicate the effi-
ciency of the tutorial. The efficiency is explained in terms
of Item 3, where Group T put more key words into an in-
put sentence than Group NT whereby Group T needed fewer
sentences than Group NT in making the facility search. Key
words here are those words that express search conditions like
facility categories, prefectures/cities of the destinations.

Item 4 represents the rate at which the system correctly un-
derstood the intention of the user inputs. Group T had a bet-
ter result at 89.7% compared with 72.4% for Group NT. A
good reason for this difference is that Group NT used many
facility search conditions that the current system does not ac-
cept, whereas Group T almost never used such inappropri-
ate conditions. The system does not accept search conditions
that are not stored in the data base (e.g., yasui hoteru (cheap
hotel)), conditions that involve the purposes of search alone
(e.g., shokuji-suru (have a meal)), and so on. The difference
between the two groups can be attributed to the effect of the
tutorial from the car navigation system; that is, the tutorial
makes it clear what search conditions can be used.

The results indicate that the tutorial greatly helps users un-
sure about what to input on the natural language interface,
by putting efficient natural language inputs for the PC system
into the responses from the car navigation system.

4.2 Effect of the Tutorial of the Menu
Selection Interface During the Operation
of the Natural Language Interface

We also investigated the effect of showing an animation on

the PC system screen as a tutorial for the operation of the car
navigation system.

4.2.1 Experimental Procedure

The test subjects were twenty engineering students who were
divided into two groups, as was done in the experiment de-
scribed in the preceding section. Group NT first used a PC
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Table 4: Questionnaire results for two PC systems.

Questions NT T p-value
1.Ease of use of system 54 49 0.358
2 Kindness of responses 45 51 0399

3.Uncertainty about what to input | 4.6 4.1  0.221
4.Ease of understanding of screen

display 48 53  0.540
5.Discomfort from the displays
animation — 39 —

system without any tutorial function before using the car nav-
igation system. Group T first used a PC system incorporating
the tutorial function before using the car navigation system.
Before the experiment, each group used its respective PC sys-
tem for 30 minutes every day over a three-day period and then
answered a questionnaire. After that, all of the subjects were
asked to read the manual of the car navigation system. They
were then asked to execute six types of facility search tasks
using the same car navigation system. One task, for example,
was to “ search for a hospital near the present location.” The
subjects then evaluated the car navigation system subjectively
by responding to a questionnaire, and an objective evaluation
was made based on their facility search time.

The test subjects were twenty engineering students, and
they were divided into two groups as in the experiment in
the preceding section. Group NT first used the PC system
without the tutorial function before using the car navigation
system. Group T first used the PC system with the tutorial
function before using the car navigation system. Before the
experiment, each group used its respective PC system for 30
minutes every day over a three-day period and then answered
a questionnaire. After that, all of the subjects were asked to
read the manual of the car navigation system. They were then
asked to execute six types of facility search tasks using the
same car navigation system. One task, for example, was to
search for a hospital near the present location. The subjects
then evaluated their respective PC systems subjectively by re-
sponding to a questionnaire, and an objective evaluation was
made based on their facility search time.

4.2.2 Experimental Results

The subjective evaluation was done by a questionnaire using a
seven-point evaluation scale after the subjects had completed
the 6 facility search tasks. The objective evaluation was based
on the task accomplishment time.

First, a questionnaire was conducted to confirm that there
was no difference between the two PC systems in terms of
their performance.

The questionnaire results and the results of a t-test between
the two groups are shown in Table 4. Group T was asked
whether they felt any discomfort from the displayed anima-
tion (no discomfort = 7). The mean evaluation score of 3.9
was slightly worse than the median. However, the scores for
the other questions were virtually identical. This indicates
that the tutorial animation did not influence the subjective

Table 5: Questionnaire results for the car navigation system.

Questions NT T p-value
1.Ease of use of system 47 51 0587
2 Kindness of responses 5.0 4.6 0.529
3.Uncertainty about what to input | 3.3 2.9  0.540

4.Ease of understanding of screen

display 5.1 5.1 —
5.Helpfulness of the displayed
animation — 59 —

evaluation of the PC systems.

Table 5 shows the subjective evaluation results for the car
navigation system. No large difference was seen in the ques-
tionnaire results between the two groups. However, the mean
score of Question 5 for Group T is 5.9. The question asked
if the animation displayed on the PC system screen was help-
ful in operating the car navigation system. This indicates that
Group T was actually aware of the effect of the tutorial.

The time needed to complete each facility search task is
shown in Table 6. Since Task 1 is very simple to execute,
no large difference was seen between the two groups. Task
2 is slightly more complicated because it requires the speci-
fication of a reference location. The difference between the
two groups tends to increase as the complexity of the task be-
comes large. Task 3 requires approximately twice as many
operations as the tasks 1 and 2 because multiple operations
are needed to specify the reference location. A significant
difference is seen between the two groups with respect to this
task. Task 4 involves nearly the same operating procedure as
Task 2. Since this task was performed soon after the subjects
experienced Task 2, it is presumed that the effect of being
familiar with the procedure resulted in there being no differ-
ence between the two groups. Task 5 is even more difficult to
execute as it requires specifying the travel time (or distance).
A significant difference is also seen between the two groups
with respect to this task. Task 6 involves more complicated
specification of the reference location than Task 5. A differ-
ence is seen in the mean task accomplishment time, although
it is not statistically significant.

These results show that the tutorial has the effect of reduc-
ing the difficulty of learning the menu selection operating pro-
cedure, especially for complicated operations.

5 CONCLUSION

This paper has proposed a mirror-effect-based mutual tu-
torial system as a solution to the problem of having to sepa-
rately learn the specific procedure for using a different inter-
face every time a user changes an input device. This prob-
lem emerges when users use a system that can be operated
from multiple information terminals with different interfaces.
Even though a user has learned how to operate such a system
from a certain interface, the user may well be unfamiliar to the
procedure for operating the system from a different interface,
and have to learn the operating procedure anew. Experiments
were conducted to evaluate the mutual tutorial function incor-
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Table 6: Time required for facility search using the car navi-
gation system.

Destination NT T  p-value

1.Gas station in Hamamatsu City | 0:47 0:37  0.529
2.Hospital near the present

location 0:40 0:30 0.142
3.Hotel near Hamanako Paruparu

amusement park 2:08 1:03  0.028
4 Park near the train station 1:10 1:12  0.905

5.Lawson convenience store
within 30min. from the present

location 1:14 0:47 0.026
6.Police station within 10 km
from Hamamatsu Castle 2:13  1:35 0.256

porated in a DP system. The results obtained have shown that
the mutual tutorial system is effective in shortening the task
accomplishment time and in improving the input acceptance
rate, among others.

The effectiveness of the mirror-effect-based mutual tutorial
depends on how easily each interface is understood. If an in-
terface is very easy to understand, the users would easily learn
how to use it without the mutual tutorial. On the other hand,
if an interface is very complicated and hard to understand, the
users might not acquire how to use it through the mutual tu-
torial alone. Although we have confirmed the effectiveness of
the mirror-effect-based mutual tutorial in the DP system, we
may need further experiments using interfaces with various
degrees of complexity (difficulty) in order to clarify the effec-
tive range of the proposed mirror-effect-based mutual tutorial.
To specify the mirror-effect, we also need a comparison ex-
periment on tutorial during operation of other tutorial systems
such as a Microsoft office assistant [8].

The proposed mutual tutorial system adopts a framework
that takes advantage of operating the same system; a user may
well use the same set of functions irrespective of the inter-
faces he/she actually uses. By enabling users to efficiently
learn operations of preferred functions on multiple interfaces,
they are expected to be aware of the merits of using the same
system from different interfaces. As a result, the same sys-
tem is expected to be chosen by users irrespective of terminal
types.

As a ubiquitous environment is steadily put in place, it is
predicted that there will be increasing opportunities for using
the same system from a variety of devices depending on the
user’s circumstances. These devices will include mobile ter-
minals such as cellular phones and personal digital assistants
(PDAs) as well as PCs. In such an environment, there will
be an even greater necessity to be able to use multiple inter-
faces selectively and smoothly. The mirror-effect-based mu-
tual tutorial system proposed in this paper should be effective
toward that end.
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Abstract - In Japan and China, pictographs have widely
spread to add nuance to mails of mobile phones. We have
developed a pictograph chat system, which can communicate
each other using nothing but pictographs. We prepared 550
pictograph symbols. We applied the system for communica-
tion to 3 groups, which consist of the intimate friends group,
the strangers group, and the foreign students and Japanese
students group. We have carried out experiences 18 times.
We report the results of the experiments as below. (1) The
subjects understood over 70% of the content of the chat. (2)
There were no difference between foreign students and Japanese
students about the context of the chat. Japanese students tended
to make the same context as foreign students.

Keywords: CSCW, Groupware, Pictograph, Chat, Cross-
cultural communication

1 INTRODUCTION

The communication of information by E-mail, chatting, and
electronic bulletin board has become widespread by the spread
of networks. Moreover, communication can be easily done
using MSN Messenger [1] etc. with a text base. In addition,
face marks and pictographs have appeared, and are used to
convey feelings [2].

Language becomes a barrier if we think about communica-
tion between different countries, and if a common language is
not understood, it is difficult to communicate through conver-
sation on a text base. Moreover, to learn a foreign language
requires considerable time. Therefore, attention was given to
pictographs that are used to convey feelings and slight nu-
ances based on the idea that communication is possible if pic-
tographs are used, even if a language such as English is not
understood'.

To add pictographs to chatting when experimenting on a
teleconference between Japan and China [3], a recognition
investigation of pictographs was conducted with postgradu-
ate students from Japan and China (eight from each country).
112 pictographs were made for, and shown to, the subjects,
who then evaluated their suitability for the meaning. As a re-
sult, between the Chinese and Japanese subjects, only 4 pic-
tographs differed greatly in recognition (a school, house, mo-
tor sports, and rice ball). The pictograph for “school”, for ex-
ample, looked like a regular building. Though understandable
to Japanese subjects, the Chinese did not see it as a school
because Chinese had a grand image like a castle for school.
“Rice ball” is not seen in China. There is a study that paid

'The work reported in the paper was partially supported by Japan Society
for the Promotion of Science (JSPS), Grant-in- Aid for Scientific Research
(B) 18300043, 2006 and 20300047, 2008.

attention to a difference of the recognition of the pictograph
of a Japanese and the foreigner [4].

As a result, it was seen that the recognition of the pic-
tographs was almost unchanged between the Japanese and
Chinese subjects. We then sought to determine whether sub-
jects could understand even if sentences were made and chat-
ted only by pictographs, and developed a system in which
only pictographs were used for chatting [5]. This system is a
chat system that can send and receive messages made only
from pictographs. Some others have pictograph chat sys-
tem [6], [7]. 550 pictographs were prepared including ones
to do animation. This system was actually applied to chat-
ting among the groups of “Friends of a friend,” “Persons who
did not usually talk,” and “International students and Japanese
students.” From the results of the experiment we considered
whether communication that used only pictographs was pos-
sible.

Chapter 2 explains the pictograph chat system. In Chapter
3 we explain the understanding level that is the standard of
the evaluation of the experiment that uses this system. Chap-
ter 4 shows the experiment that uses this system. Chapter 5
describes the experiment results. Chapter 6 is a discussion.
Chapter 7 describes an additional experiment. Chapter 8 is
the summary

2 PICTOGRAPH CHAT SYSTEM

2.1 Composition of system

This system was developed in C# language using Microsoft
Visual Studio.NET 2003. It is a program of about 1200 lines.
The system consists of a chat log screen with a pictograph
input screen where pictographs are selected and sentences are
made.

2.2 Functions of system

Figure 1 shows the pictograph input screen. The chat log
screen is shown in Figure 2. The mark of the first animal
of Figure 2 shows the speaker. A pictograph can be added
from the pictograph selection screen to the input field with
one click. A new pictograph can be input by selecting the
pictograph in the input field, and inputting a new pictograph
from the pictograph selection screen between the pictograph
that exists originally in the input field and the pictograph se-
lected by clicking.

Moreover, the selected pictograph can be deleted by click-
ing the select image clear button, and pushing the Back Space
key and the Delete key. When the auto animated cartoon but-
ton is checked, all pictographs of possible animation begin
animation.

ISSN1883-4566/09 © 2009 - Informatics Society and the authors. All rights reserved
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Figure 1: Pictograph input screen.
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Figure 2: Chat log screen.

Pictographs were the original 255 images, 295 made of
PIC-DIC [8], and 550 images in total were prepared. An orig-
inal pictograph is one in which a newer pictograph was added
referring to the pictograph used for cellular phones. Permis-
sion was obtained from Godai Embody Co., Ltd. for the use
of PIC-DIC pictographs. Original pictographs are displayed
in color, while PIC-DIC pictographs are displayed in black
and white.

3 UNDERSTANDING LEVEL

For a conversation of IV lines, if a line is completely under-
stood, it gets a score of (1/N) x 100%; if the interpretation is
very different, it gets 0%. In IV line of M pictographs, if there
is one non-understood pictograph, the understanding level is
(M —1/M)x1/N%. In N line of M pictographs, if a picto-
graph is partially understood but not exactly right interpreta-
tion, the understanding level is (M — 1/M) 4+ 1/2 x 1/M x
1/N%.

4 EXPERIMENT

Two subjects experimented using personal computers through

LAN in separate rooms. It was not possible to communicate
verbally at all. The subjects were all students at Wakayama

University. One was a third-year student of the Department
of Economics, four were third-year students of the Faculty
of Systems Engineering, 18 were fourth-year students, three
were first-year graduate students of the system engineering
research course major, and two were second-year graduate
students. Similarly, two were third-year students, 3 of the in-
ternational students were first-year graduate students, and one
was a second-year doctoral student. The breakdown of the in-
ternational students is four Chinese students, one Malaysian,
and one Vietnamese. The subject combinations were as fol-
lows. Figure 3 shows snap shots of experiments.

Figure 3: Snap shots of experiments. Each subject experi-
mented in different rooms.

Experiment 1: Japanese with good relations

Experiment 2: Persons with whom Japanese don’t usually
talk mutually (Japanese students)

Experiment 3: Japanese and international students

Subjects were 36 in total, with six pairs for each of the three
patterns (18 pairs in total). Experiments were done two times
for each second-year graduate student (experiment 2 and ex-
periment 3). Otherwise, it was only one time for each. When-
ever a one-line remark went out to the chat, the subject wrote
the meaning of the remark of the other party and his remark
while experimenting.

After about 30 minutes of chatting, they were asked to an-
swer a questionnaire of five-point scale evaluation on the ex-
periment and the system.

S EXPERIMENTAL RESULTS

5.1 Example of each experimental chat

Figure 4 shows the experiment example of the screen. The
result of the experiment 1 (Japanese with good relations) is
shown in Figure 5, and the result of the experiment 2 (one
about which the Japanese doesn’t usually talk mutually) is
shown in Figure 6 and the result of the Japanese and the inter-
national student is shown in Figure 7. The friend with a good
relation of the fourth grader is talking with Figure 5 concern-
ing the hour of rising, meal, and the graduation thesis. A
conversation the same as usual is done. The mark of the first
animal of Figures 5-7 shows the speaker.

Figure 6 is a conversation between Japanese who don’t usu-
ally talk.
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Figure 4: Example of screen of pictograph chat system.

The conversation to start getting to know the other party
is done. Because the other party did not understand, it would
have been written, “I am working part-time in a karaoke shop.”
Once, the other party’s understanding is obtained by explain-
ing again in detail in the pictograph.

Figure 7 is a conversation between a Japanese and an in-
ternational student. Another singer (Mr. Children and Boys
and (II) men) is mutually imagined though the conversation
was going to have been approved by both people. “Pig icon”
(Japanese) wrote as “I like Mr. Children.” But “Penguin icon”
(international student) interpreted the content as “I like Boys
and (II) men.”

The following is understood from the results of the ques-
tionnaire taken after the experiments of application and the
chat log.

5.2 Number of distribution of pictographs by
subject

Figure 8 shows the distribution of pictographs for each user.
The average number of pictographs in experiment 1, experi-
ment 2, and experiment 3 is 44. About 3.2 pictographs on an
average line (one remark) are used. The maximum number
of pictographs on a line (one remark) is 10 in experiment 1,
10 in experiment 2, and 12 (though, if it is excluded, eight
are the maximum because the same pictograph is repeated) in
experiment 3.

5.3 The use frequency of each pictograph

Table 1 shows the use frequency of each pictograph. “Ques-
tion mark” and “arrow” were used very frequently. “Snow”
was used frequently, because all experiments were performed
in winter. Pictographs which represent agreement, “OK” or
“yes,” used frequently.

5.4 Understanding level of conversation

The mutual understanding level of the conversation of each
experiment was calculated by comparing the meaning of the

. .
‘What time did you get up this morning?
Yot > &= <
5 : 3 lnkn Fr ?

L] - -
1 got up at three (a cold sweat). And you?
128@

I got up at twelve (a cold sweat).
WM ?

Did you eat lunch at the school?

@ By, WO = ?

I ate at the school. Did you come to the school after it had
eaten at home?

EEROAE o F L
I ate a pork bowl as I making it.
2. BE/47, BEL
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Is the thesis advanced to you? I am stumbling.
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p
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P

I seem also to cry in the slump. It is not hit on what is

necessary to be written.

Figure 5: Chats of the experiment 1 (partly).

remark that the subject had written. The average of the un-
derstanding level of experiment 1 is 73%. The average of the
understanding level of experiment 2 is 81%. The average of
the understanding level of experiment 3 is 78%.

5.5 Questionnaire results

Part of the results of the questionnaire of five-point scale
evaluation (Table 2) and opinions are shown. “5” is the high-
est score and “1” is the lowest.

Moreover, examples of the description-type results of the
questionnaire are shown below.

e In what situation do you think that this pictograph chat
can be used?
— It is possible to use it cross-culturally.
— It is possible for a child to use it.

— It is possible to be used among companions usu-
ally.

— It is possible to use it for communication with a
handicapped person.

e Please write if you have an opinion about this system.

— You should introduce the grammar.

— As for pictographs, easy communication can be
done even cross-culturally. It is far better than
characters when it is used well.

— If pictographs are expanded to do a complex con-
versation, it takes time to look for them. However,
if one manages to do it, it is possible to use it well.
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Table 1: The use frequency of each pictograph.

Frequency Meaning
f', 103 Question
D 85 Go, change
. 37 OK
1 32 OK, yes
% -J 32 Today
E# 31 Study
Punctuation mark,
L] 26 a substitute of " "
" 26 love
8 26 Snow, cold
' 25 Exclamation mark
2
r 25 Please, I'm sorry
’ 25 Love
’;‘ 25 Hello, laugh
Table 2: Results of the questionnaire.
Questionnaire items Evaluation
When the pictograph is clicked once
with this system, the pictograph is 4.6
added to the input field. ’
Was the operation easy?
Was sentence making easy? 20
Was the auto animated cartoon
; : 42
function convenient?
Could the meaning of an individual
. 3.6
pictograph be understood?
Was a target pictograph 24
easily searchable? :
Was there a target pictograph? 31
Did you understand what 33
the other party said? ’
Do you think that you were able
to underatand the other party? 3.7
Do you think that you can conduct a
conversation chatting only with 3.3
pictographs?
Was this experiment interesting? 4.6

What time did you sleep? >
A.Pl2,3027
I slept at 2:30.
A . H5?

. W o
And you ?

#. 3,007

I?ﬁpt at 3:00.

B e
It was great!

EEEN 4
It’s normal.

W . W
I studied last night.

. APre ?

Do you like to sing?

A.SV

Yes.

l';l : ' n'._a ’ ’!“3 ! !
Ilove it.

A Atmro

Work part-time by karaoke.
[ a?
.o 3
- : -

What?

A AT Aoy .

I am working part-time in a karaoke shop.

bod
..

Oh!

Figure 6: Chats of the experiment 2 (partly).

[Opinion]

21

I think that I was able to understand more than I had

expected.

It is interesting to decipher what the other party wants

to say.
The animation is lively and happy.
It takes time to look for a target pictograph.

Aren’t some rules needed?

The pictographs are few (Proper nouns cannot be ex-

pressed).
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Do your like football? (Japanese)
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— | * (international student)
Yes!

W AW ?

Do you like karaoke? (Japanese)

B . ! =3
I do (international student)
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: .
I like it (Japanese)
AW Y2710
What kind of singe‘r do you like? (international student)
t.-_l I_..— : t.-_l I_..- { ’ ' ' )
Correct content: I like Mr. Children. (Japanese)

Wrong content: I like Boys and men. (international
student's interpretation)

B: ¢!a

I like it. (international student)
‘;\-‘ “( wls

i . ! ?

Really (Japanese)

A AV o

1 like their song, also. (international student)

Figure 7: Chats of the experiment 3 (partly).

6 DISCUSSION

6.1 Difference by experiments in
understanding level

The understanding level of experiment 1 is 73%, which is
lower than the understanding level of experiment 2 and ex-
periment 3. Two subjects in experiment 1 often talked usu-
ally, and were wellacquainted with each other. Therefore,
they talked as an extension of their usual conversation, and
the content of the conversation became deep. Much of the
content was a continuation of the conversation of two peo-
ple on the day before the experiment on topics like research,
graduation travel, Valentine’s Day, etc. However, there were
no pictographs of proper nouns for the content of deep con-
versation. Therefore, we thought that it caused a gap in their
interpretations, and it led to such a result. There was no topic
for “Ice-breaking” that was used to be mutually friendly.

The understanding level of experiment 2 (81%) is a little
high compared with the understanding level of experiment 1
and experiment 3. Two subjects of experiment 2 were two
people who might not speak to each other especially. Ice-
breaking topics, for example the weather, appeared in all six
experiments. The sentence composition is simple. The sub-

1004
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g X X X
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2 X ¥
204 X
0 1 1 1

Experiment 1 Experiment 2 Experiment 3

Figure 8: Distribution of pictographs for each user.

jects understood most though there was a slight mix up in
individual pictographs. Therefore, it is thought that it led to
such a result.

The understanding level of experiment 3 is 78%, which is
higher than the understanding level of experiment 1, but lower
than the understanding level of experiment 2. The subjects of
experiment 3 are an international student and a Japanese stu-
dent. There were a couple of subjects who did not usually
speak to each other at all, and there were five pairs who met
for the first. Therefore, there appeared in all of the six times in
the ice-breaking conversation “What time did you sleep yes-
terday?” “Do you like skiing?” “Do you like soccer?” “Do
you like karaoke?” “Do you like certain singer?” as well as
in experiment 2. Moreover, the other party’s country of origin
was occasionally heard. However, the name of a country’s not
being given happened because in that case, there was no pic-
tograph for the proper noun, and the topic changed suddenly.
However, a panda pictograph was used to depict China. There
was a conversation like “What do you like?” In this case, they
were not able to talk well due to absence of expressible proper
nouns. The conversation level reached an understanding level
that was higher than experiment 1, because it was not dif-
ferent from experiment 2. We think that experiment 3 had a
result that the understanding level is lower than experiment 2
due to the problem that there were no proper nouns though
we tried to get to know the other party in detail. Moreover,
international students alone did not differ in their evaluation
scores on the questionnaire (Table 2). We think that they used
the system in the same sense as the Japanese.

6.2 Difference of description of Japanese and
international students

We consider whether there is a difference in the sentence
composition between Japanese and international students from
the chat log regarding the composition of sentences. Figure 9
shows a comparison of the conversations “What time did you
get up today?” and “What time did you sleep yesterday?”
that had come out while subjects did a lot of talking. Seeing
this figure, it was understood that the Japanese and interna-
tional students also include persons who combine pictographs
of action after the pictograph of time and those who combine
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pictographs of time after pictographs of action.

Aze 77

What time did you get up today? (Japanese)

P =T = -
o toki hikaru: SR @ a0

What time did you get up today? (international student)

it 5 P
in/ E# e:_':; 1-?“ X 6

I was sleeping until 6:00 yesterday. (Japanese)
o yooir [T k7] ~y
) sebong: (i) g e 4

I slept at 4:00 yesterday. (international student)

Arxs P2, 30,7

I slept at 2:30 at night. (Japanese)

wtuty: 90 4 o

I slept at four o’clock of this morning (international
student)

Figure 9: A comparison of sentence construction.

6.3 Extraction and correspondence of
problem

There were various devices when it was not possible to
correspond directly to the pictograph. For instance, China
is shown by using a panda pictograph because there is no pic-
tograph named China in experiment 3 for the question “What
country do you come from?” Moreover, there was a device to
make it read by an adult pictograph and baby pictograph as
Mr. Children (Figure 7).

From the results of the questionnaire, 69% said the pic-
tographs could be understood, and 56% said there were appro-
priate pictographs. Especially, the lack of proper nouns was
pointed out. In addition, the demand for needed pictographs
were the following.

e “Yes” and “No,” seasonal pictographs, and pictographs
that show other people.

e Time expression such as “Former,” “Old times,” “Soon,”
“This morning,” “Month,” “Day,” and “Year”

e What, when, where, who, how, and adverbs, conjunc-
tions, proper nouns, units, and signs.

e Proper nouns

We have to deal with the lack of proper nouns. Hiero-
glyphic Tompa characters [9] have a lot of proper nouns. It
is possible to show them basically by combining meanings.
Japanese is expressible by Tompa characters. For instance,
you may express the proper noun “Yamakawa (Mountain and
river)” by combining characters that show “Mountain” and
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“River.” It is uncertain whether this meaning can be commu-
nicated in a conversation between a Japanese and a foreigner.
As for hieroglyphs [10], one alphabet character corresponds
to one pictograph as a proper noun. Subjects were Japanese,
Chinese, Malaysian people, and Vietnamese people. Because
these subjects can at least read the alphabet, it seems that it is
necessary to prepare proper nouns to write by the alphabet.

6.4 Related work

Zlango [6] is a pictograph-based system built for web and
mobile messaging. The system has about 200 pictographs,
which are changed from time to time, depending on its us-
age. Unused pictographs are deleted and new ones are being
added to the system. The pictographs are divided into groups
such as “People,” “Actions,” “Places,” and “Feelings.” Zlango
was developed in Israel and could be installed in cell phones
in 12 countries. Zlango’s customers include Portugal Tele-
com/TMN, Globe (Philippines), Kiyv Star (Ukraine), Celcom
(Malaysia) and other mobile operators.

It is a project of the NHK South Pole kids project, and there
is a pictograph chat system for children all over the world to
do communication using only pictographs. Concerning this
system, pictographs which may be lined up to eight are ex-
pressible by the chat system of the Web base. It doesn’t have
an animation function. Similarly, research involving commu-
nication with children in different countries using pictographs
was done [11]. However, it is a system using not a real-time
chat but a mail base.

There is sign language as a method with the possibility that
communication can be done excluding conversation. How-
ever, there are a lot of dialects of sign language by country.
The sign language that shows Japanese is different from that
which shows Chinese. At present, there is international sign
language [12] common to all parts of the world though it is
not so general. The comparison with this is a problem for the
future. Moreover, a person in the sphere of Chinese charac-
ters can communicate in writing. The comparison with the
Chinese character is a problem for the future.

7 ADDITIONAL EXPERIMENTS

That the sentence structure (order of the pictograph) is dif-
ferent depending on the person has been understood from
the experiment. However, there is a possibility that the sen-
tence structure is controlled by written sentences. Then, the
same sentences were shown to the Japanese and Chinese who
lived in China in their respective mother tongues as an addi-
tional experiment, and it was written using pictographs. The
Japanese subjects were 20 students at Wakayama University,
and the Chinese subjects were 11 staff members in the In-
stitute for Digitization of the Palace Museum Heritage in Bei-
jing. We didn’t use the system, but administered a paper ques-
tionnaire form. We examined how many pictographs or face
marks to use beforehand. We examined whether there was a
pictograph or a face mark used in ten recent mails. As a re-
sult, subjects who used 0 to 2 pictographs or face marks were
9 people, 3 to 6 were 4 people, and seven or more were 7
Japanese subjects. Subjects who used 0 to 2 pictographs or



24 J. Munemori et al. / Proposal and Evaluation of Pictograph Chat for Communication

face marks were 7 people, 3 to 6 were 2 people, and seven or
more were 2 Chinese subjects.

<1 like bananas>
Japanese
S+V+0->70%

B+

it
Chinese
S+V+0->37T%
~- .
o+ me + O
x, - bt
Japanese
S+0+V->20%
s i vy
l'!‘ + L+ @
Chinese
S+0+V->27%
f . e
e + | + [vw
rr. i -

Figure 10: Results of experiment (S+O+V).

Figure 10 shows an example when the Japanese and Chi-
nese write sentences “I like bananas” using pictographs. When
these sentences were written with pictographs, the ratio that
the Japanese wrote in order of subject + verb + object was
70%, and the ratio for Chinese was 37% though these sen-
tences became the order of subject + object + verb if it was
written in Japanese. The Japanese was 20% in the order of
subject + object + verb that was the original Japanese order of
writing, and 27% in Chinese. The total does not reach 100%
because there are examples that cannot be classified like this
as the pictograph is described by only one character. Next,
the example when the Japanese and Chinese write sentences
“I go to school at ten o’clock” with pictographs is shown in
Figure 11. If these sentences are written in Japanese, it be-
comes the order of subject + complement + complement +
verb. The order of the writing of (subject) + verb + com-
plement + complement is 90% in the Japanese when these
sentences are written with pictographs, and 64% in Chinese.
The ratio that the Japanese wrote in order of complement +
verb + complement was 10%, and 0% for Chinese. The total
does not reach 100% because there are examples that cannot
be classified like this as the pictograph is described by only
one character (Chinese).

When hieroglyphic Tompa characters are seen in the word
order [9], subject + verb + object it is basic, though it is not
a pictograph (There are exceptions, as well). Moreover, the
word order is verb + subject + object in the hieroglyph. The
verb comes ahead of both objects.

Pictographs are often written in the same order in Japanese
and Chinese with a different original word order. Moreover,
the understanding of each pictograph hardly changes. It seems
that the understanding level that exceeds 70% is obtained if it
limits it to daily conversation. The questionnaire results con-
cerning how many pictographs to use with a cellular phone
and the experiment results are compared. There is nothing
said that he can’t write with pictographs because the age is
high. Moreover, it was understood that a person who uses
pictographs well is not necessarily good at communication
only with pictographs.

<1 go to school at ten o’clock>
Japanese

90%

W w@m 10

Chinese

64%

f @10

Japanese

10%

102 4§ we

Chinese

100 § e

Figure 11: Results of experiment (S+C+C+V).

8 CONCLUSION

We have developed a system for chatting with only pic-
tographs using 550 pictographs. This system was actually
applied to “Japanese with good relations,” “Persons who did
not usually talk mutually,” and “International students and
Japanese students” and it was applied to 36 a total of people.
The following was understood as a result.

(1) Itispossible to communicate 70% or more even by sen-
tences only of a combination of pictographs if it is a
simple conversation.

(2) There is no difference of the evaluation value in the dif-
ference of the sentence composition between Japanese
and international students when talking by combining
pictographs, and in the questionnaire. Japanese tend to
write pictographs in the same order as the international
students.

(3) The correspondence such as preparing more pictographs
to express proper nouns when friends have a deep con-
versation, and the ability to input proper nouns, is nec-
essary.

We think it is possible to communicate enjoyably using pic-
tograph chatting. However, we admit the need for improve-
ment of the lack of pictographs showing proper nouns. And,
we think it is an effective system as a new method of commu-
nication. Moreover, we think that between friends and per-
sons meeting for the first time it is effective to communicate
only by combining pictographs between different countries.
We want to perform the experiment with a European person
and the American in future.
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Abstract - Trials on the transmission of olfactory infor-
mation together with audio/visual information are currently
being conducted in the field of multimedia. However, the
continuous emission of odors at high concentrations creates
problems of olfactory adaptation and odors lingering in the
air which do not match the changes in images over time. To
overcome such problems, we applied olfactory pulse ejection
to emit odor for very short periods of time. Humans perceive
an odor when they breathe in and inhale smell molecules in
the air. Therefore, it is important that the timing of pulse ejec-
tion is synchronized with breathing. We have developed a
breath sensor which detects inspiration, and in this study, we
combined the use of this breath sensor with that of an olfac-
tory display in order to establish a pulse ejection presentation
system of odor synchronized with breathing. The results of
an evaluation experiment showed that the system has a more
than 90% detection rate. In addition, a questionnaire survey of
the users revealed that the system provides them with a con-
tinuous sense of smell, avoiding the effects of adaptation and
lingering odor. The use of the developed system is expected
to make easier the synchronization of olfactory information
transmitted together with audio/visual information.

Keywords: Olfactory information, Olfactory display, Breath
sensor, Synchronization with breathing, Pulse ejection.

1 INTRODUCTION

Information and communication via computers tends to be
limited to visual information and audio information. How-
ever, in the real world, humans gather external information
via the five senses of sight, hearing, touch, smell and taste,
allowing them to react appropriately to local circumstances.
Accordingly, the conveyance of such information and its com-
munication via the five senses has lately attracted much atten-
tion among researchers in the field of multimedia [1]. Olfac-
tory information recognized by the olfactory organs differs
from the information recognized via the other four senses.
The sense of smell powerfully affects humans since it is di-
rectly transmitted to the cerebral limbic system that governs
emotions and memories [2]. Thus, olfactory information serves
highly important functions in daily life.

In this study we focus on the development of an ejection
control technique for odors, aiming at increasing the applica-
tion of olfactory information and communication in the field
of multimedia. Already in this field, trials are underway to
supplement image media such as movies with odors. Any
experimental system must control the odor presentation in ac-

cordance with the changing images and sounds presented to
users. Existing systems have not yet overcome the problem
of emitting too much odor over a continuous period, and fine
control is necessary in order to avoid various problems such
as olfactory adaptation and lingering odors in the air making it
difficult to synchronize odors with the ever changing images
and sounds.

In efforts to resolve these problems, we attempted to re-
duce the amount of odor emitted by using pulse ejection for
a duration of just 100 msec. In general, it is known that hu-
mans can detect odors only when they inhale. So, in order to
apply the pulse ejection, it is important that odor presentation
is synchronized with breathing [3]. Therefore, we also devel-
oped a breath sensor that acquires breath data in real time and
can detect the beginning of inspiration. We next combined the
developed breath sensor with an olfactory display to create a
pulse ejection presentation system of odor that was synchro-
nized with the user’s breathing. To examine the performance
of this system, we carried out an evaluation experiment and a
questionnaire survey with users. This paper presents details
of the newly developed system and discusses the evaluation
results !.

2 RELATED WORK

Trials on the transmission of olfactory information together
with audio/visual information are currently being conducted.
Work first started in the 1950s when Heilig developed Senso-
rama [4], the first virtual reality (VR) system that presented
olfactory information together with audio/visual information.
The recently developed virtual space system, Friend Park [5],
provides users with an increased sense of reality by generat-
ing the odor of a virtual object or environment. Kaye’s arti-
cle [6] describes some systems that add odor to web content,
and computer controlled olfactory displays such as iSmell [7],
[8] and Osmooze [9] are utilized in these systems. Another
type of display, the air cannon olfactory display that gener-
ates toroidal vortices of odor in order to present it in restricted
space, has been proposed in [10].

Nakamoto et al. [11] designed a smell synthesis device
that presents the odor of a virtual object remotely. The system
analyzes the smell to be transmitted and presents the analyzed
data as the composition ratio of the odor elements. On the
receiver side, a feedback control reproduces the target odor
by changing the ratio of the odor elements for the receiver.
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Communications R&D Promotion Programme) of the Ministry of Internal
Affairs and Communications in Japan.
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A wearable olfactory display with a position sensor has
also been developed [12]. By controlling the density of odor
molecules, it can present the spatiality of olfaction in an out-
door environment. The olfactory information transmitting sys-
tem consists of the aforementioned display, a sensing system
using three gas sensors, and a matching database. The user
can experience a real sense of smell through the system by
translating obtained olfactory information.

AROMA [13] attempts to introduce the olfactory modality
as a potential alternative to the visual and auditory modalities
for messaging notifications. Experimental findings indicate
that while the olfactory modality was less effective in deliv-
ering notifications than the other modalities, it had a less dis-
ruptive effect on user engagement in the primary task.

The addition of an odor to image media such as movies has
been proposed by a number of researchers. Okada et al. [14]
determined the viewer’s mental state by measuring his/her
brainwaves, and analyzed the relation between the odor and
the viewer’s feelings while watching. While a movie that sup-
plements visual/audio information with olfactory information
has been created, it could not be widely distributed because
the synthetic perfume did not correspond with the changing
images and the odor was not deodorized.

3 PULSE EJECTION PRESENTATION
TECHNIQUE

In this study, we propose an odor presentation technique
matched with the individual breathing patterns of the system
users receiving the olfactory information. To control olfac-
tory time characteristics, the effects of adaptation and linger-
ing odor in the air must be minimized as far as possible. We
therefore use pulse ejection to emit odor for just very short
periods of time. Such pulse ejection enables the amount of
the emitted odor to be reduced overall, and in a previous ex-
periment, we confirmed that the odor did not remain in the
vicinity of the user when presented by pulse ejection with the
wind velocity above a certain level [15], thus avoiding olfac-
tory adaption due to scents lingering in the air. Pulse ejection
is defined as the olfactory ejection moment that stimulates the
olfactory receptors repeatedly and transiently [16], as shown
in Figure 1. By using an olfactory display which can pro-
vide a stable pulse ejection of 100 msec, we can realize high-
precision emission control of odor released into the air.

When humans breathe in, smell molecules in the air are
inhaled, and when a smell molecule binds to a receptor or-
gan in the nose, we detect an odor. This is the recognition
mechanism of an odor [17]. In addition, air intake in humans
decreases during each inspiration [18]; Figure 2 shows we
can reliably detect odors only during the early stages of in-
spiration. The synchronization of odor presentation with the
beginning of inspiration is thus considered the most effective
technique [19], especially since pulse ejection involves in-
stantaneous odor emission, where the odor disappears almost
immediately without remaining in the air.

Therefore, to ensure satisfactory recognition of odor, we
have developed a pulse ejection presentation system synchro-
nizing odor emission with the user’s breathing pattern. This
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Figure 2: Change in air intake during inspiration over time.

system consists of an olfactory display presenting pulse ejec-
tion, a breath sensor acquiring breath data in real time, and a
control computer transmitting a signal for scent presentation
to the olfactory display. Figure 3 shows a schematic of the
developed system.

4 OLFACTORY PRESENTATION SYSTEM
4.1 Olfactory Display

Figure 4 shows the olfactory display developed jointly with
Canon Inc. used in the experiment. The inkjet display is able
to produce a jet which is broken into droplets by small holes
in the ink tank. As the concentration of odor emitted from the
display is constant, the display adjusts the perceived strength
of the odor by altering the ejection quantity. The display has
the following features.

e Twelve kinds of odor tanks

The display can utilize 3 cassettes, each of which can
store one large tank and 3 small tanks, which enables
the display to present, in total, 12 kinds of odors utiliz-
ing 3 large tanks and 9 small tanks.

e Olfactory ejection moment

Ejection can be controlled for a period of 100 msec.

e Ejection quantity control: 256 phases (large tank), 128
phases (small tank)
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Figure 3: Pulse ejection presentation system synchronized
with breathing,.

Figure 4: Olfactory display.

There are 256 minute holes in the cassette connected to
the large tank and 128 in the cassette connected to the
small tank. The user can control the ejection quantity
by changing the number of holes used.

e Wind velocity control: 10 phases

The display is equipped with a fan that can produce
10 phases of wind velocity control in the range of 0.8
m/sec - 1.8 m/sec.

e Creation of an olfactory scenario

The user can create a scenario in which olfactory ejec-
tion occurs multiple times and can control the amount
of odor ejected by altering the tank number, quantity of
ejection, ejection start time and ejection end time.

For all experiments described below, the display emitted
100 msec pulse ejections of lavender odor. The ejection quan-
tity of the odor was set to 10, which was determined in a pre-
liminary experiment as the value that all users could detect,
of the 256 phases. Wind velocity was set to 1.8 m/sec of the
display maximum.

Figure 5: Breath sensor.

4.2 Breath Sensor

To acquire breath information, we developed a breath sen-
sor (Figure 5) which senses temperature change in air inhaled
through the nose. The temperature detection element is the
NTC (Negative Temperature Coefficient) thermistor which is
widely used as a temperature detection element and has a
negative temperature characteristic that resistance falls when
temperature rises. In this study, we used the NTC thermistor
[20] manufactured by Honeywell Inc. An Op-Amp amplifies
each item of sensing data, an A/D converter (AMTEC Inc.)
converts it to a digital signal, and the value is transferred to a
computer.

The data transfer rate of the output voltage level acquired
from the breath sensor is 10 sample/sec and the analysis soft-
ware “TracerDAQ” (AMTEC Inc.) records the data. Figure 6
shows a wave pattern of the recorded breath data from which
the beginning of inspiration is detected. Since the tempera-
ture of the thermistor falls when air flows during inspiration,
the resistance and the output voltage fall. Conversely, the out-
put voltage rises during expiration. Thus, the timing when
the wave pattern of breath data begins to fall is judged as the
beginning of inspiration.

Characteristics such as breathing intervals differ from per-
son to person, and each user must therefore calibrate the breath
sensor before use.

4.3 Pulse Ejection Presentation System of
Odor Synchronized with Breathing

Next we developed a pulse ejection presentation system
that is synchronized with breathing. The user wearing a breath
sensor sits in front of the olfactory display and is presented
with odor (Figure 7). The system acquires the user’s breath
data via the breath sensor and transfers the data to a control
computer. The control computer runs a program to monitor
breath data constantly and to detect the beginning of inspi-
ration. At the point the program judges to be the beginning
of inspiration, a signal for odor presentation is transmitted to
the olfactory display, which then presents odor to the user.
The above represents the process of smell presentation by the
pulse ejection presentation system.
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Figure 6: Breath data measured with the breath sensor.

Figure 7: User wearing the breath sensor.

5 EXPERIMENT

5.1 System Verification

To verify whether the developed pulse ejection presentation
system detected inspiration and presented odor accurately, we
conducted a verification experiment with 20 participants (17
males, 3 females, aged in their 20s).

In each experiment, the system monitored around 10 of the
participant’s breath cycles and presented lavender odor for
100 msec by pulse ejection at the beginning of each inspira-
tion. Participants were instructed to click a mouse when they
began to inhale. After the experiment, we verified the perfor-
mance of the pulse ejection presentation system by comparing
the timing of odor presentation as determined by the system
with that of the clicking of the mouse button. Each participant
performed the experiment two times.

We defined the correct detection rate and the false detec-
tion rates as follows and then calculated the rates using data
obtained in the verification experiment.

Correct detection rate (%) = NSDC +~ NPI x 100 (1)

Falsedetectionrate (%) = NSDW +~TNSD x 100 (2)
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NSDC : Number of times system detected
inspiration correctly

NPI : Number of inspirations

NSDW : Number of times system detected
inspiration wrongly

TNSD : Total number of times system
detected inspiration

The correct detection rate of this system was determined to
be 93.9%, and the false detection rate was 11.3%. As a result,
the developed system was confirmed to detect the beginning
of inspiration with a probability of more than 90% and to be
capable of presenting odor synchronized with breathing. The
correct detection rate is able to increase close to 100%, but
at present the false detection rate increases with it. Because
of this increase in the false detection rate, there is wasteful
ejection and an excess quantity of odor is emitted. Depending
on the purpose of system usage, it will be necessary to adjust
the balance between the correct detection rate and the false
detection rate.

5.2 Questionnaire Survey on Feelings
Regarding the Odor Presented

We provided 22 participants (16 males, 6 females, aged in
their 20s to 60s) an experience of odor presentation using the
developed pulse ejection presentation system, and then ad-
ministered a questionnaire survey in order to determine the
users’ feelings about the odor presented.

In the experiment, while wearing the breath sensor, partic-
ipants were exposed to lavender odor that was presented for
100 msec by pulse ejection. The odor was emitted when the
system detected the beginning of inspiration and was repeated
for 10 breath cycles. As the average time of each breath is 5
seconds [21], it took about one minute to complete the exper-
iment with each participant, and the ejection time of odor was
just 1 second in total. After each participant smelled the odor,
he/she responded to the following questionnaire items.

Question
What did you notice about odor presented by the pulse ejec-
tion presentation system?

The answers presented for the respondent to choose from
were as follows:
(D Noticed it continuously
@ Noticed it on every breath
® Noticed that the strength of the odor alternated between
strong and weak
@ Noticed that the strength of the odor gradually got stronger
(® Noticed that the strength of the odor gradually got weaker
® Noticed the odor in fragments
() Did not continually notice the odor

The questionnaire results are shown in Figure 8. Despite
the presentation of odor by pulse ejection, many participants
noticed the odor continuously ((D)) or on every breath (), in-
dicating that the system works effectively. In addition, many
participants noticed the odor in fragments (). We think one
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Figure 8: Questionnaire results

reason for this is that participants are not able to detect odor
during expiration. Another reason is that there were cases
when odor was not present because the pulse ejection presen-
tation system likely did not accurately detect inspiration.

It should be noted that there were no participants who no-
ticed the strength of the odor gradually got weaker (%) or
could not continue perceiving the odor ((9)). This indicates
that the presentation of pulse ejection synchronized with breath-
ing could provide the participants with a continuous sense of
smell, avoiding the effects of adaptation and lingering odor in
the air at least for about one minute.

6 CONCLUSION

In the field of multimedia, trials using odor to supplement
audio/visual media are being conducted and it is necessary
to control the presentation of odor in order to synchronize it
with changes in audio/visual information over time. How-
ever, problems of olfactory adaptation and odor remaining in
air remain to be solved. To approach these problems, we de-
veloped a pulse ejection to present odor synchronized with
the inspiration of the receivers of olfactory information.

Pulse ejection of odor for a very short period of 100 msec
was stably presented during inspiration by combining the use
of a breath sensor which could acquire breath data in real time
with an olfactory display that has high emission control.

System verification experiments showed that the system
could detect the beginning of inspiration with a probability of
more than 90% and present odor synchronized with breathing.
In addition, a questionnaire survey of users’ opinion of the
odor presented by the system revealed that most users could
notice odor continuously or on every breath during the trials
and none were considered to have been affected by adaptation
and lingering odor in air.

The developed system will make the fine control of odor
presentation possible, enabling further advances to be made
in the transmission of olfactory information together with au-
dio/visual information. As a result, the synchronization be-
tween media is expected to become easier.

REFERENCES

[1] Jeong-Do Kim, Dong-Jin Kim, Dong-Won Han, Hyung-
Gi Byun, Yu-Kyung Ham, Woo-Suk Jung, Jun-Seok

Park and Sam-Kweon Oh, A Proposal Representation,
Digital Coding and Clustering of Odor Information,
Computational Intelligence and Security, 2006 Interna-
tional Conference, Vol. 1, pp. 872-877 (2006).

[2] G.A. Michael, L. Acquot, J.-L. Millot and G. Brand,
Ambient Odors Modulate Visual Attentional Capture,
Neuroscience Letters 352, pp. 221-225 (2003).

[3] T. Tonoike, Recording and Analysis of Olfactory
Evoked Potentials on the Human Scalp, Summaries
of Reports of the Electrotechnical Laboratory 863 (in
Japanese), pp. 1-76 (1968).

[4] Retrofuture: Sensorama’s pre-virtual reality,
http://www.retrofuture.com/sensorama.html

[5] H. Shigeno, S. Honda, T. Osawa, Y. Nagano, K. Okada
and Y. Matsushita, A Virtual Space Expressed the Scent
and Wind -A Virtual Space System “Friend Park”, Jour-
nal of Information Processing Society of Japan (in
Japanese), Vol. 42, No. 7, pp. 1922-1932 (2001).

[6] J. Kaye, Making Scents: Aromatic Output for HCI, In-
teractions, Vol. 11, No. 1, pp. 48-61 (2004).

[7] D. A. Washburn, L. M. Jones, R. V. Satya, C. A. Bowers
and A. Cortes, Olfactory Use in Virtual Environment
Training, Modeling and Simulation Magazine, 2, No. 3
(2004).
http://www.modelingandsimulation.org/issue7/olfactory.
html

[8] Edge Review: DigiScent Ismell,
http://www.edgereview.com/ataglance.cfm?category=
Edge&ID=136

[9] http://www.osmooze.com/osmooze/osmooshop_gb.html

[10] Y. Yanagida, H. Noma, N. Tetsutani and A. Tomono, An
Unencumbering, Localized Olfactory Display, CHI *03
Extended abstracts, pp. 988—989 (2003).

[11] T. Nakamoto, Y. Nakahira, H. Hiramatsu and T. Mori-
izumi Odor Recorder Using Active Odor Sensing Sys-
tem, Sensors and Actuators B, 76, pp. 465469 (2001).

[12] S. Yokoyama, T. Tanikawa, K. Hirota and M. Hirose,
Olfactory Field Simulation Using Wearable Olfactory
Display, Trans. of Virtual Reality Society of Japan (in
Japanese), Vol. 9, No. 3, pp. 265-274 (2004).
http://www.cyber.rcast.u-tokyo.ac.jp/project/nioi-e

[13] A. Bodnar, R. orbett and D. ekrasovski, AROMA: Am-
bient Awareness through Olfaction in a Messaging Ap-
plication, ICMI *04 Proceedings, pp. 183—-190 (2004).

[14] K. Okada and S. Aiba, Toward the Actualization of
Broadcasting Service with Smell Information, Institute
of Image information and Television Engineering of
Japan Technical Report (in Japanese), Vol. 27, No. 64,
pp- 31-34 (2003).

[15] A. Kadowaki, J. Sato, Y. Bannai and K. Okada, Mea-
surement and Modeling of Olfactory Responses to Pulse
Ejection of Odors, Japan Association on Odor Environ-
ment (in Japanese), Vol. 39, No. 1, pp. 36-43 (2008).

[16] A.Kadowaki, J. Sato, Y. Bannai and K. Okada, Presen-
tation Technique of Scent to Avoid Olfactory Adapta-
tion, 17th International Conference on Artificial Reality
and Telexistence, pp. 97-104 (2007).

[17] Bettina Malnic, Junzo Hirono, Takaaki Sato and Linda



International Journal of Informatics Society, VOL. 1, NO. 3 (2009) 26-31

[18]

[19]

[20]

[21]

B. Buck, Combinatorial Receptor Codes for Odors, Cell,
Vol. 96, pp. 713-723 (1999).

T. Honma and H. Wakamatsu, Telemedicine by the
Compact Type of Assist-Respirator with a New Ventila-
tion Pattern (in Japanese), The Japanese Society of Clin-
ical Physiology, Vol. 31, No. 6, pp. 297-304 (2001).

M. Wada, An Approach to the Study of Brain Waves
Induced by Olfactory Stimulation, Aroma Science Se-
ries 21, Essay on the Study of Scents (in Japanese), Fra-
grance Journal Ltd. (2005).

RS Components Ltd,
http://www.rswww.co.jp/cgibin/bv/home/Home.jsp?ca-
chelD=jpie

T. Shibuya and T. Tonoike, Aroma Science Series 21,
Odor Receptors (in Japanese), Fragrance Journal Ltd.
(2002).

(Received October 3, 2008)
(Revised June 30, 2009)

Kaori Ohtsu received a B.S. degree from the De-
partment of Information and Computer Science of
Keio University, Japan in 2008. She is currently
working toward an M.S. degree in Open and En-
vironment Systems at Keio University. Her re-
search interests include scent information process-
ing. She received the young researcher award from
IWIN’09.

Junta Sato received a B.S. degree from the De-
partment of Information and Computer Science at
Keio University, Japan in 2007, and an M.S. de-
gree in Open and Environment Systems at Keio
University in 2009, and joined TV Asahi Corpora-
tion in 2009. He is currently working at TV Asahi
Corporation. He received the best paper award
_ from ICAT’07.

Yuichi Bannai received B.E. and M.E. degrees
from Waseda Univ. in 1978 and 1980, respec-
tively, and joined Canon Inc. in 1980. He is cur-
rently a scientist of Canon Inc., Japan. He also
received an M.S. degree from Michigan State Uni-
versity in 1988, and a Ph.D. from Keio University
in 2007. His research interests include image pro-
cessing, human-computer interaction, CSCW, and
mixed reality. He received the best paper awards
from ICAT’07 and IPSJ in 2007 and 2008, respec-
tively. He is a member of ACM, IEEE CS, IPSJ,

and VRSJ, and chairman of SIG Scent and Body Response in VRSJ.

Kenichi Okada received B.S., M.E and Ph.D. de-
grees in instrumentation engineering from Keio
University, in 1973, 1975 and 1982, respectively.
He is currently a professor at the Department of
Information and Computer Science at Keio Uni-
versity. His research interests include CSCW, group-
ware, human-computer interaction and mobile com-
puting. He is a member of IEEE, ACM, and IPSJ.
He was a chairman of SIGGW, a chief editor of the
IPSJ Journal, and an editor of IEICE Transactions.
Dr. Okada received the IPSJ Best Paper Award in

1995,2001, 2008, as well as the IPSJ 40th Anniversary Paper Award in 2000.



32

H. Takahashi et al. / Multi-agent system for User-oriented Healthcare Support

Multi-agent system for User-oriented Healthcare Support

Hideyuki Takahashif, Satoru Izumi'-#, Takuo Suganuma®#, Tetsuo Kinoshita*'f, and Norio Shiratorif:*

fResearch Institute of Electrical Communication, Tohoku University, Japan
tGraduate School of Information Sciences, Tohoku University, Japan
TTCyberscience Center, Tohoku University, Japan
{hideyuki, izumi, suganuma, norio }@shiratori.riec.tohoku.ac.jp, kino@riec.tohoku.ac.jp

Abstract - In this paper we propose an advanced healthcare
support system in ubiquitous computing environment. By uti-
lizing knowledge about healthcare and various information
including vital sign, physical location, and video data of a
user under observation from real space, the system provides
useful information regarding health condition effectively and
in user-oriented manner. In this paper, we describe a user-
oriented healthcare support system based on concept of sym-
biotic computing, focusing on design and implementation of
the system with multi-agent system.

Keywords: Healthcare support system, Ubiquitous com-
puting, Multi-agent system, Context-aware service, Multime-
dia communication

1 INTRODUCTION

With the increase of people with lifestyle-related diseases
such as obesity, hypertension, diabetes, and hyperlipidemia,
health maintenance to prevent these diseases has been an is-
sue of social concern. Information technologies are expected
to give practical solutions to this issue, and some research
groups have been investigating the solutions from engineer-
ing viewpoints [1]-[7]. In this context, ubiquitous comput-
ing technologies are promising, because they contribute to ex-
pand the scope of system support to users’ daily lives. Hand-
held terminals, wearable vital sensors, wireless communica-
tions, etc. are playing important roles in this application do-
main [8]-[18].

However, these existing systems are designed by using some
specific vital sensors and electronic devices, therefore these
systems are limited in ability of healthcare support. In order to
provide useful information for healthcare of an object person,
not only to him/herself but also to related people of the per-
son, the system should acquire variety of information, knowl-
edge, data, etc. from real space and store/manage them in a
methodical manner. This means that we have to treat a new
dimension of design and construction of large-scale systems
that can cope with many kinds and amount of information on
unstable processing environment of ubiquitous computing.

We have been investigating an advanced healthcare sup-
port system in ubiquitous computing environment. By uti-
lizing knowledge about healthcare and various kinds of in-
formation obtained from real space, the system provides use-
ful information regarding health condition effectively and in
user-oriented manner. In this paper, we describe the concept
and design of user-oriented healthcare support system based
on multi-agent. The grand design of our healthcare system is

based on symbiotic computing [19]-[21] that is a concept of
post-ubiquitous computing according to co-existing of real-
space and digital-space. Especially, this paper focus on the
concept, design, and implementation of several function of
our system with multi-agent technology that matches to real-
ize this kind of large-scale and complex systems by employ-
ing such properties as autonomy, cooperativeness, and adapt-
ability of agents. We also show the effectiveness of our pro-
totype system with results of initial experiments.

The remainder of the paper is organized as follows. Sec-
tion 2 describes related studies. The concept and an agent-
based framework for healthcare support system are described
in Section 3, and designs and implementation are illustrated in
Section 4. We describe experiments and evaluation in Section
5. Finally, we conclude this paper in Section 6.

2 RELATED WORKS AND PROBLEMS

2.1 Related Works

There have been many attempts to assist healthcare sup-
port based on information technologies. In this section, we
present related works about healthcare support systems, and
summarize their problems.

Administrative organizations provide various kinds of in-
formation about healthcare on the Web [1], [2]. Several com-
panies have developed a medical device and provide a health-
care service utilizing the device [3].

Some research groups developed support systems which
recognize health condition of a user by monitoring user’s vi-
tal signs using compact sensors, hand-held PCs, and wire-
less network in ubiquitous computing environment [8]-[13].
There exists the system which can infer user’s behavior, ac-
tivity, and emergency situation according to the vital signs
and location information of the user’s by using wearable sen-
sors. In [14], Chang et al. studied methods that automatically
recognize what type of exercise the user is doing and how
many repetitions he/she has done so far. They incorporated
a three-axis accelerometer into a workout glove to track hand
movements and put another accelerometer on the user’s waist
to track body posture.

A project [5] was promoted to develop a prototype of next
generation network system which can provide high quality
health service with sufficient security and protection of user’s
privacy. Under the project, a health advice derivation system
has been developed [6]. This system can derive health advice
according to the user’s condition and knowledge about health.

ISSN1883-4566/09 © 2009 - Informatics Society and the authors. All rights reserved
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Figure 1: Concept of user-oriented healthcare support system based on multi-agent

2.2 Problems of information and knowledge in real-time. Therefore,
we need an effective inference mechanism for actively-

(From discussion on previous works in Section 2.1, we c .
provisioning in real-time.

point out technical problems in existing healthcare support

system as follows. o Infrastructure of system construction (P3): In the re-
lated works, specialized systems in each area of health-
care have been developed in an ad-hoc manner. Thus,
we do not have an infrastructure of system construc-
tion to facilitate implementation of systems for vari-
ous healthcare areas. The infrastructure needs system
extendibility to introduce new sensor device, wireless
network technology, diagnosis algorithm for analyzing
condition of health, DB system etc. in easy ways. In
order to enhance extendibility and flexibility of system
implementation, we require consideration of common
software infrastructure containing platform and com-
ponents dedicated to healthcare support.

o Effective acquisition of various and amount of in-
formation for multiple object persons (P1): There
are studies determining the health condition based on
vital sign by specific sensing devices in real-time. But
the information has limitations for obtaining an accu-
rate estimation of the health condition because the in-
formation is obtained by the vital sign limited piece
of information on only a certain individual. It would
be possible to perceive the health conditions of multi-
ple object persons with greater accuracy using physi-
cal location of the persons, environmental information
such as ambient temperature and room brightness, and
video information of the persons, as well as the vital

sign. However, it is difficult to acquire all the informa- 3 CONCEPT OF USER-ORIENTED
tion in real space for multiple object persons because HEALTHCARE SUPPORT SYSTEM
of the limitation of computational resources and net- BASED ON MULTI-AGENT

work resources in the ubiquitous computing environ- . .
ment. Consequently, we need to consider the effective 3.1 Overview of User-oriented Healthcare

way of information acquisition from real space. Support System

o Effective inference mechanism using various kinds Figure 1 shows the concept of our proposed system. We
of information of real space (P2): After acquisition propose a methodology of construction of user-oriented health-
of various kinds of information from real space, effec- care support system based on multi-agent to solve the prob-
tive information and real-time service provisioning us- lems mentioned above in Section 2.2.
ing the information would be a challenge. The data and This system assists the object persons and community mem-
information including vital sign, location information, bers related healthcare support services. The community mem-
environmental information, multimedia data, special- bers are related to the object person such as family member,
ized knowledge, etc. contain significant diverse aspects sports gym instructor, doctor, etc. to circulate healthcare re-
in both quantitative and qualitative. By using existing lated information and knowledge effectively. The system col-

inference mechanism, we cannot cope with these kinds lects information on the object person such as profiles, pref-
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erences, history of exercise, medical records, human relation,
etc. from the healthcare community members. The system
actively observes the current status of the object person and
his/her surrounding environment such as physical location,
temperature, body warmth, HR, BP, etc. by using various
types of sensors. These are the information flows from real
space to this system.

On the other hands, the system accesses to the Web site and
databases (DBs) via the network to fetch useful information
on healthcare. These are the information flows from digital
space to this system. The information, data, and knowledge
are accumulated in the system in adequate forms. If needed,
they are used to analyze the situation of the object person
in detail. The information is sometimes provided to the per-
son and the community members by proper timing and forms,
considering privacy concerns and resource limitations of the
devices.

(From the viewpoint of the symbiosis between real-space
and digital-space, this support system is an accelerator of in-
formation circulation in order to promote the healthcare tasks.
However, huge amount and functional diversity of the infor-
mation, involving the privacy concerns, make it very difficult
to accomplish.

3.2 Applying Multi-agent Technology

A multi-agent system is a distributed autonomous coordi-
nation system. Various types of system component are wrapped
(this wrapping is called “agentification”), and then it gets pos-
sible to work as an agent. The multiple agents can dynami-
cally configure organization to process some intended tasks.

Consider the situation where some vital data or location in-
formation is acquired by a sensor device, transmitted via the
network and stored in a DB. Each agent individually resides
in various sensor devices. The agent monitors and controls
corresponding hardware. Also the DB which stores acquired
data is made to work as agent. Quality of information and fre-
quency of the acquired data should be controlled depending
on network status, operational condition of the sensor device,
and load of the DB. The proposed system can effectively con-
trol the data flows based on the situation and health condition
of the object person by cooperation among sensor agent, DB
agent, and network agent. This will be a solution to (P1).

The accumulated information is basically in the form of
raw data. It should be converted into more user-friendly forms
such as tables and graphs. Some data can be used to analyze
the situation of the object person to create knowledge or ad-
vice with high-level expression. These analytical results can
be used by agents’ organizational behaviors. For example,
when the object person is in bad health condition, the sensor
agent that observes the vital data of the person would try to ac-
quire more detailed information in shorter time intervals. To
realize these kinds of intelligent analysis, each agent has ba-
sic inference mechanism based on the rule-base system. For
more special knowledge processing, some kinds of powerful
tools, such as ontology-base, data mining algorithms, soft-
ware for statistics, etc. are needed to cooperate with each
other. Therefore we need to wrap each tool as an autonomous
agent. The various health conditions are elicited in an efficient
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and effective by assistance based on collaboration and coop-
eration with the workable agents. This would be a solution to
(P2).

In addition, agentification of various devices, database, knowl-
edge, algorithm for analysis, software components, etc. makes
reusable module, and agents can dynamically configure a com-
plex system. It is possible to build a new component into the
existing system at the lowest possible cost when the compo-
nent is introduced. Thus the infrastructure of system con-
struction based on multi-agent system will realize reduction
of system development cost and advancement of the system.
This is another important aspect for ubiquitous applications
whose technologies are proceeding at a rapid rate daily. This
will resolve the (P3).

Concretely, an agent for managing and controlling vital
sensor sends vital data of an object person as stream data to a
data stream mining agent. The data stream mining agent anal-
yses the stream data including vital data using data stream
mining technology, in real-time. Then the agent detects the
health condition of each person. Based on the health con-
dition, agents in sensor devices control the data quality and
frequency of data acquisition. By this function, our system
can collect vital data of the persons, send and store the data
in the database stably, according to the condition of the per-
sons. Moreover, our system can provide a useful information
and advice about healthcare for the persons in real-time, ac-
cording to the person’s location and available devices, com-
bining vital data, environment data and knowledge (ontology)
on health effectively.

3.3 Agent-based Framework AMUSE

We employ a multi-agent-based framework for service pro-
visioning in ubiquitous computing environments based on con-
cept of symbiotic computing [19]-[21], called AMUSE (Agent-
based Middleware for Ubiquitous Service Environment) [22],
[23], as a software platform to build user-oriented healthcare
support system. The fundamental framework of AMUSE is
shown in Figure 2. The basic idea of this framework is “agen-
tification” of all the entities in the ubiquitous computing envi-
ronments. The agents can perform advanced cooperation and
intelligent behavior as follows:

e Recognition of statuses of each entity: Each agent can
autonomously observe detailed situation of the target
entity such as devices and users, based on the domain
knowledge of the entity.

e Coordination of multiple contexts: Multiple entities can
effectively exchange context information each other by
agent. When agent informs other agent about own con-
text, Inter-Agent Relationship (IAR) is efficiently con-
structed to reduce unnecessary communication between
agents.

e Service composition by combination of entities: Agents
can make contract to configure organization of entities
in order to dynamically build healthcare support ser-
vices.
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We have discussed the details of AMUSE in [22], [23], so
we omit them in this paper.

4 DESIGN AND IMPLEMENTATION OF
USER-ORIENTED HEALTHCARE
SUPPORT SYSTEM

4.1 Multimedia system for healthcare support

We suppose the healthcare support system consists of var-
ious daily life support systems such as health management
system, multimedia supervisory system, remote medical care
system, etc. Here, we assume a multimedia supervisory sys-
tem as one of the healthcare support systems. The multime-
dia supervisory systems are widespread as care-support sys-
tems that enable supervision of children and elderly people
from remote sites connected by a wide-area network. Figure
3 shows an example of real-time multimedia supervisory sys-
tem that delivers live video streaming captured with cameras
at the watched person’s site, with a PC or a hand-held device
at the distant supervisor site.

Our system displays a live video with suitable quality on
one of the displays considering the watching person’s require-
ment for the watching over and the status of devices. The
agents basically reside in computers, and they manage cor-
responding entities that are connected to, or are running on
the computer. The agents cooperatively work to accomplish
QoS that meets to user’s requirements on a watching task and
device situations. Therefore, our system makes the construc-
tion of agent organization by considering the most appropriate
camera, the PC with reasonable network connection, and the
display devices based on multiple contexts. These contexts
are individually maintained by each agent, and its effective
coordination would be performed by cooperation among re-
lated agents.

4.2 Implementation

In anticipation of our healthcare system, we are developing
part of the real-time multimedia supervisory function that de-

livers live video streaming. Agents were implemented based
on AMUSE framework. As for implementation of agents, we
used DASH [24]. DASH is an agent-based programming en-
vironment based on ADIPS [25]. We also used IDEA [26] for
the development and simulation of the agents. It is an inte-
grated development tool for the DASH.
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Table 1: Description of agent library
Function Agent Name Base Process Description
Hardware | Location information ZPS ZPS Identifying location of tags using ultrasonic sensor
RFID RFID System Identifying location of tags using RFID system
Image input DV-camera DV camera Control a DV camera to capture video image.
USB-camera USB camera Control a USB camera to capture video image.
Image output PC-Display PC Display Control a connected PC display to show video image.
TV TV set Control a connected TV set to show video image.
Audio input Mic Microphone Control a connected microphone to capture audio.
Audio output Speaker Speaker Control a connected speaker to play audio.
Computer monitoring Comp CPUcheck Monitoring of the status of computational resources such as CPU
usage rate in a target computer.
Biological information Bio Heartbeat Monitoring target person’s heartbeat.
Software | Location information Location_manager Management of the up-to-dateness specified by the other agent or
application developer.
Video receiver DVTS-rec DVTS application | Video receiving in very high quality by using DVTS Software.
IJMF-rec JMF application Video receiving in various formats by using the Java Media Frame-
work (JMF).
Video sender DVTS-send DVTS application | Video sending in very high quality by using DVTS Software.
JMF-send JMEF application Video sending in various formats by using the JMF Software.
Management Manager Management of behavior of all the agents in the corresponding PC
Interface UserReq U/l component Maintenance of the GUI-based software component to acquire the
user request directly.
Human relation Human-Relation- | Ontology base Management of the knowledge on human relationship of users.
Ontology
Daily activity support Daily-Activity- Ontology base Maintenance of knowledge on daily activities of users.
Ontology
Common sense support Common-Sense- | Knowledge base Maintenance of common knowledge used in the target application.
Knowledge
Situation recognition Situation- Recognition of situation of a target user.
Recognizer
Relation recognition Relation- Specifying human relationship between users.
Recognizer
Decision making Advisor Making decisions of action for a specific application.
Database management DBMS DBMS Management of the data such as vital sign, environmental informa-
tion, and location information, and multimedia data.
Technical knowledge support | Technical- Knowledge base Management of the knowledge on experts for healthcare.
Knowledge
Network | Network monitoring W-Net NETcheck Monitoring status of an wired network.
WL-Net NETcheck Monitoring status of an wireless network.
User User manager User name Management of requirement, preference, profile, etc. of a user.

We summarize the agent library for AMUSE Framework
as shown in Table 1. The agents are categorized into four
classes: hardware, software, network, and user agents. The
base process is the corresponding entity for each agent. We
constructed these agents using ADIPS/DASH.

As for hardware configurations for sensing the location in-
formation, we use two sensor types to sense the location in-
formation of users in the room: an ultrasonic-based sensor
and an RFID system. We use Furukawa Sanki’s positioning
system Zone Positioning System (ZPS) [27] as the ultrasonic
sensor. We also use an active-type RFID system (Fujitsu Soft-
ware Technologies) [28]. Also, as for delivering live video,
we implemented two types of software: DVTS [29] and JMF
[30].

5 EXPERIMENTS

5.1 Experiments based on watched person’s
situation

This section describes some examples of behavior of our
system function. We suppose a situation where a watching
person (son) watches over a elderly watched person (his fa-

ther) in remote sites.

In the first experiment, we observed our system behavior
based on the watched person’s situation. Figure 4 shows the
watched person’s room. In this room, we set two cameras for
delivering a live video: a DV camera and a USB camera as
shown in the left picture in Figure 4. The watched person
has ZPS tag for sensing tag height and location information.
The right picture in Figure 4 shows the ZPS receivers in the
watched person’s room. We performed some experiments us-
ing different situations of the watched person.

Case of normal situation: Figure 5 shows the watching site.
The watching person always brings the user terminal. When
the watched person is normal situation such as taking meal
in the dining room, the nearest user terminal from watching
person displays the watched person’s image with reasonable
quality by USB camera. Moreover when the watching person
approaches the plasma television, the live video stays the user
terminal. It means agents selected the user terminal and USB
camera respect to their personal relationship with the watched
person and the watched person’s situation (normal situation).
Case of emergency situation: In Figure 6, we compare our
system with a location-based service configuration to show
the effectiveness of our framework. This case shows emer-
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Figure 5: The case of normal situation

gency situation of the watched person. The system can under-
stand that this is an emergency situation by inference from the
period of time (he has not moved), the location information,
and tag’s height. For example, the watched person lying in the
dinning room is unusual and it is an emergency situation. The
left picture in Figure 6(a) shows the behavior of our proposal-
based scheme when the watching person moves closer to the
plasma television. The video streaming was migrated to the
high definition television to show the situation more clearly
when the watched person lay down. Then, the most adequate
display devices around the watching person, and finally the
most suitable display, video streaming software and network
connection were selected and configured to deliver the live
video. On the other hand, in the case of a location-based
scheme, the video service stayed in the user terminal because
it was judged as the nearest display, as shown in Figure 6(b).

(From these experiments, we confirmed the individual agent
could decide its own action by considering the situations of
the watching person and watched person.
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Figure 6: The case of emergency situation
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5.2 Experiments based on user requirement

Next, we experimented following application scenarios to
evaluate feasibility and effectiveness of our system. Figure 7
shows two experimental rooms.

Figure 7(a) is regarded as the watching person’s living room.
Additionally, Figure 7(b) shows the room settings of the watched
sites. Here, the watching person’s user terminal is shown in
Figure 7(a). The user terminal is always brought with the
watching person. This terminal is selected for receiving the
video of the watched person, when other displays cannot be
available. A User agent resides in this terminal. The agent
monitors the user’s requirements and presence. Also, we used
ZPS ultra-sonic sensor to sense the watching person’s location
information. Figure 7(b) is supposed to be a living room in a
watched person’s home. As for location sensor, we employed
an active-type RFID system in this room.

In this experiment, we observe our system behavior based
on user requirement. The User agent provides a user interface
about the option on the user’s terminal. Then, a watching
person specifies a user requirement.

We compare our system with a location-based service con-
figuration. In case of a location-based service configuration,
the scheme selects the nearest camera and display (except the
user terminal) to the watched /watching people, respectively,
without any consideration of total quality of the service. Ad-
ditionally, we fix his father’s location for simplification at
point “B” in Figure 7(b). Agents cooperatively work together
to select the most adequate sets of entities based on the son’s
requirements and location.

As a user request, the son requires the high smoothness of
movement of the video to watch in his father’s health condi-
tion. When he moves to the location at point “A” in Figure
7(a), a user terminal and a PC display can display the video.
It means the point “A” is the service area of the portable PC
and the PC display.

In the case of a location-based scheme, because the portable
PC was judged as the nearest display, the video service moved
to the portable PC from the user terminal, as shown in Fig-
ure 8(a). However, the video frame rate was too low to view
the movement of his father’s body smoothly because it was
moved with the same video frame rate parameters as it was in
the user terminal.
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(b) Our proposal-based service configuration

Figure 8: Service configuration in case of high smoothness
requirement

At the same time, Figure 8(b) shows the behavior of our
proposal-based scheme. Our scheme selected the PC dis-
play and the USB camera connected to PC2, with high frame
rate to fulfill the user’s requirement. As for the network con-
text, PC2 is the best because it is connected by a wired link
with 100 Mbps. Additionally, agents recognized that because
DVTS software was not installed in PC1 of PC display, the
display cannot play DVTS video. Consequently, the USB
camera connected to PC2 with the IMF-send agent is selected.
In this case, we confirmed that our scheme could deeply con-
sider the multiple contexts, and our scheme could satisfy the
user requirement for high smoothness of the video.

5.3 Performance Evaluation

In this experiment, we show the switching time during video
service migration for performance evaluation of our system.
We used the user terminal with two kinds of access networks:
IEEE 802.11g (54 Mbps) and PHS (128 kbps) in this experi-
ment. We measured the switching time during the video ser-
vice migration in the cases of [EEE 802.11g and PHS, respec-
tively. We measured two cases as follows:

Case-1: The video service migrated from the user terminal to
the other PC based on the user request.

Case-2: The video service migrated from the average PC ex-
cept the user terminal to the other PC (except the user termi-
nal).

When the user terminal used IEEE 802.11g, both Case-1
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{a) Mation-JPEG

(b) H.263

Figure 9: Privacy protection function of video streaming in
case of Motion-JPEG (a) and H.263 (b)

and Case-2 were able to switch within 3.0 s, on average. It is
in an acceptable range for practical use. When the user termi-
nal used PHS, Case-1 took more than 7.0 s in some cases, but
Case-2 switched within 3.0 s on average. This reason of the
time delay in Case-1 with PHS is a latency of inter-agent mes-
sage exchange for video service migration between agents in
the user terminal and the other PC, during which time the user
terminal is receiving the video streaming.

On the other hand, the switching time in Case-2 with PHS
was almost the same as the Case-1 using IEEE 802.11g. This
result shows the effectiveness that the individual agent could
effectively exchange context information while reducing un-
necessary communication based on IAR and decide the video
service migration by considering the situations of the other
agents.

5.4 Privacy protection function by controlling
quality of service

We think privacy concerns are important aspect in health-
care support system. We are now trying to give privacy pro-
tection function to our system. Figure 9 shows the privacy
protection function using JMF by controlling the quality level.
This function adjust the parameters related the video quality
of JMF such as frame rate, bit rate, etc., in accordance with
the video format (Motion-JPEG and H.263). In fact, JMF-
send agent and JMF-rec agent cooperate to adjust the param-
eters and the format depending on the situation of network
resource. Figure 9(a) shows the case of Motion-JPEG; Fig-
ure 9(b) shows the case of h.263. We can see from Figure
9(a) and Figure 9(b), the quality of the video is too low to see
the person’s face clearly, but we can only judge the person’s
movement. We consider this function can useful as one of the
method to protect the privacy easily.

5.5 Visualization function

Additionally, we are developing the visualization function
of the watched person’s situation. As an initial development,
we are trying to visualize the sensor data such as vital infor-
mation, location information, and environmental information.
We suppose DB agents cooperate with various agents depend-
ing on the situation. Here, we show an example of the coordi-
nation with a DB agent which is managing watched person’s
location information. Figure 10 shows a map agent which dis-
plays the watched person’s position information in his house.
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Figure 10: An example of Visualization function

The watched person walks around with a ZPS tag. ZPS agent
sends the watched person’s location information in the raw to
DB agent. The DB agent processes the information and sends
the information to Map agent in the watching person’s user
terminal. The Map agent shows the watched person’s posi-
tion information. We think this function will be helpful for
the watching person and the watched person when the cam-
era can’t deliver the video streaming and the system think the
great deal of the watched person’s privacy.

5.6 Discussion

We discuss the effectiveness of our system through the ex-

periments as follows:
Feasibility: We evaluated our proposal-based service con-
figuration scheme. Our scheme could effectively configure
service that matches person’s requirement, coping with not
only the user location information, but also the device status
around the users in the ubiquitous computing environment. In
our multimedia supervisory function for healthcare support
system, heterogeneous entities like display devices, capture
devices, PCs, networks, different kinds of sensors, software
components, etc., are efficiently integrated in real-time.

And our system can control the privacy level depending
on human-relationship and watched person’s situation. When
the watched person’s situation is normal situation, our sys-
tem protects the watched person’s privacy on suitable format;
when the emergency situation, our system delivers the high
quality video considering multiple contexts.

Effectiveness: Because of the introduction of our agent-based
framework, the integration of many entities was successful.
Our system provides useful information related healthcare to
the object persons and community members. The various
types of information are acquired, managed, and provided by
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cooperation of agents. We confirmed the modularity, the au-
tonomy, and the loose coupling characteristics of the agents
from the experiments related visualization function. The func-
tion was constructed by agent organizations such as the loca-
tion information agent, DB agent, and the map agent by easy
way. It can adapt to diversity of types of entities and scala-
bility of system size. The system development and extension
will be easily accomplished by using this architecture.

6 CONCLUSION

We presented a concept of user-oriented advanced health-
care support system based on multi-agent system in ubiqui-
tous computing environment. The system provides useful in-
formation regarding health condition effectively and in user-
oriented manner by utilizing knowledge about healthcare and
various kinds of information obtained from real space. We
also designed and implemented an initial prototype system.

As future work, we would like to advance detail model-
ing and design to adapt to a variety of the supervisory sys-
tem such as the healthcare support system and multimedia
watching over system for elderly people, and we plan to ex-
tend current implementation using various vital sensors, en-
vironmental sensors, and DB systems. Moreover we will try
to consider the detailed design of data actuation mechanism
using data stream mining technology and effective inference
mechanism combining an ontology and sensor data. We will
integrate these kinds of mechanism into our healthcare sup-
port system.
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Abstract - In fields of technological innovation the speed
of advance is fast, and while it is difficult for some people
to keep up, there are few experts in new technologies. Since
consultation is focused on a small number of experts, phe-
nomena such as being unable to obtain sufficient information
in a timely manner occur, and are one of the major reasons
for the increasing social-technological divide. This paper pro-
poses a 2-level hierarchical remote consultation system using
two types of agent. The system possesses the features that
through the responses to consultation made in advance by
multiple agents, experts can focus on only complex questions,
and consulter’s waiting times are reduced. Its effectiveness is
demonstrated experimentally.

K eywords: remote consultation system, agent, remote com-
munication, expert, TV conferencing.

1 INTRODUCTION

Society has been aging in recent years, and service func-
tions for poorly informed aged persons and patients will be
sought. While the number of healthcare professionals is small,
remote healthcare consultation which is efficient and yet main-
tains an appropriate level of service is being sought. In addi-
tion, while forms of employment are diversifying, models of
employment such as the teleworking remote office are gath-
ering attention. Further, in fields of technological innovation
the speed of advance is fast, and while it is difficult for some
people to keep up, there are few experts in new technologies.
Since consultation is focused on a small number of experts,
phenomena such as being unable to obtain sufficient informa-
tion in a timely manner occur, and are one of the major rea-
sons for the increasing social-technological divide according
to which the benefits of advancing technology cannot be fully
realized. Regarding policies for resolving this issue in society
at present, research focusing on the theme of efficient remote
communication support is important. In particular, support
for fostering communication among disparate groups of fel-
low persons is essential.

So far, remote consultation systems have been conducted
via TV conferencing and so on [1]-[4]. However, in such
cases, it has been usual for consultation to be conducted with
1 consultee exclusively occupying the services of 1 expert.
Regarding information sharing there are also remote confer-
encing systems [5] such as Skype. Functions for visualizing
the topic of a discussion among its members in a shared man-
ner have also been proposed. However, remote conferenc-
ing has been centered on discussions along a common theme

among all members, and they are inefficient for situations
in which experts possessing knowledge and information in a
given field present solutions to laypersons lacking such infor-
mation.

In order to solve these problems, this paper proposes a 2-
level hierarchical consultation model using 2 levels of agent.
The two types of agent established are Service Agent systems
(SA) for the clients, and Supervisor Agent system (SVA) ex-
isting between the SAs and experts, who provide easily un-
derstood support by responding to requests for support from
SAs in cases when they are able to do so, or otherwise for-
warding the existing message history to experts. This system
possesses the features that experts are able to focus on only
complex questions, and in addition, consultees’ waiting times
are reduced.

2 PROBLEMATIC POINTS

2.1 Existing Remote Consultation

Remote consultation operations over the internet are in-
creasingly tending towards communication among people from
different cultures and institutions. This is because the inter-
net generation, new technologies, new organizations and new
establishments are being developed, constructed and dissemi-
nated on a daily basis, and it has become necessary to rapidly
assimilate this flow.

In remote consultation, there are synchronous and asyn-
chronous models. Synchronous models are those such as a
telephone, where both parties exchange discourse during the
same period of time. Asynchronous models are those such as
email in which discourse may be exchanged without adopt-
ing a specific time period. Asynchronous models are mainly
being applied by means of email, but with the rapid speed of
business in the present day, there is an increasing need for
synchronous models. The objective of this research is a syn-
chronous remote consultation system over the internet among
these kinds of disparate groups and individuals.

Figure 1 shows an example of an existing remote consulta-
tion system which has already been investigated [6], [7]. Ba-
sically, consultees initiate consultation from a convenient lo-
cation, while on the other hand, a small number of experts
oversee these consultations from a central office and respond
to complex queries.

Remote consultation is currently being conducted in many
fields. PC user support and so on, is widely active in general.
Also, remote consultation has also come to be provided in
financial and healthcare fields.

ISSN1883-4566/09 © 2009 - Informatics Society and the authors. All rights reserved
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Figure 1: Existing model of a remote consultation system

Along with this model, the provider model has also di-
versified. At present, remote consultation services are being
provided by email, homepages, TV, telephone, and models
combining these technologies. However, services using asyn-
chronous communication models such as email incur a time-
lag between the receipt of a consultation and the response,
so problems cannot be solved immediately. For reasons such
as this, the telephone, with its synchronous communication
model, is the main channel for the provider model of remote
consultation services.

It is thought that the general flow of consultation may be
broadly divided into 3 phases [6], and in this research the fol-
lowing definition is adopted (see Figure 2).

(1) Convey the situation

(Z)Questiuns and answers,
as needed

(3)Explanation of solution

Figure 2: Phases of remote consultation
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2.2 Problems With Existing Systems

Remote consultation has the following features (commu-
nication patterns). Basically, partners from different cultures
(clients and experts) communicate as fellows. The disparate
groups may include for example, a) groups of experts and
laypersons, b) intradepartmental and interdepartmental staff
groups, and c¢) groups of company staff and non-company
persons, which thus constitute groups of people with differ-
ent values, knowledge and objectives. People belonging to
heterogeneous cultures often have different levels of knowl-
edge, and the range and content of their basic assumptions
also often differ, yielding obstacles to communication.

Also, the number of consultees is usually overwhelmingly
greater than the number of experts, so if experts respond to
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consultees on a 1-to-1 basis, the efficiency of consultation is
poor.

3 SOLUTION STRATEGY
3.1 Concept

This paper proposes a formula for conducting remote con-
sultation in which experts and agent systems are combined.
Consultation is therefore first conducted between consultees
and service agent systems (SA), and the SAs are supported by
experts in the basic model proposed. This allows consultation
to be conducted between consultees and agent systems, with-
out the need for 1 to 1 consultation between consultees and
experts.

Next, the multiple SAs seek support from the experts in
cases when they are unable to respond themselves. However,
when multiple SAs seek support simultaneously, experts must
deal with multiple support requests at once. Agent system
(SVA) with different functions (meta-knowledge and schedul-
ing functions) is therefore placed between the experts and the
SAs. By constructing the agent system in 2 layers (SVAs and
SAs), consultation is made efficient. By including the SVAs,
experts need only deal with a single SVA, rather than multiple
SAs.

3.2 System Structure

The consultation model of this research is shown in Figure
3. Adopting this structure gives rise to the following advan-
tages.

e The problem arising when multiple SAs directly re-
quest support from experts simultaneously, thus increas-
ing the burden on experts and decreasing the efficiency
of consultation, is avoided.

e The problem arising when multiple SAs directly re-
quest support from experts simultaneously, thus increas-
ing the burden on experts and decreasing the efficiency
of consultation, is avoided.

e Also, the problem associated with consultee stress aris-
ing when multiple SAs send requests for support simul-
taneously, and one SA must wait for another SA’s sup-
port to be concluded, thus increasing their consultee’s
waiting time, can be solved.

The function of each agent is as follows.

SA: conducting information exchanges with consultees. In
this research, SAs question consultees regarding essen-
tial items and obtain their replies. When SAs are unable
to respond themselves, these replies are forwarded to
SVAs as requests for support.SA makes some questions
to consultee in order to complete related documents.

SVA: providing support for experts, acting between the SAs
and experts. When requests for support from SAs are
within the range they can respond to, SVAs respond
themselves, and in cases when they cannot respond, the
requests are scheduled according to importance, and
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Figure 3: The model proposed in this research

presented to experts in an easily understood manner
along with the message history to date. SVA answer
request from SA using meta knowledge and expert ~ s
judge..

4 REMOTE CONSULTATION UTILIZING
HIERARCHICAL AGENTS

4.1 Processing

The following procedure is proposed as a method for real-
izing the concept.

(1) Consultation is promoted between SAs and consultees.
SAs ask questions of the consultees, and the consultees
return their replies. Only the SAs respond during this
process, without involving the experts.

When the consultees’ replies are correct, the SAs present

the next question.

(2) The SAs send the consultees’ replies to the SVAs, and
the SVAs process the data, presenting individual SA
consultation cases to the experts. Under this process,
the experts only observe the data reported to them.

(3) When replies from a consultee incur exceptional han-
dling, SAs request support from SVAs, i.e., when the
content of replies from consultees cannot be processed
by SAs, SAs request support from SVAs.

(4) When requests for support received by SVAs can be
handled using the meta-knowledge they maintain, they
return replies to the SAs. When they are unable to reply
themselves, the preceding message history is attached,
and support is requested from the experts.

(5) Experts receiving requests for support send replies to
the SVAs.

(6) Messages from the experts are sent, via the SVAs, to
the SAs originating the requests, and presented to con-
sultees. After receiving these messages, SAs resume
questioning.

(7) When consultees are satisfied, consultations are con-
cluded.

4.2 Specific Flow of Consultation

Existing consultation systems have mainly advanced using
audio, but in this research, audio is not used. Consultation is
conducted using a chat format in free text. The consultation
advances as the agent poses questions to the consultee, and
the consultee returns the answers, or asks questions. Then,
when the consultee is satisfied, the final result is displayed
at the consultee side and the consultation ends. The flow of
consultation in shown in Figure 4.

Consultation Begins

SA asks consultee questions

YES NO

‘Answer within S4's
range of processing?

Request support fram SVA

Response by SA
NO ~.
— Answer within SVA's
NO range of processing?
L Client satisfied?
Request support from experts
YES and provide information support

Content of support
sent back

Creation of response by expert

End of consultation

Figure 4: Flow of consultation

5 EXPERIMENTAL ASSESSMENT

5.1 Experimental Objectives

In the remote consultation system using agents, the case
when SAs and SVAs are utilized, and the case when only SAs
are utilized are compared and the variation in the burden on
experts is ascertained. The number of consultees for each SA
is taken to be 3.

5.2 Experimental Conditions

Condition 1 Consultation is conducted with an agent system
in which 3 SAs respond to the 3 consultees. Experts
respond to all of the requests for support from the SAs.

Condition 2 Consultation is conducted in a hierarchically struc-
tured system with an SVA added for the 3 SAs. SVA au-
tomatically reply when they are able to respond using
their own knowledge, and send the problems to which
they cannot respond, as requests for support along with
the preceding message history, to experts.

Consultation is conducted using only text, without audio,
in both Conditions 1 and 2.
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Table 1: Results of the consultees’ questionnaire

Without | With

SVAs SVAs

Smoothness of consultation 33 1.6
Level of concentration 33 2.6
Atmosphere 3 3
Reliability 2.3 2.6

Ease of consultation 2.6 2.3
Degree of stress 3.3 2.6
Level of satisfaction 3 2

5.3 Experimental Task

As a task, consultation was conducted regarding the bu-
reaucratic procedures involved in registering for a new insur-
ance policy. Consultees do not have any knowledge, and ASs
have procedural knowledge, and SVA has exceptional knowl-
edge.

5.4 Experimental Subjects

As experimental subjects, there were 1 expert and 5 groups
of 3 consultees, making a total of 16 people. The subjects
were students, and all had experience using a PC.

5.5 Experimental Results
(1) Data

In the experiments, as an indicator for measuring the burden
on the expert, the expert’s operating time was determined.
The expert’s operating time is shown in Figure 5. The average
operating time of the expert in Condition 1 was 1570 seconds,
and in Condition 2, it was 1150 seconds, so when SVAs were
included, the result was a drop of about 27%. Also, the total
number of messages to the expert was 245 in Condition 1, and
117 in Condition 2, so the result was a decrease of about 47%.

Regarding the consultees’ waiting times, these were mea-
sured as the period during which they could not conduct their
own operations, i.e., the processing time of each consultee’s
agent, and the expert’s operating time. The experimental re-
sults are shown in Figure 6. The waiting time in Condition
1 is 915 seconds, and in Condition 2 it is 412 seconds. This
result is a drop of about 57%.

(2) Questionnaire

A questionnaire was completed after the experiment, by both
consultees and experts. The experiment was evaluated on a
scale of 1 to 5 (1 was best, and 5 was worst). The results of
the questionnaires are shown in Tables 1 and 2.

6 DISCUSSION

6.1 Expert’s Operating Time

Looking at the expert’s operating time, when SVAs are
present the time is reduced in comparison to when SVAs are
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Figure 6: Consultees’ average waiting times in each condition

Table 2: Results of the experts’ questionnaire

With | Without

SVAs SVAs
Ease of use 3 3
Ease of information acquisition 3 2
Level of concentration 2 3
Level of stress 2 3

not present. It was thus proven that the presence of SVAs re-
duces the expert’s burden. From interview to expert, it made
clear that using SVA, expert could concentrate to difficult
questions from consultees.

However, there is a big difference in the reduction of the
expert’s messages by 47% as compared to the reduction of
27% in operating time. The content of the questions directed
at the experts is therefore classified in Table 3. According to
this data, it can be seen that when SVAs are present, there
is a reduction in questions regarding phrasing which present,
there is a reduction in questions regarding phrasing which do
not require the experts long to answer, and an increase in other
types of time-consuming question, particularly those regard-
ing the service. According to the consultees’ post-experiment
questionnaire, consultation is smooth when SVAs are present,
which means that there is an environment in which it is easy
to ask questions. It was thus understood that while there are
individual differences, making the consultation smooth may
increase the consultees’ motivation to ask questions.
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Table 3: Total number of questions in each classification

Average
Evaluation Without | With response time
Items SVAs SVAs (seconds) with
SVAs
1. Phrasing 77 62 17.055556
2. Price 30 32 31.875
3. Service 6 15 33.125
.4. Personal 16 18 32
circumstances

6.2 Consultees’ Waiting Times

Looking at the results regarding the consultees’ waiting
times, the waiting times are reduced when SVAs are present,
in comparison to the case when they are not. It was thus
understood that consultees’ waiting times may be reduced
through the use of SVAs.

6.3 Questionnaire results

Looking at the results of the questionnaire, as shown in
Table 1, the consultees’ overall evaluation is increased when
SVAs are present. In particular, the evaluation of the smooth-
ness of consultation is very much increased. However, while
the overall evaluation is increased, the evaluation of reliabil-
ity is decreased. According to the post-experiment question-
naire, this means that there is a little resistance to the fact that
the responses to questions come from a computer. It was thus
understood that in contrast to the increase in the efficiency of
consultation, there is a demerit in the sense that the reliability
ends up decreasing.

Looking at the results of the questionnaire shown in Ta-
ble 2, when SVAs are present the expert’s ease of acquiring
information is increased, so it can be seen that consultation
has also been made easier for the expert. However, the eval-
uations of the degree of stress and level of concentration are
decreased. This is thought to be related to the fact that the
expert’s operating time is decreased, so their free time is in-
creased, which may affect their levels of stress and ability to
concentrate.

7 CONCLUSION

This paper proposed a 2-level hierarchical remote consul-
tation system with 2 levels of agent. The proposed system is
established with SA agents who respond to clients, and SVA
agents existing between the SAs and experts, who respond to
requests for support from SAs when they are able, or if not,
request support from an expert by sending an easily under-
stood request along with the preceding message history. Ex-
perimental evaluations proved that the establishment of SVAs
shortens experts’ operating times, and that the system is ap-
plicable as a one-to-many remote consultation system.
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