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A Method for Automatic Creation of State Transition Diagrams from Software
Requirement Specifications

Takeki Ninomiya†, Maiko Onishi‡, Shinpei Ogata*, and Kozo Okano*

†Graduate School of Science and Engineering, Shinshu University, Japan
‡Graduate School of Humanities and Sciences, Ochanomizu University, Japan

* Faculty of Engineering, Shinshu University, Japan
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Abstract - In software development, development proceeds

using requirement specifications that describe software require-

ments in natural language. However, ambiguities in the de-

scription of natural words may cause unintended behavior in

the system. To solve such problems, software developers create

state transition diagrams from requirement specifications and

perform model checking. The purpose of this paper is to au-

tomatically convert requirement specifications written in natu-

ral language to state transition diagrams. Using a large-scale

language model as the conversion method, state transition dia-

grams are created by extracting state transitions from require-

ment statements and converting them to PlantUML description

format. Experiments showed that adding the process of cre-

ating state transition diagrams to the prompts made the state

transition diagrams produced by ChatGPT more accurate. As a

result, the generated state transition diagrams correctly reflected

the information about states, transitions, and events described in

the requirement statements. On the other hand, there were some

omissions and misrepresentations of information on semantics,

such as detailed condition content and actions.

Keywords: Requirement Specification, State Transition Di-

agrams, LLM, PlantUML,Chain of Thought Prompting

1 INTRODUCTION

In software development, the process often proceeds by us-

ing requirement specifications written in natural language [1].

Those requirements are written on the assumption that the prod-

uct will behave as the developer expects it to behave. How-

ever, when reflecting requirements, ambiguities in natural lan-

guage and inconsistencies in requirements can cause the system

to behave differently from the specification and in unintended

ways[2]. Design errors due to ambiguous or inconsistent word-

ing are often discovered in the testing process later in the de-

velopment process, and these ambiguous statements force the

developer to go back to the design process again[3][4]. Rework

caused by the testing process errors increases a great deal of ex-

tra costs. One of the methods to prevent such rework is to create

state transition diagrams from requirement specifications and

perform model checking. Model checking based on state tran-

sition diagrams allows developers to check for unrecoverable

and undesirable system states caused by unintended behavior

during the design phase. However, creating state transition di-

agrams and inspecting models requires specialized knowledge.

Therefore, it is difficult for beginners to handle. In addition,

if the system is complex and consists of many components,

manually extracting all the states of the components can be a

labor-intensive task. Therefore, the goal of this research is the

automatic conversion of state transition diagrams from require-

ment specifications containing state transition descriptions writ-

ten in Japanese. This research is expected to help designers and

developers share system specifications without conflicts at low

cost. Previous research has proposed a method for extracting

state transition descriptions from requirement statements using

syntactic analysis based on the rules of natural language no-

tation, and creating state transition diagrams based on the ex-

tracted elements[5][6][7][8]. A rule-based method using de-

pendency analysis can extract the name of a state variable and

its state from requirement statements[9]. However, simply ap-

plying the extraction results to a state transition diagram tem-

plate was not enough to create a correct diagram. This is be-

cause different names may be assigned to the same state. In

other words, while the extraction of elements for state transi-

tion descriptions was automated, the complete automation of

diagram creation was not achieved. On the other hand, natural

language processing technology using Large Language Models

(LLMs) is rapidly developing and its usefulness is being con-

firmed. Many studies in the field of software modeling have

also explored the use of LLMs such as ChatGPT. In some stud-

ies, LLM was used to convert requirement statements into UML

descriptions such as plantUM and to create UML diagrams[10].

Prior research confirmed that ChatGPT understands most UML

diagrams, including class diagrams, use cases, state transition

diagrams, sequence diagrams, and activity diagrams[10]. This

research uses ChatGPT to create state transition diagrams by ex-

tracting state transitions from requirement statements described

in natural language and converting them to PlantUML descrip-

tion format. This enables automation up to the creation of state

transition diagrams, which was previously impossible.

This paper is organized as follows. Section 2 presents the

technology used in this study and related research. Section 3

presents the proposed methodology. Sections 4 and 5 present

the experiments and results, respectively. Section 6 discusses

the method based on the results. Finally, Section 7 concludes
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the paper.

2 PREPARE

2.1 State Transition Diagrams

A state transition diagram represents the behavior of a model

consisting of a combination of states, transitions, and events. In

model-driven development, state transition diagrams are widely

used for purposes such as checking implementation specifica-

tions and analyzing scenarios[11]. In UML 2.0, state transition

diagrams are called state machine diagrams. State transition di-

agrams have a notation that specifies the method of operation,

called semantics. The semantics include conditions and transi-

tion actions related to transitions, actions and activities inside

states, and structures such as composite and parallel states[11].

2.2 Modeling with ChatGPT

Large Language Models (LLMs) are models of natural lan-

guage processing that have been trained on large amounts of text

data. Typical examples of large-scale language models include

BERT, announced by Google in 2018, and GPT-3, announced

by OpenAI in 2020. In May 2024, OpenAI introduced the new

GPT-4o, a model with better performance in languages other

than English. This study used the GPT3.5 and GPT-4o models

for its experiments. Since ChatGPT is a language model, it can-

not generate graphical models, but it can generate models using

text-based UML notation. ChatGPT understands several UML

notations such as PlantUML, Mermaid, Markdown UML. Prior

studies have shown several characteristics of software modeling

using ChatGPT[10].

• ChatGPT can represent models in multiple UML nota-

tions. In general, PlantUML tends to have fewer syntax

errors.

• Previous conversation history will cause fluctuations in

the generated results.

• Variation in ChatGPT responses to the same prompt.

• The problem domain affects the structure, content, and

level of abstraction of the generated model.

Considering the above, this method selected PLantUML as the

UML notation. PlantUML is a tool that allows code-based de-

scription of UML and has been used in previous studies for au-

tomated creation of UML diagrams[12]. Also, prior research

using ChatGPT recommends starting a new chat each time a

new model is generated. This is because previous conversation

history influences the results generated. Therefore, this experi-

ment also switched to a new chat in each experiment.

3 PROPOSED METHOD

This section provides an overview of the methodology. An

overview of this method is shown in Figure 1. Figure 1 repre-

sents giving ChatGPT requirement statements and prompts ex-

plaining how to create a state transition diagram, and receiving

a state transition diagram described in PlantUML format as a re-

sponse from ChatGPT. This is executed in PlantUML and con-

verted into a state transition diagram image.Requirement state-

ments are generally classified into functional and non-functional

requirements. Functional requirements include elements such

as UI, database, processes, and context. In this method, the pri-

mary input statements are those that describe the processes in

the functional requirements. Statements describing processes

consist of elements such as activities, parameters, and rules, and

they represent the processing of transitions and actions. A tran-

sition statement is a statement that describe a change of state by

a pair of states and events[13]. An active statement is a state-

ment that, based on a combination of state and event, instructs

the execution of operations[13]. Or it instructs the interactions

with the external environment through actuators or other means.

To enable ChatGPT to appropriately convert these require-

ments into state transition diagrams, careful crafting of prompts

is essential. This method used Chain of Thought Prompting as

the prompt description method. It has been found that ChatGPT

responses are more concrete when specific examples of inputs

and outputs are given. Chain of Thought Prompting is a method

that improves LLM capabilities by including intermediate rea-

soning steps before solving the problem in the prompt[14]. As

an intermediate inference step, this method describes the pro-

cess of extracting the state transition description from the re-

quirement statement and converting it to PlantUML format. As

an example, ChatGPT receives requirement statements, a Plan-

tUML description created from the requirement statements, and

the procedure for converting the requirement statements to Plan-

tUML. Figure 2 shows part of a prompt that illustrates the pro-

cess of converting requirement statements to PlantUML. Usu-

ally, a requirement statement describing the behavior of the sys-

tem indicates that when an event occurs, the system will go

from state A to state B and take action. Therefore, this study

defines the elements that constitute state transitions as the pre-

state, post-state, event, guard condition, and action. The prompt

in Figure 2 explains how to convert each of those elements to

PlantUML format when they are included in requirement state-

ments. This allows ChatGPT to understand conversion patterns

according to the rules.

There are two ways to describe actions in a state transition

diagram:

1. Actions executed upon entering or exiting a state, or while

staying within that state.

2. Conditional actions executed when conditions are satis-

fied, and the transition is successfully completed.

The former type of action is documented within the state using
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Figure 1: Overview of the proposed method

Figure 2: Part of the process of converting requirement state-

ments into PlantUML

entry, exit, or do, depending on the execution timing. Entry is

an action executed once upon transitioning into a state, exit is an

action executed once upon leaving a state, and do is an activity

continuously executed while remaining in the state. An action

refers to a process that is executed without interruption or sus-

pension, whereas an activity refers to a process that is expected

to allow interruptions or suspensions during execution. The

prompt explains that, depending on the execution timing, one

of entry, exit, or do should be specified for the action. On the

other hand, the latter type of conditional action is documented

within the transition. In a state transition diagram, conditional

actions are represented as“ event [guard condition]/conditional

action”. When the requirement statement contains a conditional

action, the prompt instructs ChatGPT to convert it as follows:

• pre-state –> post-state : event [guard condition]/conditional

action

For example, a timer requirement statement is converted by

ChatGPT into a PlantUML description as follows.

• 「タイマ起動中に、タイマボタンを 3sec以上続けて長
押ししたら、ブザーを 100msec鳴らした後、0min0sec

にリセットされ、タイマが停止する。」

• 起動中 –> 停止中 : タイマボタンを 3sec以上長押し
/100msecブザー鳴動後、0min0secにリセット

Since conditional actions and entry actions within a state are

executed within the same cycle, it is recommended to consol-

idate operations involving the same target or variable into ei-

ther one[11]. It is also recommended that conditional actions

include processes that cannot be interrupted and can be com-

pleted in a short amount of time. Whether an action is docu-

mented as a state action or a conditional action is determined

by the factors mentioned above, as well as the common design

rules established by the development team.

In this method, the prompt for creating a state transition dia-

gram includes, in addition to the input statements, the instruc-

tion to“indicate from which statements you have created which

transition, together with the rationale for its derivation. This in-

struction causes the ChatGPT response to output the process of

creating a transition from requirement statements with the re-

sult. If the generated state transition diagram differs from the

desired result, the developer can review the derivation process

to identify whether the issue lies in the inadequacy of the input

requirement statement or an error in ChatGPT’s conversion.

4 EXPERIMENTS

The evaluation experiment investigated the quality of the state

transition diagrams produced by the proposed method. The

evaluation experiment also investigated whether the model and

prompts used affected the results generated. This experiment

uses GPT3.5 and GPT4o, and compares the results using the

chain of thought prompting method and the method in which

only the requirement statements are given (no prompting de-

vice). Two types of requirement statements were prepared for

the experiment. The first is a requirement statement for a CD

player control panel in Astah’s“UML State Machine Diagram

and State Transition Table Tutorial[15]. The requirements for

the CD player operation panel are described as transition state-

ments in a basic syntactic format, such as ”When in the previ-

ous state, if an event occurs, it transitions to the subsequent state

and performs an action.” There are eight requirement sentences

in total. The Astah tutorial includes a state transition diagram

created from the request statement, and this experiment treats

it as the correct diagram. The second is the requirement state-

ment for the timer button in Chapter 2, Operation Requests, of

the“ Hotpot, Version 7”published by SESSAME[16]. Com-

pared to the requirements for the CD player, the requirement

statements for the Hotpot are more complex, with more detailed

descriptions of transition conditions and actions. There are a to-
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Figure 3: The state transition diagram of the CD player control panel created using chain of thought prompting in GPT4o.

tal of seven requirement sentences. The state transition diagram

for the correct answer was created by ourself in advance.

The evaluation experiment compares the state transition dia-

gram created by the proposed method with the correct diagram

to determine whether it is correct or incorrect. The experiment

defined states, transitions, events, and semantics as the evalua-

tion criteria for the state transition diagrams created. Semantics

include guard conditions and condition actions, state actions,

and activities. The experiment checks that the state, transitions,

and events accurately reflect what should be described in the

state transition diagram without deficiencies. The experiment

checks whether the created state transition diagrams correctly

represent the semantics.

5 RESULT

Figure 3 shows the state transition diagram of the CD player

control panel created using chain of thought prompting in GPT4o.

Figure 4 shows the state transition diagram of the timer cre-

ated using chain of thought prompting in GPT4o.

5.1 CD Player Control Panel
The state transition diagram of a CD player control panel has

five states, nine transitions including the transition from the start

state to the initial state, and eight events for the transitions. In

the experiments, when GPT-4 or chain-of-thought prompting

was used, these states, transitions, and events were accurately

reflected in the state transition diagram without any omissions

or excesses. On the other hand, when GPT3.5 was used without

the prompt device, the defined state names were correctly re-

flected, but the state structure had unnecessary composite states

and transitions could not be connected correctly. In other words,

a crappy diagram was output that differed from the correct state

transition diagram.

5.2 Timer

The timer’s state transition diagram has three states, eight

transitions including the transition from the starting state to the

initial state, and seven events for the transitions. When using

chain of thought prompting in GPT4o, the state, transitions,

and events were accurately reflected in the state transition di-

agram, except for one transition and its events. The transition

that could not be reflected was the self-transition caused by the

countdown when the timer is activated. However, since this self-

transition was not explicitly described in the requirement state-

ment, this omission is understandable. On the other hand, when

verifying the semantic behavior represented by the state tran-

sition diagram in Figure 4, considering the actions and guard

conditions, some errors were identified. The details are dis-

cussed in the considerations presented later. When using chain

of thought prompting in GPT 3.5, one extra transition was out-

put in addition to the missing countdown transition. However,

the other states, transitions, and events were accurately reflected

in the state transition diagram. When GPT3.5 was used without

prompt devising, only the state names were correctly reflected,

but the transitions were completely random and the events could

not be properly reflected.

6 CONSIDERATION

A common feature of GPT3 and GPT4o is that PlantUML

syntax rules are rarely wrong. The experiment also confirmed

that GPT properly understands and processes Japanese words
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Figure 4: The state transition diagram of the timer created using chain of thought prompting in GPT4o

that represent logical relationships. For example, when a re-

quirement sentence contains the words“または”to indicate a

disjunction relationship, GPT understands the relationship and

reflects it appropriately in the state transition diagram. On the

other hand, when GPT3 and GPT4o were compared, the qual-

ity of the generated state transition diagrams differed signifi-

cantly. The difference in results was particularly apparent when

no prompt was devised. This result suggests that GPT3.5 under-

stands the PlantUML syntax rules for describing state transition

diagrams, but does not understand how to create state transi-

tion diagrams from requirement statements. However, by using

chain of thought prompting and providing a process of transfor-

mation patterns from requirement statements to PlantUML de-

scriptions, GPT3.5 can determine the elements of states, transi-

tions, and events from requirement statements and reflect them

in state transition diagrams. Furthermore, GPT3.5 does not

fully understand how to describe state actions, conditional ac-

tions, or guard conditions in PlantUML. Therefore, it was nec-

essary to use chain of thought prompting to explain these as-

pects as well. On the other hand, GPT4o can create a state

transition diagram that satisfies the description of the require-

ment statement better than the diagram generated by GPT3.5,

even without any prompting devices. In fact, GPT4o was able

to create a state transition diagram that accurately satisfied all

of the states, transitions, and events in the CD player’s con-

trol panel requirements. However, even with GPT-4, it was

unable to semantically accurately describe some actions and

certain guard conditions. In particular, determining whether a

behavior should be categorized as an action or an activity and

appropriately labeling it as entry or do seems to be a difficult

task. In both models, the use of chain of thought prompting

to create state transition diagrams was effective. Even GPT4o,

which shows excellent performance, can describe guard con-

ditions and state actions more semantically accurate by using

chain of thought prompting.

The practicality of this method is then discussed. State tran-

sition diagrams are used in software development for purposes

such as scenario analysis and implementation specifications[11].

This method is considered to be effectively applicable in sce-

nario analysis during requirements definition and requirement

analysis. This is because experimental results have shown that

it can accurately extract states, transitions, and events from re-

quirement statements and convert them into state transition dia-

grams. During the requirements definition phase, this method

can be used to automatically create state transition diagrams

from use cases and requirements. This helps in verifying the

system’s behavior and ensures that no states or events are over-

looked. On the other hand, when using this method for imple-

mentation or analysis of specifications, additional manual ad-

justments to the state transitions created by ChatGPT would be

necessary. This is because there may be errors or omissions

related to action symbols of states and guard conditions of tran-

sitions that involve execution timing. For example, the timer’s

experimental results depicted in figure 4 might appear correct at

first glance, but the model does not exhibit the correct system

behavior for a timer. In Figure 4, pressing the timer button in the

stop state increments the time and then re-enters the stop state,

resetting the time to 0 with the entry action. This model does

not allow for setting the time from the stop state. It is likely

challenging at present to have ChatGPT create system behavior

that is completely and systematically correct.

In this method, ChatGPT essentially follows the transforma-

tion rules described in the prompt to convert requirement state-

ments into the PlantUML format. In the process, there were few

self-indulgent additions by ChatGPT to states, transitions, or

events. Most of the time when a change or additional element is

included by ChatGPT, it is considered to be a case where the sta-

tus is omitted or not stated in the requirement statement. Some
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related papers also recommend explicitly stating pre-state, post-

state, and event in the requirement statements[17]. In fact, the

requirement statements for the CD player operation panel, which

were created with high quality, clearly included all these ele-

ments. Conversely, when the requirement statements omit sig-

nificant details about states, it becomes challenging to create

high-quality state transition diagrams. Therefore, moving for-

ward, it is considered necessary to devise input templates to

create more accurate state transition diagrams.

This experiment focused on models with a small number of

states. In the future, experiments will be conducted on systems

with a larger number of states and more complex structures.

7 CONCLUSION

This study used a large-scale language model as a transfor-

mation method to create state transition diagrams by extracting

state transitions from requirement statements and transforming

them into PlantUML description format. Experiments showed

that the state transition diagrams produced by ChatGPT were

more accurate when the process of creating the state transition

diagrams was added to the prompts. When GPT3 and GPT4o

were compared, it was confirmed that GPT4o was superior in

creating state transition diagrams. As a result, the state tran-

sition diagrams created using chain-of-thought prompting cor-

rectly reflected the information about states, transitions, and

events described in the requirement statements. On the other

hand, some of the semantic information, such as detailed con-

dition contents and actions, were missing or misrepresented.
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Abstract - Measurements of weather sensors are impor-

tant indicators for decision-making in disaster warnings, ev-

eryday life, industries, and agriculture, etc. Therefore, en-

suring the reliability of weather sensor measurements is cru-

cial. To maintain reliability, it is necessary to promptly de-

tect anomalies by applying anomaly detection methods to the

sensor measurements. Conventional methods model the prob-

ability distribution of a sensor’s measurement values based

on past data and apply it to current measurements to detect

anomalies. However, this method can suffer from biases in

the probability distributions due to factors such as imbalanced

datasets, which can degrade the accuracy of anomaly detec-

tion. On the other hand, with the recent proliferation of the In-

ternet of Things (IoT), weather sensor data are being collected

via wireless communication and utilized in various applica-

tions. Therefore, we propose an anomaly detection method

using multiple weather sensors. Specifically, we generate a

deep learning-based prediction model using data from the tar-

get sensor and surrounding weather sensors to perform anomaly

detection. By using data from multiple weather sensors, we

aim to reduce the impact of biases in individual weather sen-

sor data and improve the accuracy of anomaly detection. In

the evaluation, we compare the accuracy of anomaly detec-

tion between the proposed method and conventional methods

using AMeDAS weather data and artificially created anomaly

data. The results show that the proposed method improves the

accuracy of anomaly detection.

Keywords: IoT, anomaly detection, weather sensor, deep

learning

1 INTRODUCTION

Measurements of weather sensors are important indicators

for decision-making in disaster warnings, everyday life, in-

dustries, and agriculture, etc. With the recent proliferation of

the Internet of Things (IoT), weather sensor data can be col-

lected via wireless communication and utilized in various ap-

plications. In this situation, ensuring the reliability of weather

sensor data is crucial for many applications. At meteorolog-

ical observation stations operated by the Japan Meteorologi-

cal Agency, expensive sensors are installed for each weather

measurement item, and large management costs and efforts

are spent to maintain their reliability [1][2]. However, this

management strategy requires unacceptably high costs as the

number of sensors increases, unsuitable for an IoT-populated

society.

Consequently, to make the most of IoT technologies, a highly

accurate and inexpensive way of surveillance to maintain the

reliability of cheaper IoT sensors is mandatory. Especially in

inexpensive IoT devices, anomaly detection is the key tech-

nique to maintain the reliability of the sensor sets [2]. Tra-

ditionally, for anomaly detection of sensors, we often make a

distribution of the past measurements of a sensor and check if

the current measurements of the sensor are outliers or not [3].

However, this traditional method inevitably involves a prob-

lem that the outliers hidden in dynamic time-series data are

hard to find because a static distribution is hardly obtained

[4]. Thus, recently, deep-learning-based anomaly detection

has been studied, in which the current measurement value is

compared with the predicted value from the past measure-

ments data to check if the predicted value is outlier or not

[5]. However, in this case, we suffer from some kind of bi-

ases possibly contaminated in the past measurement data set

(called the imbalanced data), which may reduce the anomaly

detection performance [6].

One of the ideas to address this issue is to utilize measure-

ments of other sensors located relatively near the target sen-

sor. Because sensors located nearby have a correlation in their

measurements with each other, prediction of measurements

of a sensor from its nearby sensors will be possible, and thus

fault detection will also be possible. Here, note that the in-

dividual sensors are considered to have their trend of biases.

Thus, integrating prediction results from multiple sensors for

detecting the anomaly of a target sensor will be more accurate

because biases of different sensors are averaged and reduced.

Based on the idea above, we in this study propose an anomaly

detection method that integrates multiple prediction models

learned from the past measurements of surrounding weather

sensors. Since the multiple prediction models learn different

features from different data sets, they are considered to have

different biases in their prediction results. Therefore, when

predicting measurements of a target sensor, the biases are av-

eraged and canceled, which leads to high-accuracy anomaly

detection that allows for detecting rare anomaly events. We

evaluated the proposed method using AMeDAS weather sen-

sor data and a data set artificially created from them. The

results show that the proposed method improves the accuracy

of detecting anomalies created in a weather station using mea-

surements of surrounding weather station data.

This paper consists of 4 sections. Section 2 describes the

proposed method. Section 3 describes the evaluation of the

proposed method using AMeDAS weather sensor data and ar-
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tificially created anomaly data. Finally, Section 4 summarizes

this study.

2 PROPOSED METHOD

2.1 Problem Setting

The purpose of this study is to detect long-term anomalies,

i.e., sensor failure, where the target weather sensor outputs

inaccurate values over a certain period of time, due to factors

such as sensor equipment failure or the surrounding environ-

mental conditions. Weather sensor anomalies can occur for

various reasons, not only sensor malfunctions but also influ-

ences from plants and animals or human errors. Taking tem-

perature sensors as an example, According to the documents

from the Japan Meteorological Agency [1][2], instances of

temperature sensor anomalies include sensor degradation, ven-

tilation fan failures, ventilation issues caused by spider webs

or plant vines, short-term temperature spikes due to field burn-

ing, aircraft blasts, or heat from heavy machinery exhausts.

These anomalies manifest in various forms in the measured

value, such as significantly higher temperature readings dur-

ing the day or temporary spike-like abnormal values. Among

these anomalies, those that persist for long periods are partic-

ularly impactful. If such anomalies continue for long periods

without being noticed by the administrators, they can affect

various applications that utilize the weather for a long time,

greatly diminishing the reliability of the sensors. Therefore,

it is crucial to constantly monitor the weather sensor mea-

surements, promptly identify abnormal values, and respond

accordingly.

In recent years, the proliferation of the Internet of Things

(IoT) has increased the number of examples where multiple

sensors are connected to networks for operation. Various in-

expensive weather sensors are also available, many of which

can collect data through wireless communication. By using

these devices, if multiple sensors monitor each other’s mea-

surements and analyze the data collected through the network

in real-time to detect anomalies, it would allow for automatic

anomaly detection without requiring administrators to cali-

brate each sensor periodically. This study proposes a method

for automatic detection of long-term anomalies, which are

difficult to detect using conventional anomaly detection meth-

ods that rely solely on past measurements of the sensor in

question, by leveraging the cooperation of multiple sensors.

This study assumes a situation where multiple weather sen-

sors are installed within a certain range. Types of weather

sensors include temperature, precipitation, humidity, atmo-

spheric pressure, wind direction, and wind speed. There is a

relatively strong correlation among the measurements of these

sensors. Using methods such as deep learning, it is possible

to predict mutual measurements with a certain degree of ac-

curacy among the same type of sensors. Also, concerning

different types of sensors, their measurements are related to

each other as a physical phenomenon and can therefore be

an important factor for prediction. By utilizing these correla-

tions, any long-term anomaly in one of the sensors can be de-

tected without delay. Specifically, when checking anomalies

in a particular sensor (hereafter referred to as the target sen-

sor), multiple prediction models can be generated to predict

the target sensor’s measurements from the surrounding sen-

sors. The target sensor’s measurements are always predicted

using these prediction models. If the target sensor measures

abnormal values over a long period of time, the predicted val-

ues are expected to have a significant difference from the real

measurements of the target sensor. By capturing this phe-

nomenon, long-term anomalies in the target sensor can be de-

tected.

2.2 Overveiw of Proposed method

In this study, we propose an anomaly detection method us-

ing multiple prediction models based on the relationships be-

tween multiple weather sensors. Using the measurements of

the target sensor as the prediction target, multiple prediction

models with different inputs are generated using the measure-

ments of the past target sensor and those of multiple weather

sensors installed in the vicinity. Each prediction model per-

forms outlier detection. To detect long-term anomalies, we

focus on the mean absolute value of the prediction errors of

each prediction model over a certain period of time rather than

capturing the instantaneous magnitude of the prediction er-

ror. Subsequently, the anomaly detection results from each

prediction model are integrated to produce the final anomaly

detection result. Since each prediction model predicts the tar-

get sensor’s measurements based on different characteristics

of different input data, the timings that large prediction errors

appear are expected to vary. Nonetheless, if multiple predic-

tion models simultaneously detect anomalies, it will not be a

false detection, i.e., the target sensor would actually be expe-

riencing an anomaly.

2.3 Anomaly Detection Using a Prediction
Model

A prediction model performs outlier detection. Outlier de-

tection is performed by calculating PMAE (Period Mean Ab-

solute Error) and modeling it as a probability distribution.

PMAE is the mean absolute value of the prediction errors oc-

curring within a certain time interval. Let f be the prediction

model that predicts the measurements of the target sensor. For

the measurements dt of the target sensor at time t, let yt be the

predicted value output by the prediction model f . The predic-

tion error et is obtained by Equation (1), and PMAE E(t) is

defined by Equation (2):

et = yt − dt, (1)

E(t) =

∑t+d
k=t |et|
d

, (2)

where d is a parameter that determines the time interval. For

example, if the prediction frequency of model f is every 10

minutes and parameter d is set to d = 6, PMAE E(t) is cal-

culated on an hourly basis. By using the absolute value of the

prediction error et to calculate PMAE E(t), we evaluate the

magnitude of errors by preventing offsetting when positive

values and negative values are mixed within the period.
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Since the PMAE E(t) is the mean absolute value of the pre-

diction errors, it is distributed within the range [0,∞]. In out-

lier detection, when a threshold T is set, PMAE E(t) within

the range (T,∞] are considered anomalies. The threshold T
is set using a percentile method [7]. The percentile method

is an effective threshold setting technique when the dataset

doesn’t follow a normal distribution. In this study, for exam-

ple, if the threshold is set at the 95th percentile, the thresh-

old T is set such that 95% of the data falls within the range

[0, T ], and the remaining 5% of the data falls within the range

(T,∞].

2.4 Anomaly Detection by Integrating
Prediction Models

The final anomaly detection result for the target sensor us-

ing the proposed method is determined by integrating the anomaly

detection results obtained from multiple prediction models.

When there are N prediction models, each performs anomaly

detection using the method explained in Section 2.3, resulting

in N anomaly detection results. The final anomaly detection

result for the target sensor is considered an anomaly if at least

n out of the N anomaly detection results indicate an anomaly,

where n is a parameter that determines the condition for inte-

gration. The parameter n is determined by the majority rule.

By using the majority rule, it is believed that people can ob-

tain reliable results in real environments. Additionally, even

if one of the prediction models makes an incorrect decision,

the final result can be accurate.

3 EVALUATION

3.1 Evaluation Methods
To confirm that the proposed method improves the accu-

racy of anomaly detection, the following two folds of evalua-

tions are performed.

(1) Verifying independence of individual prediction models.

(2) Evaluating the accuracy of the proposed method.

In evaluation (1), we verified that PMAE E(t) calculated

by each prediction model is independent of each other. If the

PMAE of each model is independent of each other, it means

that the biases included in each model are not correlated, and

that the probability that multiple prediction models detect an

anomaly simultaneously is very low. Thus, this will be one of

the evidence that our idea of integrating multiple prediction

models is valid. In evaluation (2), we evaluated the accuracy

of anomaly detection using the proposed method. We com-

pared the performance of the proposed method with a basic

outlier detection method explained in Sec. 2.3 using each pre-

diction model learned from a nearby weather station’s data

set. We used three indexes to evaluate the accuracy of the

proposed method: Precision, Recall, and F-measure (called

also as F1-score).

The parameters of the proposed method were set as fol-

lows. The parameter d which determines the range of PMAE

E(t) was set to d = 6. Here, since the prediction frequency

of the prediction model used in this study is every 10 min-

utes, PMAE is the mean of the absolute errors for each an

hour. The threshold T was set using the percentile method,

with the 95th percentile as the threshold. A dataset used to set

the threshold was different from a dataset used to evaluate the

accuracy of anomaly detection.

3.2 Dataset

3.2.1 Dataset Details

In this study, we evaluated the proposed method using weather

sensor data from AMeDAS, obtained by the Japan Meteoro-

logical Agency [8]. We used three years of data from 2019

to 2021; weather sensor data were AMeDAS 1-minute values

observed every minute. The types of weather sensors were

temperature, precipitation, wind speed, and wind direction.

For training the prediction models, we used data from 2019,

while for evaluating the proposed method, we used data from

2020 and 2021.

The AMeDAS data contains missing values. As a prepro-

cess of missing values, we complemented them with the mean

of the values before and after the missing value if the missing

values were not consecutive. If the missing values were con-

secutive, we deleted the values for the corresponding times.

To compress the data, we transformed the AMeDAS 1-minute

values to 10-minute values. Specifically, the sensor data of 1-

minute values were compressed for every ten samples, and

the mean value was used as the 10-minute values.

The time and wind direction data, which are input to the

prediction model, were transformed using the sine and cosine

functions to account for their periodicity. Wind direction data

is observed as 36-direction values, ranging from 1 to 36 (0

being no wind). The time data was obtained at ten-minute

intervals, with 00:00 set as zero and incremented by one every

10 minutes to reach 143 at 23:50. The transformation using

the sine and cosine functions was performed on these values

x using the following Equations (3), (4):

zsin = sin (2π
x

X
), (3)

zcos = cos (2π
x

X
), (4)

where zsin is the sine transformed value, zcos is the cosine

transformed value, and X is the number of possible values

of x, which is 36 for wind direction values and 144 for time

values.

To eliminate bias among the features of the training data

and improve prediction accuracy, we normalized the values

of all features to be within the range [0, 1]. The normalized

value zi was calculated using the following Equation (5):

zi =
xi −min(x)

max(x)−min(x)
, (5)

where xi is the value before normalization, and min(x) and

max(x) are the minimum value and the maximum value in

the training data, respectively.
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Figure 1: Weather observation station locations

( Source: Google Maps )

3.2.2 Target Weather Observation Station

In this study, we evaluated our method using weather sensor

data from ten weather observation stations as shown in Fig. 1:

Wakayama, Katsuragi, Kawabe, Kankujima, Kumatori, Koy-

asan, Sakai, Shimizu, Tomogashima, and Ryujin. From the

weather observation station in Wakayama, we obtained tem-

perature sensor data [◦C], while from the other nine stations,

we obtained four types of weather sensor data: temperature

[◦C], precipitation [mm], wind speed [m/s], and wind di-

rection (36 directions). In this study, the target sensor for

anomaly detection was the temperature sensor in Wakayama.

Multiple prediction models were generated using weather sen-

sor data and time data from all ten locations and used for

anomaly detection.

3.2.3 Generation of Anomaly Data

In this study, we artificially generated the anomaly data used

to evaluate our proposed method. We assumed a scenario

where a malfunction of the ventilation fan causes the day-

time temperature to be observed higher than normal. Because

of the ventilation fan failures, heat tends to accumulate inside

the ventilation tube more than normal, and the temperature is

expected to be observed higher than normal during the day-

time because of sunshine. Therefore, we transformed day-

time temperature data from the normal data to generate the

anomaly data. Specifically, we added a constant value b [◦C]

to the temperature sensor data of Wakayama from 10:00 to

16:00 to generate the anomaly values. The reason for using

the period from 10:00 to 16:00 is that the effect of failures is

assumed to be fully reflected because enough time has elapsed

since sunrise. We confirmed the magnitude of anomalies that

could be detected with various values for the constant value b

Table 1: Training settings

Item Values

Optimizer Adam (0.001)

Epoch Early Stopping (10)

Error function MSE (Mean Squared Error)

Batch size 128

Language Python version 3.9.13

Library PyTorch version 1.13.1

[◦C].

From the data from 2020 and 2021 used to evaluate the

proposed method, the data from 10:00 to 16:00 was extracted,

the data from 2020 was used as the dataset for setting the

threshold of outlier detection explained Sec. 2.3, and the data

from 2021 was used as the dataset for evaluating the accuracy

of anomaly detection. The number of samples for both normal

and anomaly data was 1586 samples.

3.3 Detail for Prediction Models
3.3.1 Configuration of Prediction Models

We used LSTM (Long Short-Term Memory) to generate the

prediction models. Each step of the LSTM layer inputs 10-

minute values, and at the final step, the outputs of the LSTM

layer are input to the fully connected layer, which outputs the

prediction value of the target sensor. The LSTM layer consists

of 144 time steps. Therefore, the prediction model is input to

24-hours data. The LSTM layer consists of a single layer, and

the number of units in the hidden layer is set to 10.

3.3.2 Training Settings

The settings for training are shown in Table 1. The initial

value of the learning rate was set to 0.001 and adjusted using

Adam. To prevent overfitting, the early stopping technique

was adopted, where training is stopped if accuracy does not

improve in 10 epochs. The general stochastic gradient de-

scent (SGD) method was used to learn networks, and the gen-

eral backpropagation technique was applied to calculate the

gradient of the loss function.

3.3.3 Construction of Prediction Models

The names of the generated prediction models and the in-

put features are shown in Table 2. The Wakayama model

only inputs the target sensor data (the temperature sensor in

Wakayama). The other nine prediction models were con-

structed using weather sensor data from a single observation

station and time data. Particularly, for temperature sensor data

prediction, it is considered effective to input temperature sen-

sor data from nearby stations, and time is also considered a

value highly related to temperature.

If anomaly values are included in the input, accuracy sig-

nificantly decreases, so the input data of the Wakayama model

is the data from 24 hours to 48 hours before the prediction

time, and it is assumed that there are no anomaly data in the
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Table 2: Names and input of Each Prediction Model

Name Input

Wakayama model temperature (in Wakayama observation station)

Katsuragi model temperature, precipitation, wind speed, wind direction, time (in Katsuragi observation station)

Kawabe model temperature, precipitation, wind speed, wind direction, time (in Kawabe observation station)

Kankujima model temperature, precipitation, wind speed, wind direction, time (in Kankujima observation station)

Kumatori model temperature, precipitation, wind speed, wind direction, time (in Kumatori observation station)

Kouyasan model temperature, precipitation, wind speed, wind direction, time (in Kouyasan observation station)

Sakai model temperature, precipitation, wind speed, wind direction, time (in Sakai observation station)

Shimizu model temperature, precipitation, wind speed, wind direction, time (in Shimizu observation station)

Tomogashima model temperature, precipitation, wind speed, wind direction, time (in Tomogashima observation station)

Ryujin model temperature, precipitation, wind speed, wind direction, time (in Ryujin observation station)

input of the prediction model in this study. The other nine

prediction models used data from the prediction time to 24

hours before as their input data.

3.4 Results
3.4.1 Verification of independence of Prediction Models

To confirm the independence of each prediction model, we

calculated the correlation coefficients of the PMAE E(t) be-

tween every two prediction models. The results are shown in

Fig. 2. According to Fig. 2, there are no cases for which the

correlation coefficients exceeded 0.7, and there is no strongly

correlated combination. Because the mean of the 45 corre-

lation coefficients calculated from the ten prediction models

was 0.356, the correlations were not strong. Therefore, the

PMAE E(t) calculated by each prediction model is indepen-

dent of each other.

3.4.2 Anomaly Detection Accuracy of the Proposed Meth-
ods

Figure 3 shows the anomaly detection accuracy of the pro-

posed method and the conventional methods. The conven-

tional methods adopt the basic outlier detection method de-

scribed in Sec. 2.3 using Wakayama model. The Wakayama

model’s input was solely the temperature sensor measurements

in the Wakayama observation station. Figure 3 (a) shows the

precision, Fig. 3 (b) the recall, and Fig. 3 (c) the F-measure,

respectively. The horizontal axis is the constant value b [◦C]

added when generating the anomaly values. Parameter n,

which determines the condition for integration, was tested for

five values: 6, 7, 8, 9, and 10. According to Fig. 3, the pro-

posed method had higher precision and recall than the con-

ventional methods for all anomaly values b. Consequently,

the proposed method had a higher F-measure than the conven-

tional method. These figures show that the proposed method

improves anomaly detection accuracy.

Next, we examine the effect of integrating multiple mod-

els. We selected three models (Kumatori model, Kawabe

model, and Tomogashima model) with the highest accuracy.

The anomaly detection accuracy of the proposed method in-

tegrating these three models, and each prediction model, are

compared in Fig. 4. The evaluation index was the F-measure.

The horizontal axis was the constant value b [◦C] added when

generating the anomaly values. According to Fig. 4, the pro-

posed method had a higher F-measure than the three predic-

tion models. We conclude that integrating multiple predic-

tion models with the proposed method achieved more accu-

rate anomaly detection than each prediction model with out-

lier detection.

3.4.3 Effect of the Number of Prediction Models

We confirmed the effect in the accuracy of the number of

integrated prediction models. The results are shown in Fig.

5. Figure 5 shows four cases where the number of mod-

els was changed to 3, 5, 7, and 9. The order of prediction

models in descending order of accuracy, is Kumatori model,

Kawabe model, Tomogashima model, Sakai model, Katsuragi

model, Shimizu model, Kouyasan model, Kankujima model,

and Ryujin model. When integrating k-models in Fig. 5,

models were selected in the descending order of accuracy.

According to Fig. 5, the anomaly detection integrating three

models had the highest accuracy, and the accuracy slightly

decreased with the number of models increased. This indi-

cates that increasing the number of models does not contribute

to improving accuracy. Therefore, the proposed method can

achieve high accuracy by integrating a small number of high-

accuracy models.

4 CONCLUSION

In this study, we proposed an anomaly detection method

for weather sensors by integrating multiple prediction models

based on the relationship between multiple sensors. By in-

tegrating multiple prediction models, we aim to decrease the

effect of biases contained in each model’s input data and im-

prove the accuracy of anomaly detection.

We evaluated the proposed methods using AMeDAS data

and anomaly data artificially generated from them. We com-

pared the performance by comparing the proposed method

with the conventional method. The conventional method is

the outlier detection using a single prediction model. From

the results, we first showed that the correlation in prediction
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Figure 2: Correlation coefficients of PMAE E(t) of two prediction models

(a) Precision (b) Recall (c) F-measure

Figure 3: Accuracy of anomaly detection

Figure 4: Accuracy of anomaly detection (the proposed

method integrating the three most accurate prediction

models)

Figure 5: F-measure of the proposed method when changing

the number of integrated prediction models
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error among each prediction model is not high, meaning that

the biases included in each model are independent of one an-

other. Second, we showed that the anomaly detection per-

formance improves when multiple prediction models (rela-

tively independent in bias) are integrated. From this result,

we show that our idea to integrate multiple prediction models

is effective. Finally, we examined the anomaly detection per-

formance in terms of the number of integrated models. As a

result, we found that integrating many models is not always

good, but integrating a small number of high-accuracy models

is a good strategy.

In future work, it is necessary to confirm the properties of

the proposed method. The results of comparing various num-

bers of models indicate that integrating a small number of

models with high accuracy improves the anomaly detection

accuracy, rather than merely increasing the number of mod-

els. However, the optimal number and quality of models to

achieve the highest accuracy remain unknown. One of our fu-

ture researches should focus on determining the optimal com-

bination of models to maximize the accuracy of the proposed

method.
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Abstract - With the proliferation of IoT technology, nu-

merous applications utilizing sensor data have emerged. In

these applications, the quality management of sensors, i.e.,

the maintenance and management of measurement accuracy,

becomes critical. A systematic error known as bias, which

can gradually fluctuate over time, is a common cause of re-

duced measurement accuracy in sensors. As bias can increase

significantly over time, it is essential to perform regular sen-

sor calibration, such as annually, to correct for bias and main-

tain accuracy. Calibration is typically performed manually

for each sensor, but as the number of sensors increase, it be-

comes challenging to calibrate all sensors manually. There-

fore, an automatic calibration method has been proposed in

environments with dense sensor deployments, utilizing the

proximity of neighboring sensors to estimate correction val-

ues for each sensor. However, existing automatic calibra-

tion methods focus solely on estimating optimal correction

values, and the accuracy of bias estimation remains unclear.

This study proposes a new automatic calibration method that

aims to sufficiently minimize the error in all sensors. The

proposed method uses a hierarchical Bayesian model to es-

timate the probability distribution of each sensor’s error and

periodically calibrates selected sensors based on this distribu-

tion, thus maintaining and managing the overall accuracy of

the sensors.

Keywords: auto calibration, error estimate, bayesian hier-

archical model, MCMC method

1 INTRODUCTION

The Internet of Things (IoT) is important in many emerg-

ing applications such as smart agriculture, smart cities, etc

[1][2]. In many cases, these applications require deploying

many sensors in a wide range and use low-cost sensors. How-

ever, if those sensors are used for a long time, their readings

start to deviate from the true value. Thus, using applications

for a long time requires maintaining the accuracy of sensor

measurements.

Sensor measurements involve random noise and system-

atic error called bias. Sensor measurements deviate from the

true value because of these errors. The sensor bias is slowly

changing over time. As the bias grows large, measurement

accuracy gradually decreases. Therefore, we are required to

maintain the accuracy by calibrating sensors, i.e., by making

their bias zero, periodically. The example of bias is shown in

Fig. 1. Generally, bias changes slowly both in a positive and

Figure 1: Example of the Bias

negative direction. Therefore, bias takes on a small value in

the beginning while it takes on a large value as time passes.

Traditionally, calibration is performed manually. Manual

calibration compares the sensor readings including bias with a

highly accurate sensor reading, and corrects the sensor based

on the comparison. However, manual calibration is imprac-

tical when the number of sensors is large because it is ex-

tremely time consuming and costly. Hence, several automatic

calibration methods have been proposed to calibrate many

sensors simultaneously [3]. Automatic calibration methods

assume that sensors are densely deployed and the neighboring

sensors’ measurements are correlated. Under this assumption,

automatic calibration estimates each sensor’s bias by using

neighboring sensor measurements, and corrects each sensor

measurement based on the estimated bias. Automatic calibra-

tion maintains measurement accuracy by correcting measure-

ment values, instead of calibrating the sensors themselves.

Therefore, automatic calibration enables us to save time and

cost in comparison with the manual calibration.

Although automatic calibration seems useful for maintain-

ing sensors, existing methods have a serious drawback. If we

calibrate sensors with automatic calibration for a long time,

each sensor’s bias grows larger. This results in lower accu-

racy in bias estimation, leading to inaccurate calibration. In

addition, the existing automatic calibration methods estimate

the most likely bias value without estimating how accurate it

is. This means that the accuracy of the calibrated results is

unknown and cannot be guaranteed. This is practically fatal

when we want to keep the sensors’ accuracy for a long time.

In this study, we propose an automatic calibration method

to maintain the accuracy of sensor measurements within a

guaranteed range for a long time. By modeling the bias based

on the Bayesian Hierarchical Model and applying the Markov

Chain Monte Carlo (MCMC) method, we estimate the proba-
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bility distribution of sensors’ biases, enabling us to know how

accurate the estimated biases are. Additionally, we designed

a calibration procedure that combines manual and automatic

calibrations. By manually calibrating a part of sensors with

large biases, we can reduce the magnitude of sensor biases,

enabling us to improve the accuracy of bias estimation. As a

result, we designed a novel method that enable us to maintain

the accuracy of many sensors for a long time with an accept-

able cost.

This paper is an extended version of [4]. We mainly ex-

tended the bias estimation model of [4] by introducing a time-

domain relationship.

This paper is organized as follows. In Section 2, we present

related work. In Section 3, we describe the proposed method.

In Section 4, we summarize this study.

2 RELATED WORK

Automatic calibration aims to manage the accuracy of sen-

sors by correcting biases based on the estimated bias values,

provided that there is a correlation between neighboring sen-

sors when sensors are densely deployed. Because automatic

calibration does not need manual sensor calibration and just

corrects the measurement values, it is one of the promising

techniques in the IoT era.

Becnel et al. proposed an automatic calibration method un-

der the assumption that there is an accurate sensor [5]. This

method constructs a graph that defines edges between neigh-

boring sensors, and calibrates the sensors in turn from the

neighboring sensors of the accurate one. Bychkovskiy et al.

proposed a method that uses a calibration graph that repre-

sents the correlation relationship of sensors [6]. Balzano et

al. proposed a method that models measurements, true values,

and errors (called gain and offset) using a linear model and es-

timates gains and offsets of sensors with the least square met-

rics [7]. Sun et al. proposed a multipoint correction method

that uses a multivariable regression modeling and estimates

the measurement error based on the least square criterion [8].

These methods estimate the accurate sensor values at a spe-

cific time using the correlation of neighboring sensors, mean-

ing that they do not consider the time-series correlation and

thus their performance is limited.

Automatic calibration methods that consider clusters of the

sensors to improve the accuracy of error estimation are pro-

posed. Moon et al. proposed a method that creates clus-

ters of sensors with similar measurement tendencies and es-

timates error values by applying multiple regression analysis

[9]. Takruri et al. proposed a method that estimates the er-

ror value by subtracting the actual measurement of the sensor

from the average of the sensors in the cluster [10]. However,

the situation in which these assumptions of cluster are satis-

fied is limited.

There are automatic calibration methods that consider the

correlation of time-series. Takruri et al. proposed an auto-

matic calibration method that uses Support Vector Regression

(SVR) and Kalman filter [11]. This method uses SVR to esti-

mate the true values at the locations of each sensor by giving

the measurements of the neighboring sensors as input data.

After estimating the true values, they use the Kalman filter

to estimate the error value of each sensor from the estimated

true value and the actual measurement of the sensor. Then,

they calibrate the sensors based on the estimated results. Ku-

mar et al. proposed a method that uses Kriging and Kalman

filter [12]. This method uses spatial estimation called Krig-

ing to estimate the true values at the locations of each sensor

by the measurements of the neighboring sensors and uses the

Kalman filter to estimate the error value of each sensor from

the estimated value and the actual measurement of the sen-

sor. WU et al. proposed a method that uses a Constrained

Extreme Learning Machine (CELM) and Kalman filter [13].

This method divides many sensors deployed randomly into

multiple clusters and estimates the measurement of the sen-

sor by the measurements of other sensors in the same cluster

with the assumption that the measurements of the sensors in

the same cluster tend to measure similar values over time. Af-

terward, they use the Kalman filter to estimate the error value

of each sensor from the estimated value and the actual mea-

surement of the sensor. These methods can estimate the error

value considering temporal as well as spatial correlations by

applying the Kalman filter recursively.

Instead of Kalman filter, some studies use Particle filter to

consider temporal correlation. Fujino proposed a method that

uses Gaussian process regression (GPR) [14] and a Particle

filter [15][16]. This method estimates the true values at the

locations of each sensor from the neighboring sensors’ mea-

surements by using GPR. Then, this method estimates the er-

ror value from the estimated value and the actual measure-

ment of the sensor by using the Particle filter.

As above, recent auto-calibration methods are based on

Kalman or Particle filters. Both Kalman and Particle filters

estimate unknown values from a statistical computation based

on the state-space model, in which they typically compute

future values from the past measurements. In contrast, our

method adopts MCMC methods to estimate the statistical dis-

tribution of unknown values based on our space-time model

within the framework of Bayesian hierarchical modeling, which

enables us to simultaneously estimate the statistical distribu-

tion of all variables corresponding to any time instant. Differ-

ent from Kalman or Particle filters, our method performs the

optimal estimation using the whole data period, i.e., not only

from the past measurements but also from the future. Due to

the better optimization and the output of statistical distribu-

tion, our method is considered to output better estimation.

In addition, our method is novel in that it can guarantee the

accuracy of sensors continuously for a long time, instead of

just estimating biases as is done by all the existing methods.

First, existing methods just estimate the most likely value of

bias and do not output the probability distribution. Accord-

ingly, we cannot get to know how accurate the estimation

value is, and so guaranteeing accuracy in the auto-calibration

process is not possible. Second, most of the existing auto-

calibration methods does not incorporate manual calibration

of sensors. Thus, the bias of each sensor grows larger as time

passes, which makes error in estimating bias larger. By in-

corporating manual calibration in the operation steps of the

proposed method, we enable to keep the sensor biases small

enough for a long time. To the best of our knowledge, our
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method is the first method that can maintain the bias of sen-

sors within small values.

3 PROPOSED METHOD

3.1 Overview of the Proposed Method
In this study, we propose an automatic calibration approach

to maintain many sensors’ accuracy for a long time. We use

a Bayesian hierarchical model and the MCMC method to es-

timate the amount of bias as a probability distribution. Then,

we apply an affine transformation to the estimated results to

obtain a more accurate probability distribution. Afterward,

we specify the sensors that need calibration based on the prob-

ability distribution and correct those sensors. We repeat this

process periodically. Consequently, we can maintain many

sensors’ accuracy in a long term.

3.2 Proposed Model
We use an error estimation model based on the Bayesian

hierarchical model to estimate the bias. We assume that the

temperature sensors are densely deployed in a flat area and

calibrate the sensors periodically. Let S be a set of the sen-

sors. The measured value of a sensor s ∈ S at time instant

t, the ground truth value of temperature at the location of the

sensor s, and the sensor s’ bias are given by

yts = xt
s + bts + e1, (1)

where yts, xt
s and bts are the measured value, the true value and

the bias of the sensor s at time instant t respectively, and e1 is

the measurement noise following a normal probability distri-

bution. We estimate the true value and the bias at each time

point from the measured values at those time points based on

Eq. (1). However, in that case, accurately estimating the bias

is difficult because of lacking relation among each measure-

ment. Thus, our model assumes that the ground truth temper-

ature values and biases have spatio-temporal correlations to

estimate the highly accurate probability distributions.

First, we consider temporal correlations of bias. We model

the relationship of the biases at time instant t and t − 1 as

follows.

bts = bt−1
s + d, (2)

where d is the difference between the biases at time instant t
and t− 1 and is a small value following a normal probability

distribution. Eq. (2) enables us to constraint the value that

bias can take.

Additionally, we consider spatio-temporal correlations of

the true value. The true value changes over time when using

temperature sensors for measurement environment. Thus, we

model the true value as follows.

xt
s = xt−1

s + rt + e2, (3)

where rt is the inclination of the temperature change at time t
and e2 is the random noise following the normal distribution.

The inclination of temperature change means the amount of

change in the true value over a unit of time which depends

on time in a day. For example, the inclination of temperature

change rt is 0.5 if xt−1
s , the true value at time instant t− 1, is

20.0, and xt
s, the true value at time instant t, is 20.5. Use of rt

enables us to consider the spatio-temporal effects among true

values in time series.

We also define xt
s assuming that the true values of sensors

located in the neighborhood are highly correlated. We use the

ICAR model to consider the spatial correlation. The ICAR

model is applied to the true value at the location of sensor s
as follows.

xt
s ∼ N (

∑
j∈Ns

wjx
t
j

∑
j∈Ns

wj
,

τ2
∑

j∈Ns
wj

), (4)

where Ns is the set of neighboring sensors of sensor s, wj is

a weight of the neighboring sensor j and τ is variance. Also,

N is the normal distribution. The expectation of xt
s is given

as the weighted average of the neighboring sensors and thus

the true values are correlated among the neighboring sensors.

3.3 Sensor Accuracy Management Method
In the proposed method, we estimate the amount of bias as

a probability distribution and manually calibrate a part of the

sensors based on the estimated results. Subsequently, we ap-

ply an affine transformation to the estimated results to obtain

a more accurate probability distribution with a correct scale.

Finally, we calibrate the sensors based on the estimated bias

with a correct scale. We show the procedure of our accuracy

management method in the following.

1. We estimate the posterior probability of all parameters

that are the bias bts, the true value xt
s, the value of tem-

perature change rt, the difference d, and the noise e1
and e2 by applying the MCMC method to the proposed

model.

2. We choose two sensors that have the maximum and the

minimum bias based on the posterior probability ob-

tained in Step 1, and calibrate those sensors manually.

Then, we get to know the true biases of those two sen-

sors.

3. We apply an affine transformation to the posterior prob-

ability obtained in Step 1, based on the true biases ob-

tained in Step 2.

4. We additionally calibrate the sensors if the 90% confi-

dence interval of the posterior probability obtained as a

result of the affine transformation exceeds the accept-

able bias range [−0.6, 0.6].

In Step 1, We estimate the posterior probability of all pa-

rameters such as the bias bts and the true value xt
s to apply the

MCMC method to the proposed model. We regard the value

of the highest posterior probability as the estimated value of

each parameter.

Here, we have a problem that the estimated posterior proba-

bility loses the scale information because the value has a high

degree of freedom. Fig. 2 shows an example of the relation-

ship between the true bias and the estimated bias when scale

information is lost. The horizontal axis represents the true
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Figure 2: Example of the Relationship between True Bias

and Uncorrected Bias Estimation

Figure 3: Example of the Relationship between True Bias

and Corrected Bias Estimation

bias and the vertical axis represents the estimated bias. In the

case of Fig. 2, the true bias is in interval [−1, 1], but the es-

timated bias is in interval [0, 2.5]. When scale information is

lost, we can not estimate the bias appropriately.

Thus, we need to correct the posterior probability to obtain

a more accurate posterior probability. In this study, we apply

an affine transformation which performs scaling and transla-

tion to the posterior probability. Before applying the affine

transformation, in Step 2, we calibrate two sensors manually

that have the maximum and the minimum bias based on the

posterior probability in Step 1. Then, we know the true bias

of the two calibrated sensors. In Step 3, we correct the poste-

rior probability by using the true bias. When b̂s represents the

corrected bias estimation and bs represents the uncorrected

bias estimation, the uncorrected bias estimation is corrected

by Eq. (5).

b̂s = p× bs + q, (5)

where p and q are parameters representing the degree of scal-

ing and translation. We can determine the optimal values for

p and q by using the true bias that we know in Step 2. Then,

we can correct all sensors that are not calibrated manually.

In this way, we correct the estimated bias. The corrected re-

lationship between the corrected bias estimation and the true

bias is shown in Fig. 3. The uncorrected bias estimation in

Fig. 2 is in the interval [0, 2.5], while the corrected bias esti-

mation in Fig. 3 is in the interval [−1, 1] which is the same

interval of true bias. By the affine transformation described

above, We can estimate the bias more accurately.

Finally, in Step 4, We calibrate other sensors additionally

based on the corrected bias estimation. By defining the range

of acceptable bias values as the interval [−0.6, 0.6], we choose

the sensors that need calibration. If the 90% confidence inter-

val of the corrected posterior probability exceeds the accept-

able range [−0.6, 0.6], We additionally calibrate the sensor.

By performing these four steps at regular intervals, such as

annually or monthly, we can maintain the bias of all sensors

within the acceptable range with a sufficiently high probabil-

ity. Also, comparing the proposed method to the traditional

method which calibrates all sensors manually, the proposed

method can maintain the measurement accuracy of sensors

within a certain range with less labor and cost because we cal-

ibrate only the sensors that exceed the acceptable range based

on the confidence interval.

4 CONCLUSION

In this study, we propose the automatic calibration method

that can maintain the bias of sensors within small values for

a long time. We estimate the probability distribution of bias

by applying the MCMC method to our proposed space-time

model within the framework of the Bayesian hierarchical mod-

eling. Then, we additionally calibrate the sensors that need

calibration due to large biases based on the estimated proba-

bility distribution. Note that we involve manual calibration in

the procedures of the proposed method, which enables us to

maintain the bias small enough for a long time.

The estimation accuracy of the proposed method is evalu-

ated by comparing it with the methods that exclude key tech-

niques from the proposed method. As a result, we showed that

we can estimate bias most accurately and can maintain bias

smallest by the proposed method. This means that the key

techniques proposed in this paper actually worked, and we

achieved a practical automatic calibration method that main-

tains the bias of sensors within a certain range for a long time

by considering the temporal correlation of bias and incorpo-

rating manual calibration.

In this study, we assume that sensors are deployed in a

mesh pattern. As a future issue, it will be meaningful to apply

the proposed method in the case that sensors are deployed in a

random coordination. We expect that we can achieve this goal

by determining weight in Eq. (4) appropriately depending on

the distance between the neighboring sensors.
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Empirical Experiment of Sales Promotion Using Parametric Array Loudspeaker
and Sales Pitch Audio as Auditory Stimulation
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Abstract - Sales demonstration is one of the sales promo-
tion methods widely used in food stores. Sales demonstra-
tions, however, are rarely performed after COVID-19 to pre-
vent the spread of infections. In this paper, we attempt a new
sales promotion approach with auditory without gustatory and
tactile stimulation. We employ a highly-directional paramet-
ric array loudspeaker, which enables us to send sound sig-
nals in a narrow range of directions. Experiments of Yamato-
maru eggplant sales promotion were conducted in a real store
to promote customers’ purchasing behavior by playing two
kinds of sound from a parametric array loudspeaker or a nor-
mal loudspeaker. We analyzed the sales amount data with and
without auditory stimulation from the parametric array loud-
speaker with the considerations of biases such as day-of-week
and time-of-day biases. The analytical results show that au-
ditory stimulation by sales pitch audio sent from a parametric
array loudspeaker increased sales amount by 1.52 times.

Keywords: Auditory stimulation, behavioral change, para-
metric array loudspeaker.

1 Introduction

Food stores such as supermarkets often perform sales pro-
motions such as sales demonstrations, pop displays, posters,
flyers, leaflets, and store announcements to increase sales.
Sales demonstration, especially, is effective in promoting cus-
tomers’ purchasing behavior because store employees can di-
rectly convey the taste and information of products to cus-
tomers[1].

However, after the spread of COVID-19, sales demonstra-
tion is rarely performed to prevent the spread of infections.
There is a growing need for a new sales promotion approach
based on tactile and gustatory senses with the considerations
on infections.

Several studies have reported sales promotion without tac-
tile or gustatory senses based on olfactory[2] and auditory[3],
[4] stimulation. Olfactory stimulation, i.e., a smell approach,
is effective only for customers close to the stimulator but is
inefficient for promotion to customers at a distance. A special
aroma diffuser is also required for long-term stimulation. Au-
ditory stimulation, i.e., an acoustic approach using in-store
background sound, is effective for customers at a distance.
Some customers may feel inconsistency of the music with the
atmosphere of in-store sections.

In this paper, we propose a new sales promotion approach
without gustatory and tactile stimulation as one of the substi-
tutions of sales demonstrations in a new lifestyle after COVID-

19. We focus on auditory stimulation as possible stimula-
tion in a new lifestyle. Based on the results presented in [3],
[4], sales promotion with music in a whole area or store sec-
tion is ineffective. We therefore install a parametric array
loudspeaker to provide auditory stimulation in a specific area.
A parametric array loudspeaker is a highly-directional loud-
speaker, which allows us to send sound signals in a narrow
range of directions. We believe that we realize auditory stim-
ulation with clear sound even in a noisy environment with
other in-store promotion sounds.

The impact of auditory stimulation using a parametric array
loudspeaker on sales promotion is not studied. To verify how
intervention with a parametric array loudspeaker affects cus-
tomers’ purchasing behavior, we conducted a sales promotion
experiment in a real store in July 2022, using Yamato-maru
eggplant as the target of a sales promotion. We used sales
pitch audio played on a normal loudspeaker and a parametric
array loudspeaker as auditory stimulation and collected sales
amount data. The sales amount data was then analyzed with
the considerations of biases such as day-of-week and time-of-
day biases.

Our main contributions are twofold:

• We propose a sales promotion method using a paramet-
ric array loudspeaker to promote customers’ purchasing
behavior, which can be one of the substitutions of sales
demonstrations in a new lifestyle after the COVID-19.

• We conducted an empirical experiment to show the ef-
fectiveness of the auditory stimulation in a specific area.
We demonstrate that a parametric array loudspeaker can
promote customers’ purchasing behavior when appro-
priate sounds such as sales pitch audio are used.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews researches on the changes in purchasing behav-
ior using olfactory and auditory sales promotion methods. In
Section 3, we present our proposed method, i.e., promoting
customer purchasing behavior using a parametric array loud-
speaker. Section 4 describes the empirical experiment con-
ducted in a real store, followed by evaluations in Section 5.
Finally, Section 6 concludes the paper.

2 Related Work

The literature has studied olfactory and auditory stimula-
tion as the sales promotion without the senses of tactile and
gustatory perception. In this section, we review existing re-
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search on sales promotion with olfactory and auditory stimu-
lation.

2.1 Sales Promotion Based on Olfactory
Stimulation

Mayumi et al. presented sales promotion method based on
aroma diffusion[2]. They diffuse spice and curry smell, cor-
responding to recipes, from an aroma diffuser in the food sec-
tion of a supermarket to promote customers’ purchasing be-
havior of eggplant. The experiment was conducted for one
month with a constant price without any other sales promo-
tion such as pre-announcements. The results of sales amount
analysis showed that the aroma diffusion increased both the
number of visiting customers to and the time spent at the
sales section. The sales amount have also tended to increase.
The experiment was conducted for one month, and during
the experiment period, the price was kept unchanged, and no
sales promotion was conducted through prior notification or
appealing to customers. The results showed that aromas in-
creased the number of visits to the sales section and the time
spent there, and that the amount of sales tended to increase.

Mayumi et al. indicated that aroma diffusion is less effec-
tive for customers distant from an aroma diffuser[2]. There
is a limit to the range of aroma reach, which makes it diffi-
cult to deliver aroma to the entire store. Another problem of
olfactory stimulation includes the influence of store air condi-
tioning system and the mixture of aromas with other products.

In this study, we aim to realize a method using auditory
stimulation instead of olfactory stimulation.

2.2 Sales Promotion Based on Auditory
Stimulation

Background music (BGM) influences customers’ purchas-
ing behavior[5], [6]. Background sound can be utilized as au-
ditory stimulation to promote customers’ purchasing behav-
ior. Unlike the olfactory stimulation, an auditory stimulation
approach has small influence from distance and air condition-
ing systems.

Spendrup et al. presented sound-based sales promotion us-
ing nature sounds as in-store background music[3]. They an-
alyzed how customers’ purchasing behavior changes when
background music, such as birds chirping, is used in a super-
market. The results showed that the nature sounds increased
customers’ willingness to purchase organic and environmen-
tally friendly foods. However, Spendrup et al. also indicated
that the effect of the nature sounds was limited. The reason
may be that the background music did not match the atmo-
sphere in the store, and some customers found the natural
sound discomfort.

Milliman et al. examined how customers’ purchasing be-
havior changes when the tempo of in-store background mu-
sic is changed[4]. They conducted an intervention with cus-
tomers in a supermarket under three conditions of in-store
background music: no music, slow-tempo music, and fast-
tempo music. The results showed that the amount of sales
increased significantly when slow-tempo music was played
compared to when fast-tempo music was played. The rea-
son may be that the slow tempo music made customers move

Figure 1: Overview of the proposed method

more slowly in the store, and they stayed longer in the store.
However, slow-tempo music does not always have a positive
effect on customers’ purchasing behavior. The reason for this
is that the increase in time spent in the store may decrease the
turnover rate of the store, which may result in a decrease in
the amount of sales.

Customers’ purchasing behavior changes with the back-
ground music may include unknown effects. We think it dif-
ficult to find background music promoting customers’ pur-
chases with no discomfort for all customers. In this study, we
focus on loudspeakers that play sound rather than background
music instead of sound content.

3 Sales Promotion Using Parametric Array
Loudspeaker for Auditory Stimulation

In this section, we present a sales promotion method us-
ing a parametric array loudspeaker. A parametric array loud-
speaker transmits sound signals to a narrow range of direc-
tions, which enables us to deliver clear sound to a specific
area even in a noisy environment. We aim to increase the op-
portunities for customers to recognize a sales target product
to promote purchasing behavior.

3.1 Overview
Figure 1 shows an overview of our sales promotion system

using a parametric array loudspeaker. In a sales demonstra-
tion, a demonstrator makes a sales pitch to customers about a
target product to evoke purchasing behavior. In this study, we
play sales pitch audio from a parametric array loudspeaker to
evoke customers promoting purchases.

The following subsections describe the details of the loud-
speakers and song/audio used in our system.

3.2 Loudspeaker
We use a parametric array loudspeaker, which is a highly

directional loudspeaker that transmits audible sound to a nar-
row range of directions. A parametric array loudspeaker con-
sists of a number of ultrasound transmitters placed in a line.
Using highly directional ultrasound signals, a parametric ar-
ray loudspeaker realizes a narrow-directional loudspeaker. Hu-
mans cannot hear ultrasound signals. Specially modulated ul-
trasound signals are therefore transmitted from multiple ultra-
sound transmitters to generate an unmodulated low-frequency
hearable sound.

Unlike normal loudspeakers, a parametric array loudspeaker
delivers sound signals in a small area. We can use a big sound
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Figure 2: Experiment setup

to make a sales pitch to overcome in-store noise without in-
terfering with other sales sections.

3.3 Sales Pitch Audio

For auditory stimulation from a parametric array loudspeaker,
we prepare for sales pitch audio carrying information of a tar-
get product including the brand and the origin district. Cus-
tomers are considered to make a purchase decision based on
three attributes: brand, origin district, and price. Price infor-
mation is available in the sales section. We use a sales pitch
talk and a song including brand and origin district informa-
tion.

4 Empirical Experiment

We conducted an empirical experiment in a food store to
evaluate the proposed method described in Section 3. In this
experiment, we prepared five conditions to compare the effect
of loudspeakers and song/audio interventions. The effect was
evaluated based on the sales amount.

The following subsections describe the experiment setup,
experiment conditions, and equipment used.

4.1 Experiment Setup

Figure 2 shows an experiment setup of auditory stimulation
using a parametric array loudspeaker. In this experiment, we
used Yamato-maru eggplant produced in Yamato-Koriyama
City, Nara Prefecture in Japan. Note that Yamato-maru egg-
plants are a more expensive product than common eggplants.
Therefore, customers do not purchase them on a daily basis.

This experiment was conducted at the AEON Mall Yamato-
Koriyama store located in Yamato-Koriyama City, Nara Pre-
fecture in Japan, for approximately one month. The experi-
ment was conducted from July 4 to July 31 in 2022, which
was the season for Yamato-maru eggplants.

In this experiment, we did not conduct sales promotions
such as handing out flyers to avoid the influence of advance
notice. To compare several conditions and accurately inves-
tigate changes in purchasing behavior, we kept the state of
other sales media such as flyers and the food model of dishes

Figure 3: Layout of the supermarket during the experiment

using Yamato-maru eggplant at the sales section during the
experiment period.

Note that the experiment was conducted with no control
on store sounds. Store announcements and sound advertise-
ment in other sales sections have been made as usual, which
resulted in a noisy environment.

As shown in Fig. 3, we installed a parametric array loud-
speaker approximately 1 to 2 meters away from the sales sec-
tion. In a sales demonstration, a demonstrator directly ex-
plains products to consumers near the sales section. We em-
ulated the similar situation as the sales demonstration where
only the customers near the sales section are attracted. On
installation of a parametric array loudspeaker, we conducted
several in-store tests by adjusting the angle of the speakers
to ensure that the sound was clearly audible in the aisles fre-
quented by customers.

This experiment was approved by the Research Ethics Com-
mittee of Kio University (permission #R3-03-2).

4.2 Experiment Conditions
We conducted the following five experimental conditions

to investigate the effects of a parametric array loudspeaker on
promoting consumer purchasing behavior.

• Control (C): No intervention with auditory stimulation

• Test1 (T1): Sales pitch audio from a normal loudspeaker

• Test2 (T2): Sales song from a normal loudspeaker

• Test3 (T3): Sales pitch audio from a parametric array
loudspeaker

• Test4 (T4): Sales song from a parametric array loud-
speaker

We used the no-intervention condition with auditory stimula-
tion as a baseline.

Table 1 shows the experiment schedule. We carefully sched-
uled the above test conditions to collect data to eliminate sales
bias from the day of the week and the time of day.

4.3 Equipment
We used the Audfly FS-B1-Pro1 parametric array loud-

speaker shown in Fig. 4. For comparison, we used a nor-
mal loudspeaker with a diameter of approximately 50 mil-
limeters. We controlled each loudspeaker from a Raspberry
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Table 1: Experiment schedule
Day in July 9:00– 10:00– 11:00– 12:00– 13:00– 14:00– 15:00– 16:00– 17:00– 18:00– 19:00– 20:00–

10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00

4 (Mon) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C

5 (Tue) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4

6 (Wed) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3

7 (Thu) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2

8 (Fri) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4

9 (Sat) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C

10 (Sun) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4

11 (Mon) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2

12 (Tue) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3

13 (Wed) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2

14 (Thu) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4

15 (Fri) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1

16 (Sat) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1

17 (Sun) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C

18 (Mon) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4

19 (Tue) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2

20 (Wed) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1

21 (Thu) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3

22 (Fri) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C

23 (Sat) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3

24 (Sun) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2

25 (Mon) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3

26 (Tue) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C

27 (Wed) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4

28 (Thu) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C

29 (Fri) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3

30 (Sat) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2

31 (Sun) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1

Figure 4: Audfly FS-B1-Pro1 parametric array loudspeaker

Pi 3A+ to switch the sound signals and loudspeakers based on
the schedule shown in Table 1. The equipment was connected
to the Internet via an LTE network to be remotely controlled.

4.4 Song and Audio Setting
We used sales pitch audio and sales song including brand

and the origin district information, as described in Section 3.3.
As shown in Fig. 5, sales pitch audio was made by the VOICEVOX
text-to-speech software. The sales song is a short song ad-

Figure 5: Sales pitch audio made by VOICEVOX text-to-
speech software

vertising Yamato-maru eggplant. Both sales pitch audio and
sales song include the brand Yamato-maru eggplant from the
origin district of Yamato-Koriyama City.

4.5 Sound Playback System

We implemented a shell script program, which runs on a
Raspberry Pi, to play the sales pitch audio or sales song from
a parametric array loudspeaker or a normal loudspeaker. The
playing schedule was stored in a CSV file, which was loaded
into the program to choose the sound source and an output
loudspeaker.

We put a gap time of 10 minutes for the transition between
test conditions. The sales pitch audio or sales song was re-
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Figure 6: Hourly sales amounts

Table 2: Total sales for each condition
Conditions Sales (JPY)

C : No intervention with auditory stimulation 12672

T1: Ordinary loudspeaker and sales pitch audio 15360

T2: Ordinary loudspeaker and advertising song 12800

T3: PAL and sales pitch audio 19200

T4: PAL and advertising song 11520

peatedly played for 50 minutes. For example, for Test1 from
9:00 to 10:00, sales pitch audio was repeatedly played from
10:05 to 10:55 to prevent sound played simultaneously from
normal and parametric array loudspeakers.

5 Evaluation

In this section, we evaluate the sales data to show the im-
pact of the method of promoting customers’ purchasing be-
havior with a parametric array loudspeaker.

5.1 Evaluation and Discussion of Empirical
Experiment

We used data only from the AEON MALL Yamato-Koriyama
store in this paper because Yamato-maru eggplant was not
sold for a long time in other store due to the limited produc-
tion. Therefore, it is impossible to compare the results with
those for other stores or regions.

For about one month, from July 4 to July 31, we conducted
five conditions of Control (C) to Test4 (T4) in the experiment.
From 9:00 to 21:00, we calculated the sales of Yamato-maru
eggplant every hour.

The total sales amounts for each experimental condition are
shown in Table 2. The total sales amounts of T3 was the high-
est in Table 2. The total sales amounts of T3 was 1.52 times
higher than that of C.

The hourly sales amounts are shown in Figure 6. In Fig-
ure 6, the vertical axis represents the cumulative sales amount
for each hour, and the horizontal axis represents time of in-
tervention. It can be seen that Test3 (T3) showed significant
growth at 16:00 and 18:00. It also can be observed that Test2
(T2) showed growth at 11:00 and 12:00. According to the to-
tal sales for each hour, there is an increasing trend from 11:00
to 12:00. It is expected that a lot of people would purchase
ingredients for lunch or dinner in this period.

Figure 7: Sales amounts of conditions with parametric array
loudspeaker

Table 3: Total sales of conditions with parametric array loud-
speaker

Control (C) Test3 (T3) Test4 (T4)

9:00– 512 512 256

10:00– 1280 768 1792

11:00– 1920 1664 2432

12:00– 1024 1536 2176

13:00– 1408 2560 256

14:00– 640 1152 640

15:00– 896 1536 896

16:00– 1024 2944 640

17:00– 1024 1536 896

18:00– 1024 3968 256

19:00– 1152 512 1024

20:00– 768 512 256

5.2 Evaluation and Discussion of Conditions
Using Parametric Array Loudspeaker

We evaluate and discuss T3 and T4, which involve the use
of parametric array loudspeaker. We will compare these con-
ditions to the following three scenarios:

• C : No intervention with auditory stimulation

• T3: Intervention with a sales pitch audio

• T4: Intervention with a sales song

Hourly sales are shown in Table 3 and Figure 7. First, com-
pared T4 to C, sales increased from 10:00 to 12:00. However,
from 13:00 onward, sales in T4 remained the same or even
lower than sales in C. According to Table 2, the total sales in
T4 were lower than sales in C.

Sales of T3 were initially similar to or lower than C un-
til 12:00. However, sales for T3 exceeded those for C from
12:00 to 18:00. Furthermore, according to Table 6, T3 had
the highest total sales. T3 was the most effective condition in
promoting customers’ purchasing behavior.

As a result, it is clear that changes in sound have an impact
on sales. We expect that using sales pitch audio is effective
when promoting purchasing behavior using a parametric ar-
ray loudspeaker. However, sales decreased when the sales
song was used. It is expected that a parametric array loud-
speaker does not necessarily have an effect for promoting pur-
chasing behavior.
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Figure 8: Sales amounts of conditions with sales pitch audio

Table 4: Total sales of conditions with sales pitch audio (JPY)
Control (C) Test1 (T1) Test3 (T3)

9:00– 512 768 512

10:00– 1280 640 768

11:00– 1920 2816 1664

12:00– 1024 2816 1536

13:00– 1408 768 2560

14:00– 640 1408 1152

15:00– 896 1920 1536

16:00– 1024 1664 2944

17:00– 1024 640 1536

18:00– 1024 1152 3968

19:00– 1152 384 512

20:00– 768 384 512

5.3 Results and Discussion of Conditions
Using Sales Pitch Audio

We now turn our attention to evaluating and discussing T1
and T3, which involve the use of sales pitch audio. We com-
pared sales amount of the following three conditions:

• C: No intervention with auditory stimulation

• T1: Intervention with a normal loudspeaker

• T3: Intervention with a parametric array loudspeaker

Table 4 and Figure 8 show the hourly sales amount. Com-
paring T3 with T1, we can confirm that T3 was effective at
seven specific times: 10:00–, 13:00–, 16:00–, 17:00–, 18:00–
, 19:00–, and 20:00–. Compared to C, the sales amount of T3
was also higher in seven time periods different from the above
time periods. This indicates that T3 effectively promoted cus-
tomers’ purchasing behavior.

Compared to T1, T3 showed a higher sales amount at eight
time periods except the above five. In particular, at 13:00 and
18:00, the sales exceeded the others by approximately 1300
to 2000 yen. As shown in Table 2, the total sales amount of
T3 exceeds that of T1 by approximately 4,000 yen. Based on
these results, the sales pitch audio had a promotional effect
regardless of the type of loudspeaker.

5.4 Overall Evaluation and Discussion
The objective of the empirical experiment was to investi-

gate the effectiveness of techniques for promoting customers’

purchasing behavior using a parametric array loudspeaker. Sum-
marizing the experimental results, we have two main findings:

• Test3, which uses a parametric array loudspeaker and
sales pitch audio, was the most effective condition.

• Even when using a normal loudspeaker, sales pitch au-
dio showed effectiveness.

The experimental results showed that the combination of a
parametric array loudspeaker and a sales pitch audio was the
most effective approach.

Although a parametric array loudspeaker with a sales pitch
audio was effective, the second-highest effectiveness was de-
rived with a sales pitch audio using a normal loudspeaker.
This suggests that auditory stimulation directly engaging cus-
tomers might be more important than the type of loudspeaker.

The intervention using a parametric array loudspeaker had
a limited effect when using a sales song due to the limited
range of sound delivery. To fully take advantage of a paramet-
ric array loudspeaker, stimulation sound needs to be properly
selected.

6 Conclusion
In this paper, we presented a new auditory stimulation method

promoting customers’ purchasing behavior, especially for food
stores. We use a parametric array loudspeaker delivering sound
signals to a specific area, which overcomes noisy in-store
environments. We conducted an empirical experiment with
the target product of Yamato-maru eggplants. The analyti-
cal results show that auditory stimulation by sales pitch au-
dio sent from a parametric array loudspeaker increased sales
amount by 1.52 times. This result indicates that using appro-
priate sound with a parametric array loudspeaker can effec-
tively promote consumers’ purchasing behavior.
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I will give you some subtitles and
text on the slides from the lecture video of a biology class,
and I want you to design 5 level 1 questions using the criteria 
I have given. Below is the standard 

Level Name Description 
Level 4 Pattern of Relationship At this level, 

questions display scientific knowledge coherently expressed 
to probe the interrelationship of concepts. They request 
principled understanding with evidence for complex 
interactions among multiple concepts and possibly across 
concepts. 

Level 3 Complex Explanation At this level, 
Questions request an elaborated explanation about a specific 
concept aspect with accompanying evidence. 

Level 2 Simple Description At this level, 
questions request general information that denotes a link 
between concepts. The question can be simple, yet the answer
may contain multiple facts and generalizations. 

Level 1 Factual Information At this level, 
questions are simple in form and request a simple answer, 

159

International Workshop on Informatics (IWIN2024)



such as a single fact. Examples of this level of question are: 
How big are bats? Do sharks eat trash? How much do bears 
weigh?  
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"If you are a biology teacher 
in college..." 

Investigate 
Evaluate 
examine 

"Evaluate the significance of the Human Genome Project in 
revolutionizing our understanding of genetics and genomics. 
How has the mapping of the human genome paved the way for 
advancements in personalized medicine, evolutionary biology, 
and biotechnology? Provide examples from the text to illustrate 
the impact of genomic research on various fields of biology.

analyze 
elaborate 

"Describe the concept of a "molecular clock" as mentioned in the 
text. How does it aid in tracing the evolutionary history of 
species, and what insights does it offer into human evolution 
compared to other primates?

explain 
compare 
contrast 

"Explain the significance of lipid bilayers in cellular evolution 
and function

what 
when 
describe 

"When did the Earth begin to form?
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Abstract -

Wireless sensor networks (WSNs) are utilized in disparate

fields including agriculture. However, communication qual-

ity is often difficult to maintain owing to their complicated

topologies. This study presents an approach for monitoring

WSNs based on an analysis of the traffic the sensors sent and

received. Since only traffic data is used, the same monitor-

ing system is protocol-independent. The similarity of traffic

trends is exploited for communication route estimation. How-

ever, burst traffic often occurs during wireless communication

which may result in errors. Thus, the proposed technique uti-

lizes a new similarity measure called the Similar Trend Time

Ratio (STTR) for communication quality evaluation that is

versatile, maintains accuracy, and is network agnostic. For the

optimal threshold selection, a random forest machine learn-

ing algorithm was utilized. In the experiment, the traffic data

were artificially generated via network simulation using Qual-

Net and it was demonstrated that 50% or higher accuracy was

achieved in estimating linear communication routes when an

appropriate threshold was selected.

Keywords: Network Monitoring, Traffic Analysis, Time

Series Data, Similarity Measure

1 Background

It is expected that wireless sensor networks (WSNs) will

be introduced to the field of agriculture to acquire tempera-

ture and humidity data. However, these networks often have

complicated topologies, which make it difficult to maintain

network communication and quality. In particular, WSN sys-

tems for application to agriculture have a variety of protocols

or specifications depending on the required transmission ca-

pacity or frequency of data monitoring. Generally, network-

monitoring software analyzes the headers of each transmit-

ted packet to provide information on the network condition.

However, development of software for each specific network

is inefficient and ineffective.

2 Solution

2.1 Proposed Method
In the proposed method, networks are monitored by esti-

mating the network topology using only traffic data. This

method can be used in any network environment regardless

of the utilized protocols because the actual content of packets

is not analyzed.

Figure 1: Process of Proposed Network Monitoring Method

The proposed method analyzes traffic data to estimate the

communication route and quality of each link, generating com-

munication route and quality map. This generated map is use-

ful for users to understand network conditions and take coun-

termeasures in the area where communication qualities are

low.

Traffic data to be analyzed is time-series data collected from

each sensor, which represents the data sent and received by

each device during each time interval. For example, if a sen-

sor device has a recorded packet log, such as Table 1a, time-

series data are generated as shown in Table 1b.

This section explains how each process shown in Figure 1
contributes to the proposed method.

2.2 Similarity Evaluation

To estimate a communication route, the similarity between

the traffic data of all possible pairs of devices is examined,

which represents the possibility that the two devices commu-

nicate directly. Figure 2 shows an example of a pair of traffic

data where the sender device sends packets to the receiver

device. This traffic data were artificially generated via net-

work simulation using QualNet[1]. The two graphs have sim-

ilar traffic trends, as indicated by their similar shape. How-
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(a) Sent Traffic Amount Data of Sender

Device

(b) Recieved Traffic Amount Data of Re-

ciever Device

(c) Scatter Plot of Traffic Amount at

Same Time

Figure 2: Traffic Amount Data Comparison

(a) Sent Traffic Amount Data of Sender

Device

(b) Recieved Traffic Amount Data of Re-

ciever Device

(c) Scatter Plot of Traffic Amount at

Same Time

Figure 3: Traffic Amount Data Comparison in Case Burst Traffic Occur

Figure 4: Example of Linear Topology

ever, randomly selected pairs of traffic data are not similar, as

shown in Figure 3. Figure 5 shows the correlation between

all the traffic data of devices that communicate based on a lin-

ear topology, which is depicted in Figure 4. For example, the

value in the cell in row ”N2”, column ”N1”, indicates sim-

ilarity between the traffic data the sensor node named ”N1”

transmitted and ”N2” received. Devices in the same commu-

nication route exhibited similar traffic trends, as shown by the

boxes in Figure 5. These similarities are useful for network

quality estimation.

2.2.1 Inaccuracy Caused by Burst Traffic

Burst traffic or packet drop often occurs during wireless com-

munication, which hinders accurate network estimation in the

proposed similarity-based method. The effects of these events

can be observed in Figure 3, which examines temporal changes

over the entire monitored interval. Significant changes in the

amount of traffic are evident.

The calculated similarly scores based on basic similarity

measures for time-series data such as Euclidean distance (ED)

or Dynamic Time Warping (DTW), can be adversely influ-

enced even though a high degree of similarity is observed

during most of the monitored time.

A general countermeasure to burst problems is smoothing

using a moving average or rolling. However, smoothing elim-

inates traffic trend characteristics, which is not recommended

for the proposed method since trends are utilized to identify

communicating devices. A flexible similarity measure based

on user feedback has been proposed[2]; however, in the pro-

posed approach, the user must determine whether the effects

of burst traffic should be kept as hints for route estimation in
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Table 1: Packet Log and Traffic Amount Data

(a) Packet Log

Timestamp
(sec)

Packet Size
（kbyte）

0.04 48
0.40 36

2.06 68

3.40 36

4.09 72

5.42 56
5.55 60

6.08 72
6.26 60
6.40 36

8.08 72

10.02 72
10.13 60

(b) Traffic Amount Data

Time Period
(sec-sec))

Traffic Amount
（kbyte）

0 - 1 84
1 - 2 0
2 - 3 68
3 - 4 36
4 - 5 72
5 - 6 116
6 - 7 168
7 - 8 0
8 - 9 72
9 - 10 0
10 - 11 132

some cases, depending on the difficulty of estimation.

2.2.2 STTR Similarity Measure

To address the inaccuracy problem caused by burst traffic, a

new similarity measure called the Similar Trend Time Ratio

(STTR) was utilized, which examines the ratio of the time as-

sociated with a similar trend to the total time as a similarity

criterion. The determination of whether trends are simulta-

neously similar is based on the threshold applied to the dif-

ference data. Figure 6 represents difference between the two

time series traffic data shown in Figure 3a and Figure 3b.

Large differences caused by burst traffic are represented as

high or low values in the graphs. The periods during which

the two data have similar trends, which are highlighted in the

graph, are determined based on the STTR Similarity Deter-

mination Threshold: STTR is the ratio of the similar time

(highlighted area in the graph) to the total monitored time.

2.2.3 Communication Quality Calculated by STTR

The STTR value can also be used as a metric of communi-

cation quality because higher values are calculated when the

burst occurrence time is shorter, and lower STTR values are

calculated when it is longer. Once the communication route

is estimated using the proposed method, the quality of each

link can be determined using the STTR values. This facili-

tates the generation of a communication quality map, which

is useful for users to understand the network status and easily

implement measures to address any network failure.

2.3 Communication Route Estimation

When WSNs are utilized in agriculture, it is expected that

they will have a tree-shaped network topology because they

simply gather data at the gateway. This section explains the

estimation of the communication route using calculated STTR

values. Figure 7 shows an example of a tree-shaped WSN

topology with two components: a simple linear component

and a merge component. The proposed method first estimates

the linear component using the calculated STTR table, and

estimation og merge component is then performed using an-

Figure 5: Correlation Distribution Table Between TX and RX

Traffic Amount Data

other STTR table that contains the calculated STTR values

between all possible pairs of sender and single receiver nodes.

The first process of the route estimation is to chose the pair

of the nodes which have the highest similarity value calcu-

lated using STTR. The link between these two devices is the

first part of the estimated communication route. After the first

link estimation, the estimated route is expanded from the both

edge nodes, by choosing the link with the highest similarity

among all other possible nodes. Once the highest similar-

ity belows the threshold, the expansion process ends and the

route estimation completes.

2.4 Threshold Selection

In the proposed method, it is necessary to select two thresh-

olds for accurate communication route estimation, as shown

in Figure 1. This section explains the difficulty and impor-

tance of selecting these two values.

2.4.1 Threshold A:STTR Similarity Determination Thresh-
old

STTR similarity determination threshold is used to determine

whether the traffic data compared at the same timestamp are

similar. Figure 6 shows how different values are calculated

depending on this threshold.

A lower threshold, as shown in Figure 6a, is better in cases

where most sensor devices have similar traffic because it is

necessary to identify the communication relations of all the

devices. However, if this threshold is too low, the similarity

distribution is similar to that in Figure 8. These calculated

values makes no sense, which makes it impossible to deter-

mine the communication relations.

A higher threshold should be selected in cases where the

general communication quality is low and burst traffic often

occurs. However, when the threshold is set too high, the cal-

culated values are not effective for route estimation because

the identification of the communicating links becomes chal-

lenging.
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(a) Threshold=0.1 STTR=50% (b) Threshold=0.5 STTR=70% (c) Threshold=1.0 STTR=85%

Figure 6: Traffic Amount Difference Data and STTR

Figure 7: Communication Route Estimation Procedure in

Tree Shaped Topology

Figure 8: STTR Distribution Table When Threshold was Too

Low

The effective value for this threshold differs depending on

the communication quality and the similarity of communica-

tion of the sensor devices.

2.4.2 Threshold B:Minimum STTR Threshold for Com-
munication Route Estimation

The Minimum STTR Threshold was used for communication

route estimation to limit the candidate links determined based

on the calculated similarities for all possible pairs of devices.

For example, if the threshold is set to 90%, as in the case

shown in Figure ??, only the links with similarities greater

than 90% will be candidate links for the estimated communi-

cation route.

The appropriate value for this threshold depends on Thereshlod

A, which determines how similarities are provided. When

Threshold A is set as low, Thereshlod B should also be set as

low.

2.4.3 Threshold Selection Method Using Machine Learn-
ing

As previously explained, two thresholds should be appropri-

ately set in the proposed method, which decreases its ver-

satility. This section explains how to automatically set the

threshold using Random Forest Machine Learning, focusing

on Threshold A. Given that optimum Threshold B depends

on Thereshlod A, a fixed value is set for threshold B in this

paper.

The calculation of the correlation coefficient does not re-

quire the setting of any parameters, and it is easy to analyze

the general similarity distribution. Although similarity eval-

uation using the correlation coefficient is not useful for route

estimation using the proposed method, it is useful for deter-

mining the average communication quality and how similarly

the sensors communicate. Figure 5 is an example of simi-

larity distribution calculated using the correlation coefficient.

For example, if the communication quality is low and a high

similarity value is not found in Figure 5, this indicates that

Thereshlod A should be set lower. If most sensors send sim-

ilar traffic, the average similarity in Figure 5 will be high,

which indicates that Thereshlod A should be sufficiently high

to identify the communicating links.

This method uses random-forest machine learning to esti-

mate the optimum value for Thereshlod A based on the simi-

larity distribution calculated using the correlation coefficient.

3 Evaluation

This section evaluates the availability of the proposed method,

focusing on the linear communication route estimation func-

tion and the ML-based threshold selection function.

3.1 Experiment 1

This experiment evaluates the availability of a communica-

tion route estimation function for a linear network topology,

as shown in Figure 9. The parameters used in the experiment

are listed in Table 2.

198

International Workshop on Informatics (IWIN2024)



Figure 9: Network for the Experiment

Table 2: Simulation Parameters

Item Value

Trial Times
50 for learning

50 for testing

Simulation Time 180 seconds

Node Placement Spacing 120m, 150m, 160m, 170m, 180m

Transmission IEEE 802.11b

Routing
OLSR INRIA

(Specified Static Route)

Application
Constant Bit Rate

1024byte/1sec

The experimental results for route estimation accuracy are

shown in Figure 10. The accuracy differs depending on the

value selected for threshold A, and the highest accuracy is

shown using the largest marker in this graph. This reveals

that the optimum threshold differs according to the communi-

cation quality set by the node placement spacing.

3.2 Experiment 2

In this experiment, the accuracy of the optimum threshold-

estimation using machine learning was evaluated.

The accuracy exhibited an average error of 0.68 for the re-

lationship between the actual optimum threshold and the es-

Figure 10: STTR Similarity Determination Threshold and Es-

timation Accuracy

Figure 11: Relations Between Actual Optimum Threshold

and Estimated Thereshlod

timated threshold. Figure 11 shows this relationship and in-

dicates that this method mostly gives threshold close to the

actual optimum value. This threshold error leads to a decline

of approximately 10% for the route estimation accuracy. This

implies that the accuracy of the proposed method is approx-

imately 50%, which is insufficient for actual use. Thus, it is

necessary to improve the accuracy by choosing a better learn-

ing method or by adjusting Threshold B.

4 Conclusion

In this study, we propose a method for network route and

quality estimation by analyzing the traffic of constituent sen-

sors, which enables versatility in any network environment.

This approach utilizes similarities that can be observed in the

traffic trends of communicating devices. The similarity is cal-

culated using the STTR for accurate route estimation, even in

the presence of burst traffic. It was demonstrated that 50%

or higher accuracy was achieved in estimating linear commu-

nication routes when an appropriate threshold was selected.

For threshold selection, we utilized a random forest machine

learning algorithm to estimate the optimal threshold by cor-

relation distribution. The experiment showed that the thresh-

old can be automatically selected within error of 0.68, which

leads route estimation accuracy decline of only less than 10%.

This method is useful because of its versatility for assessing

network quality in any environment, enabled by automatic

threshold selection. In future work, the improvement of the

versatility of various network topologies and the estimation

accuracy will be investigated.
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Abstract - Integrating open-source software (OSS) tools

and libraries has become a common practice in software de-

velopment. However, the increasing prevalence of supply

chain attacks, where malicious code snippets are inserted into

OSS, poses a significant threat. Traditional pattern-matching

detection methods often fail because attackers can modify

source code to evade existing patterns and create new attack

techniques. This study introduces a novel approach to de-

tecting malicious code by evaluating the coherence between

source code and its documentation using a language model to

analyze the similarity of their distributed representations. By

assessing this coherence, our method identifies code snippets

unnecessary for the package’s original functionality, which at-

tackers typically do not document. Our research emphasizes

the importance of docstrings in detecting malicious code and

examines how documentation quality impacts detection ac-

curacy. Our findings show that coherence-based detection is

effective even with short docstrings, suggesting that software

developers include brief docstrings in their source code to en-

hance malicious code detection.

Keywords: Security, Software Engineering, Software Sup-

ply Chain, Source Code Analysis, Natural Language Process-

ing

1 INTRODUCTION

The integration of tools and libraries released as open-source

software (OSS) has become common practice in recent soft-

ware development. OSS refers to software with publicly avail-

able source code that can be modified and redistributed ac-

cording to the accompanying license [1]. By adhering to this

license, software developers can incorporate OSS into their

projects, thereby reducing development costs. Furthermore,

the existence of package distribution repositories that manage

and distribute OSS has simplified its usage.

However, supply chain attacks, which involve the falsifica-

tion of packages to insert malicious code snippets and thus

compromise the developers who use them, have been increas-

ing in recent years [2]. A typical attack involves an attacker

gaining unauthorized access to an OSS management reposi-

tory, falsifying legitimate OSS packages, and executing mali-

cious code in the environments of OSS users.

For instance, in 2024, it was reported that attackers had

continuously inserted a script to install a backdoor into the

repository of the OSS compression command line tool XZ

Utils [3]. Similarly, in 2022, an incident was reported wherein

an infinite loop was intentionally inserted into the colors.js
package, rendering it unusable for dependent OSS packages

[4]. Attacks in which malicious code performs actions unre-

lated to the legitimate purpose of the OSS, such as download-

ing malware or sending cryptocurrency, have been observed.

Various detection methods have been proposed [5], [6]; how-

ever, when attackers freely modify the source code, they can

embed various malicious operations that evade the existing

patterns.

This study proposes a method for detecting code that de-

viates from the intended use of OSS packages using natural

language processing (NLP) on the source code. Unlike tradi-

tional pattern-matching methods, this approach aims to detect

diverse attacks and code modifications without the need to

register attack patterns. Specifically, it involves extracting the

intended purpose of the OSS from its metadata and specifica-

tions, calculating the coherence between the source code and

the intended purpose using a pre-trained language model, and

flagging code with low coherence as suspicious for further

security checks.

This study focuses on exploring the type of document in-

formation that is necessary to calculate coherence with the

source code for detecting malicious code. In our experiments,

we adopted function docstrings as the explanatory informa-

tion for the source code and investigated how the format of

docstrings affects the detection accuracy. By extracting only

the first line of docstrings for detecting malicious code, our

findings showed only a slight decrease in accuracy, confirm-

ing that even brief docstrings can be effective.

2 BACKGROUND

2.1 OSS Supply Chain Risks

Various methods are used in attacks that inject malicious

code into the OSS supply chain. One method involves at-

tackers creating new packages that are designed to exploit ty-

posquatting and tricking users into confusing them with ex-

isting packages. Another method involves tampering with ex-

isting packages, in which attackers gain unauthorized access

to repository management systems to alter the source code.

Although it is more challenging, the latter method can have a

significant impact, especially when widely recognized pack-

ages are compromised. This is because highly popular OSS

is used and monitored by many users, making it easier to de-

tect bugs and security anomalies. Developers generally verify

whether the OSS is widely used by verifying metrics such as

the number of downloads and ratings in its repository. There-

fore, this study focuses on attacks that involve tampering with

existing packages.

Figure 1 depicts the OSS repository attack model. (1) The
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Figure 1: OSS attack model.

OSS user searches for OSS tools and libraries to integrate into

their development. (2) They instruct the downloading of OSS

via their development environment, such as via npm or pip.

(3) The OSS package is downloaded from the repository. (4)

Following download, the development environment automat-

ically executes the installation script provided by the package.

(5) However, an attacker may compromise the OSS pack-

age by injecting malicious code either through external unau-

thorized access or by leveraging social engineering to turn an

internal developer. Compromised packages may contain ma-

licious code that affects the development environment of the

user. (6) The security platform detects updates to the OSS and

conducts either automatic or manual security inspections. If

suspicious anomalies are found, the platform provides a warn-

ing with the associated source code and a detailed description.

(7) By consulting the security platform before downloading,

the user can verify the safety of the OSS that they intend to

use.

Although Figure 1 shows a scenario in which the OSS user,

repository, and security platform are all separate entities, cases

exist where the OSS user and security inspector are within the

same organization or the OSS repository also provides the se-

curity platform.

Ohm [7] reported that 34% of recorded attacks involve drop-

pers that download other malicious software, and 5% install

backdoors such as reverse shells. Other objectives include

wasting system resources through DoS attacks, cryptocurrency

mining, and stealing sensitive information. Moreover, mali-

cious code can be included in the install script that is auto-

matically executed in step 4 of Figure 1, or it can be executed

at runtime, with the conditions for execution arbitrarily spec-

ified by the attacker.

Upon reviewing the source code of the attacks collected by

Ohm, we discovered cases in which the same malicious code

was inserted into multiple packages. A typical example is pre-

sented in Figure 2. This example shows the injection of ma-

licious code into the install script of the redist package on

PyPI. In addition to the typical components of an install script

(importing libraries, installation script, and metadata defini-

tion), a malicious code segment that downloads and executes

a file from a specified server was injected. Almost identical

segments were found in the other 120 packages. This sug-

gests that attackers inject the same malicious code into mul-

tiple packages to reduce the cost of attacks while targeting a

wide range of systems. Such attacks can be easily detected by

from setuptools import setup, find_packages
import os
import requests
from setuptools.command.install import install
from sys import platform

def send():
try:

env = os.environ['COMPUTERNAME']
t = requests.get("https://some_url.com/file " +env)
if platform == 'win32':

url = 'https://another_url.com/file'
filename = 'filename.exe'
rq = requests.get(url, allow_redirects=True)
open(filename, 'wb').write(rq.content)
os.system('start '+filename)

except:
pass    

class PostInstallCommand(install):
def run(self):

install.run(self)
send()

setup(
name='redist',
version='4.4.7',
description='A very basic firstbasicpyapp',
python_requires=">=3.6",
install_requires=[''],
tests_require=[],
cmdclass={'install': PostInstallCommand},

)

Figure 2: Malicious code inserted into the redist package.

Sensitive information of the malicious code is masked.

for (let i = 666; i < Infinity; i++) {
if (i % 333) {
// console.log('testing'.zalgo.rainbow)

}
console.log('testing testing testing testing testing testing testing'.zalgo)

}

Figure 3: Infinite loop injected into colors.js package.

registering and checking the patterns of the malicious code.

As another example, we consider the attack on the colors.js

package [4]. Colors.js is a library that provides functional-

ity for displaying colored text in the terminal. However, the

author released a malicious version that included functional-

ity unrelated to the original purpose of the package, such as

the infinite loop shown in Figure 3, which caused runtime

issues for environments that downloaded this version. This

malicious code exhibits different characteristics from the at-

tack code used in other packages, making it difficult to de-

tect through pattern matching. Consequently, colors.js is a

dependency for over 2,500 packages, resulting in widespread

impact of the attack. This incident highlights the potential

danger of arbitrary attacks posed by attackers who gain ac-

cess to the source of widely used packages to inject malicious

code.

2.2 Attack Detection Methods

With the increase in attacks on OSS supply chains, various

methods for detecting malicious code have been researched.

These can be roughly classified into pattern-matching- and

machine-learning-based methods. Sejfia [5] identified the fol-

lowing characteristics of malicious npm packages: 1. access

to PII or personal identifying information, 2. access to sys-

tem resources such as the file system, processes, and network,

3. the use of specific functions, such as cryptography, data en-

coding, and eval, 4. the installation of other packages, and

5. the use of minification, obfuscation, or binary files. These

characteristics are used to detect malicious packages along

with features such as package update times.

In an example that utilizes machine learning, Rozi [6] parsed

source code into AST representations and input graph struc-

tures into a machine-learning model to detect JavaScript pat-

terns that are characteristic of malicious packages.
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Many of these methods rely on detection rules based on

existing attacks and specialize in identifying previously dis-

covered patterns. However, when attackers freely modify the

source code and insert arbitrary malicious code, new methods

of coding and attack objectives that have not been encoun-

tered before must be addressed. In this study, we propose a

detection method that does not specialize in specific attacks,

but instead, uses a model that learns the general correspon-

dence between the source code and documentation to detect a

wide range of malicious code.

2.3 NLP
Large language models (LLMs) based on deep learning

have recently attracted considerable attention. These mod-

els can obtain distributed representations of features from text

through training and are used for text comparison, search, and

generation. Multimodal models that accept inputs and out-

puts other than natural language allow operations that com-

bine natural language with other types of information. More-

over, a language model as a service enables access to these

models without requiring extensive computational resources,

thereby allowing the utilization of LLMs in various scenar-

ios [8].

Most recent LLMs employ the Transformer [9] attention

model, which is composed of an encoder and a decoder. The

encoder converts the input into internally distributed repre-

sentations, whereas the decoder generates the desired text out-

put. A distributed representation is a vector that captures the

meaning within a sentence, in contrast to the input being mere

words or associated IDs. These distributed representations

are not only passed to the decoder to generate output text, but

can also be compared to measure the semantic “closeness” of

the inputs. The dot product of the distributed representations

(vectors) generated by the same model reflects the semantic

“closeness” of the inputs, which is a concept that is leveraged

in our method.

UniXcoder [10] is a large multimodal model that can han-

dle source code and natural language. It is a pre-trained LLM

that is designed for general purposes, such as source code

generation and searches. The model converts natural and pro-

gramming languages into distributed representations via an

encoder. By calculating the dot product of these represen-

tations, the coherence between the source code and natural

language can be defined, thereby enabling effective compari-

son and detection of inconsistencies between the source code

and its documentation.

3 PROPOSED METHOD

This study proposes a method for detecting malicious code

by calculating the coherence between the functionalities pro-

vided by OSS and its source code.

3.1 Definitions
The “functionality” provided by an OSS package refers

to the processes or services that the package aims to deliver

through its source code implementation. The source code

that correctly implements these functionalities is referred to

Table 1: Detection based on relevance to functionality.

Coherence Implementation

(functionality) # Print an error log message.
def e(message, exit_code=None):

0.06836
if uname == "Windows":

exec_malcode()

0.3221
print_log(message, YELLOW, BOLD)
if exit_code is not None:

sys.exit(exit_code)

as “benign code.” Conversely, “malicious code” refers to any

code that performs actions unrelated to the legitimate func-

tionalities of the OSS, such as downloading malware or send-

ing cryptocurrency, and is typically inserted through attacks.

This method focuses on OSS packages and classifies and de-

tects benign and malicious code based on their coherence with

the intended functionalities.

3.2 Proposed Method

Coherence-based malicious code detection of OSS pack-

ages is proposed. This method involves calculating the coher-

ence between the functionalities provided by the OSS pack-

age and its source code. The process begins with extract-

ing metadata and specifications from the OSS package, which

serve as document information representing its functionality.

The extracted information is defined as legitimate processing.

The coherence of various parts of the source code with this in-

formation is calculated using an LLM. Source code segments

with low coherence scores are flagged as suspicious and rec-

ommended for further inspection.

Table 1 presents an example of malicious code detection

based on coherence with functionality. In this example, the

functionality “Print an error log message” is compared to each

line of the source code, with coherence scores ranging from

−1 to 1. The first segment of the source code has the lowest

coherence score of 0.06836, indicating that it is suspicious

“malicious code.”

To employ this method, source code segmentation is re-

quired before calculating the coherence. The relationship be-

tween the source code and its corresponding documentation

becomes more ambiguous as the scope of the documentation

widens. If a segment of long source code contains a tiny ma-

licious snippet, its relevance to the documentation may still

be high, making detection difficult. Therefore, segmenting

the source code finely to isolate the malicious code as far as

possible is crucial.

Several methods can be considered for source code seg-

mentation. One of the simplest methods is to segment the

source code using line breaks, which provides a meaningful

separation within the code. In existing attack cases, malicious

and benign code are often separated by one or more blank

lines, allowing this method to isolate the malicious code ef-

fectively. This is likely because attackers often lack the intent

or technical ability to blend malicious code into benign code
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def function_name(args):
"""docstring can be one-liner

or consist of multiple lines
to explain the function's arguments,
return values, usages, etc.
"""
beginning of code implementation
...
... # single comment
...

# comment which explains the following code
...
...

code outside the function

Figure 4: Various comments in Python program.

seamlessly. However, as attacks become more sophisticated,

it is possible that malicious code can be cleverly interwoven

with benign code.

In such cases, more advanced code segmentation techniques,

such as analyzing program slices [11], have been suggested.

However, this is beyond the scope of the present study.

In addition, there are instances in which the entire source

code is obfuscated. The presence of obfuscation can be de-

tected automatically by checking the code entropy. For OSS,

when concealing the source code is not necessary, the pres-

ence of obfuscation may indicate an attempt to hide malicious

activity, warranting further scrutiny.

3.3 Docstring
In the previous section, a novel method for automatically

detecting malicious code was proposed. In this section, we

focus on docstrings.

A docstring is a comment or string literal that describes the

corresponding modules (classes, functions, or methods). Sev-

eral languages, including Python, define docstrings as part of

the language specification [12]. Figure 4 shows an example of

Python source code containing a function with various com-

ments and a docstring. In Python, comments are preceded by

# and some triple-quoted string literals are treated as multi-

line comments. Although comments in the source code do

not explicitly indicate the area of code that they explain, doc-

strings are designed to explain the entire module, function,

or class. Some IDEs support docstrings to help developers to

describe the modules during coding.

The style of docstrings can vary according to community-

or project-specific guidelines. For example, Javadoc [13] pro-

vides a standardized method for documenting classes, meth-

ods, and fields, which helps to ensure consistency and com-

prehensiveness in the provided documentation. Javadoc gen-

erates docstrings that include various “tags” to document the

source code. These tags provide explanations for elements

such as return values and arguments. The tags are preceded

by @; therefore, @return explains the value that would be

returned by the function. Other examples can be found in

the Google Style Guide [14], where the attributes are indi-

cated by :. For example, the return value can be expressed

using :return:. These efforts aim to make the documen-

tation clear, useful, and easily understandable for both users

and developers.

Furthermore, docstrings are often designed with the expec-

tation that they will be processed using tools for generating

documentation or analyzing code. Our experiment investi-

gated the coherence between the source code and its sup-

plementary information. Therefore, the experiment focused

on docstrings as the optimal information for explaining the

source code, which was handled on a per-function basis.

In practice, the styles of docstrings that are adopted by each

OSS project are diverse, and the decision to write docstrings

is at the discretion of OSS developers. In such a situation, the

proposed method limits the range of the source code that can

be attacked and increases the attack cost for attackers.

4 ANALYSIS

In this study, we employed the CodeSearchNet Corpus [15]

as the primary dataset. The CodeSearchNet Corpus comprises

highly rated OSS projects. We assumed that the docstrings

in this dataset are accurately and adequately documented to

describe the corresponding code. Employing this dataset en-

abled us to represent the OSS projects under scrutiny effec-

tively, providing a stable foundation for our research to detect

malicious code through the coherence analysis of the source

code and its documentation.

4.1 CodeSearchNet
The CodeSearchNet Challenge [15] is a benchmark for mul-

timodal models that handles both programming language and

natural language tasks such as code generation from docu-

mentation, documentation generation, and code searching by

natural language queries. CodeSearchNet provides the Code-

SearchNet Corpus, which is one of the largest datasets of code

with docstrings, to evaluate the performance of models. Sev-

eral LLMs, including UniXcoder, are pre-trained and evalu-

ated using this dataset.

The CodeSearchNet Corpus consists of datasets in six pro-

gramming languages (Go, Java, JavaScript, PHP, Python, and

Ruby) and 2,326,976 examples with docstrings, with 6,452,446

examples in total. The dataset was collected from public GitHub

repositories based on the following criteria: the repository is

not a fork of another repository; the repository has a license

that permits re-distribution; and the repository is referenced

as a library by another project.

The dataset was further filtered to ensure the quality and

relevance of the docstring-code pairs. The following exam-

ples were filtered out:

• code snippets with fewer than three lines,

• docstrings with fewer than three tokens,

• functions with a name that includes the term “test,”

• special method overloads such as __str__, and

• duplicate examples within the dataset.

4.2 Docstring Analysis
In this section, we analyze the distribution and characteris-

tics of docstrings in the CodeSearchNet Corpus to understand

their potential impact on malicious code detection.
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Table 2: Distribution of lines of docstring (LoD).

LoD Count Percentile Average Variance

1 5978 40.07%

2 1032 46.99%

3 855 52.72%

4 852 58.43%

5 579 62.31%

6–9 2261 77.47% 565.25 4484

10–14 1156 87.90% 311.2 2937

15–19 662 92.34% 132.4 577.4

20–29 624 96.52% 62.4 342.2

30–49 342 98.81% 17.1 64.49

50–99 140 99.75% 3.5 4.950

100–308 37 100% 1.48 0.4096

Table 2 presents the distribution of docstrings based on the

number of lines (lines of docstring; LoD) that they contain.

This distribution is crucial for understanding how the doc-

umentation length varies across different functions and how

this might influence malicious code detection. It is evident

from the table that the majority of docstrings are relatively

short, with 40.07% containing only a single line. However, a

significant proportion of docstrings (approximately 22.53%)

have more than six lines, indicating a substantial amount of

detailed documentation in some cases. The variance in the

number of lines suggests that while some functions are docu-

mented very briefly, others have extensive documentation.

The analysis of the docstring length distribution and iden-

tification of functions with extensive documentation provide

a foundation for our proposed method for detecting malicious

code through coherence analysis. Functions with comprehen-

sive docstrings are likely to have a higher degree of coher-

ence between the code and its documentation, which makes it

easier to identify anomalies. Conversely, functions with min-

imal or no documentation pose a greater challenge, because a

lack of detailed descriptions can obscure the true intent of the

code.

Our findings highlight the importance of encouraging de-

tailed documentation in OSS projects, which not only aids in

code comprehension but also enhances the effectiveness of

malicious code detection methods based on coherence analy-

sis.

4.3 Experiment

In this section, we describe the experiments conducted to

investigate the impact of the coherence between docstrings

and code segments on the detection of malicious code, given

the diversity of docstring formats. We used UniXcoder as

the language model to calculate the coherence between doc-

strings and code segments, as well as CodeSearchNet Corpus,

which is divided into training, validation, and test sets. In our

experiments, we used the test set, which was not employed

during the training of the language model, specifically focus-

ing on the Python language subset.

4.3.1 Docstring Format

We categorized docstrings into six formats to understand how

different styles of documentation affect the coherence analy-

sis:

Clean This format follows the benchmark provided by Code-

SearchNet, where only the first paragraph is extracted

for docstrings longer than three lines.

Full The original docstrings from the dataset are used with-

out any modifications.

First line Only the first line of the docstring is used.

Return The part of the docstring containing the return tag is

used.

FL & Return Both the first line and the return tag part of the

docstring are used.

Function name The function name is used as a substitute for

the docstring, treating it as the docstring information.

4.3.2 Evaluation Metrics

We used the receiver operating characteristic (ROC) curve

and area under the curve (AUC) to evaluate the performance

of our coherence-based detection method.

The ROC curve shows the performance of a classifier across

various threshold settings. It plots the true positive rate

(TPR) against the false positive rate (FPR) at differ-

ent threshold levels. The TPR, which is also known

as sensitivity or recall, measures the proportion of ac-

tual positives correctly identified by the model. The

FPR measures the proportion of actual negatives that

are incorrectly identified as positives. By plotting these

rates, the ROC curve illustrates the trade-off between

sensitivity and specificity (1 - FPR).

The AUC shows the overall performance of the classifier. It

represents the area under the ROC curve and provides a

measure of the ability of the model to distinguish be-

tween positive and negative classes. An AUC value

of 1.0 indicates perfect classification, whereas an AUC

value of 0.5 suggests no discriminative power, which

is equivalent to random guessing. A higher AUC value

generally indicates better model performance.

We computed the ROC curves and AUC values for differ-

ent docstring classifications to evaluate the performance of

our coherence-based detection method. The results show how

well the method can differentiate among benign, injected, and

divided code segments based on the coherence scores. By

comparing the AUC values across different docstring types,

we aimed to identify the docstring format that provides the

most reliable basis for detecting malicious code. It is impor-

tant to note that setting the appropriate threshold remains a

challenge in this research. Despite this, we used the AUC as

a metric to evaluate the overall performance, acknowledging

this limitation, while still providing a comprehensive assess-

ment of the effectiveness of our method.
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def function_name(args):
"""docstring

multi-line docstring
i.e. detailed explanation
of the function
"""
benign code segment
...
...

another benign code segment
...
...

malicious code segment injected
...

newline

Figure 5: Example of segments extracted from a function.

4.3.3 Docstring and Code Segments

We categorized the code segments into three types:

Benign The original source code corresponding to the doc-

string, representing benign code that has not been al-

tered by an attack.

Injected Code segments that mimic malicious code injected

by an attacker, which should show low coherence with

the original docstring as they are unrelated to the in-

tended purpose of the function. In this experiment, the

attack code from the ctx package incident [2] was in-

jected as a malicious code snippet.

Divided Benign code segments that have been split by empty

lines, representing parts that should still have high co-

herence with the original docstring even when divided

by a segmentation algorithm. This result is significant

because source code segmentation does not always per-

fectly separate benign and malicious code. When seg-

mentation divides the source code into finer granularity,

it is reasonable to assume that the benign code will also

be split into several segments. We compared the ef-

fectiveness of docstrings in this category with the seg-

ments of malicious code to verify their impact.

Figure 5 shows how docstrings and code segments are ex-

tracted from a function. The green box indicates the docstring

segment extracted from a function. Docstrings were format-

ted according to the styles described above. The blue box

indicates the benign code segment and the dashed blue box in-

dicates the code segments divided by a newline in the source

code. The red box indicates the injected code segment that

simulates malicious code inserted by an attacker.

In this scenario, we assumed that we could distinguish be-

tween source code inserted by attackers and the original be-

nign source code. This segmentation method relies on empty

lines as delimiters in the source code, assuming that attack-

ers insert malicious code separated by an empty line. Al-

though other methods such as the Control Flow Graph and

Code Slice [11] can be considered, they are beyond the scope

of this study.

This experiment aimed to demonstrate that malicious code

can be reliably detected, even when docstrings vary signifi-

cantly in format and content, by analyzing the coherence be-

tween docstrings and code. The results provide insight into

the robustness and effectiveness of coherence-based detection

methods for identifying code anomalies.

4.4 Results
Figure 6 shows how different docstring formats affect the

coherence values between docstrings and their correspond-

ing code segments. It illustrates the coherence of the be-

nign source code, injected malicious code, and benign source

code divided into segments. The comparison of coherence

between the benign source code (left) and injected code (cen-

ter), as well as between the divided benign code (right) and

injected code (center), provides valuable insights for classifi-

cation. Table 3 presents the AUC metrics. AUC values closer

to 1 indicate better performance.

In all docstring formats, the benign code segments gener-

ally exhibited higher AUC values than the malicious code seg-

ments. In addition, benign code segments separated by new-

lines showed higher AUC values than malicious segments.

However, in some docstring formats, the difference in coher-

ence was not significant.

Using the complete docstring (Full) for coherence mea-

surement resulted in overall higher coherence values com-

pared with the clean docstring format provided by CodeSearch-

Net. This increase was particularly notable in the benign code

segments, leading to an improved AUC. The full docstring

format showed better AUC values than the other formats, sug-

gesting that more comprehensive documentation contains more

information, thereby enabling more accurate classification.

Using only the first line of the docstring (First line) resulted

in a slight decrease in the AUC, with values of 0.9798 for

non-divided and 0.9003 for divided benign code segments.

When using the return tag portion of the docstring (Return),

the AUC values decreased further, especially for the divided

benign code, indicating that the coherence decreased for code

segments not directly related to return processing. However,

combining the first line with the return tag information (FL &
Return) resulted in the second-highest AUC values, and the

lowest variance in coherence across segments.

Conversely, using the function name as a substitute for doc-

string (Function name) resulted in no significant difference in

coherence between the benign and injected code, yielding low

AUC values.

5 DISCUSSION

In this study, we investigated the impact of various doc-

string formats on the coherence between benign and mali-

cious code and their effect on the classification of malicious

code. Our experiments demonstrated that using the entire

docstring resulted in the best classification performance. Uti-

lizing only the first line of docstring produced high AUC re-

sults, whereas adding return tag information slightly improved

the AUC values. However, using only the return tag in doc-

string resulted in lower AUC scores. This is because the re-
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Table 3: AUC metrics for different docstring formats. AUC values below 0.9 are underlined.

Docstring format
AUC vs. injected Coherence average Coherence variance

Sample size
Benign Divided Benign Injected Divided Benign Injected Divided

Clean 0.9854 0.9078 0.5543 0.1817 0.4228 0.01806 0.009603 0.02360 14918
Full 0.9864 0.9104 0.6844 0.2192 0.4908 0.02778 0.01214 0.02711 14918

First line 0.9798 0.9003 0.5478 0.1863 0.4211 0.01825 0.009598 0.02345 14918
Return 0.9133 0.7978 0.4236 0.1694 0.3372 0.02360 0.01075 0.02719 1201

FL & Return 0.9940 0.9093 0.6037 0.2056 0.4369 0.01652 0.009044 0.01982 1201
Function name 0.6296 0.7843 0.3410 0.2819 0.4292 0.02175 0.01034 0.02329 14918

Figure 6: Boxplots of coherence between docstrings and code segments.

turn information does not provide a comprehensive explana-

tion of the entire function and omits the details of processes

that are not reflected in the return value. Similarly, employ-

ing the function name as a docstring is less descriptive than

the docstring that is mostly written in a sentence and has a

lower coherence with the overall function implementation. In

conclusion, docstrings with information of both the overall

implementation and return value effectively capture function-

ality through NLP techniques.

Our experiments showed that the proposed coherence-based

method successfully detected segmented malicious code that

deviated from the original purpose of the function, achiev-

ing an AUC of approximately 0.9. This method requires a

docstring to describe the function; however, it was confirmed

that a few lines of docstring, rather than a long description,

are sufficient. The experiment quantitatively demonstrated

the benefits of including docstrings in source code, particu-

larly for software developers whose code is intended for use

by third parties. Although a few lines of docstring are effec-

tive, it was found that simply copying and pasting the function

name into the docstring had limited effectiveness.

There is room for improvement in the source code seg-

mentation for the proposed method. Currently reported ma-

licious OSS packages often involve inserting a code snip-

pet that performs unauthorized actions or creating a package

that is specifically designed for attacks. In cases where ma-

licious code injected through source code tampering is con-

cealed more subtly, alternative segmentation methods beyond

those based on newlines, as discussed in this paper, may need

to be considered.

In addition, this experiment only dealt with Python, and

experiments involving other languages are necessary. Fur-

thermore, although the detection targets differ, it is essential

to conduct experiments that consider real-world attacks using

datasets collected using existing malicious package detection

methods.

6 CONCLUSION

This study has presented a novel method for detecting ma-

licious code in OSS by evaluating the coherence between the

source code and its documentation. Traditional pattern-matching

techniques for malicious code detection often fail to detect

sophisticated attacks in which attackers modify the code to

evade detection. Our approach leverages NLP to calculate the

coherence between the functionalities provided by OSS and

its source code, identifying code snippets that are unneces-

sary for the original purpose of the package and are therefore

potentially malicious.

Our research demonstrates that analyzing the coherence be-

tween docstrings and the source code can effectively flag sus-

picious code segments. Experiments conducted using the Code-

SearchNet Corpus show that even short docstrings, such as

those containing only the first line or return tag information,

can provide sufficient information to detect malicious code

with high accuracy. Specifically, our findings showed an AUC

of 0.9864 when using full docstrings and 0.9798 when using

only the first line, underscoring the utility of even minimal

207

International Workshop on Informatics (IWIN2024)



documentation.

Furthermore, the analysis revealed that although compre-

hensive documentation (full docstrings) yields the best detec-

tion performance, even minimal documentation significantly

improves the ability to identify malicious code compared with

having no documentation at all. This suggests that OSS devel-

opers should be encouraged to document their code diligently,

focusing on summarizing the function and return values, to

aid in detecting malicious activities.

In conclusion, this study provides a compelling case for in-

tegrating coherence-based methods into OSS security prac-

tices. Future work could explore extending this approach

to other programming languages and integrating additional

context or metadata to enhance the detection capabilities fur-

ther. By promoting the inclusion of docstrings and leveraging

NLP techniques, the resilience of software systems to supply

chain attacks and other malicious activities can be improved,

thereby ensuring a safer and more reliable OSS ecosystem.
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Abstract - In software development, extracting relevant infor-

mation from the functional requirements of specifications is

crucial for ensuring consistency and reliability. Traditional

methods of information extraction are often burdened with

extensive annotation requirements, which can be both time-

consuming and error-prone. To address this issue, we ap-

plied NLP techniques to streamline the extraction of infor-

mation from functional requirements, aiming to enhance soft-

ware development efficiency. We developed an information

extraction system and an automatic rule generation process

to extract preconditions, actions, and resulting states from

Japanese functional requirements without requiring special-

ized knowledge and with minimal annotation. Experimen-

tal results using benchmark requirement documents demon-

strated that our proposed method could extract relevant infor-

mation with 80% accuracy. This approach lays the founda-

tion for automating the extraction of functional requirements,

improving the consistency and reliability of requirement doc-

uments, and enabling more efficient software development.

Keywords: software engineering, natural language process-

ing, requirements specification, information extraction

1 Introduction

The application of Natural Language Processing (NLP)

technology to functional requirements in a specification doc-

ument represents a significant advancement in streamlining

software development processes. Functional requirements in

a specification document detail the specific functionalities and

behaviors that the system should provide to meet user needs.

These requirements define:

• Preconditions required before the system can perform

a specific action.

• Actions that the system carries out when certain condi-

tions are met.

• Resulting State of the system after the actions have

been completed.

They serve as guidelines for developers in designing and

implementing the system. However, functional requirements

may contain contradictions, potentially causing confusion in

the development process. For instance, if the specification

document provides inconsistent information about how a cer-

tain functionality should operate, developers may struggle to

determine which information to trust. Contradictory informa-

tion may also arise across different sections or parts of the

document, leaving developers uncertain about what is correct

and potentially impacting the progress of the project. Ac-

cording to [1], these types of contradictions pose serious chal-

lenges for developers and require time and effort to resolve.

While requirements specifications written in natural language

offer flexibility and expressiveness, they are also prone to

contradictions, which can lead to inconsistencies and misun-

derstandings in requirements. Furthermore, once the require-

ments specification is created, the development process pro-

gresses based on it. However, if defects arise in this upstream

process, they can have a significant impact on downstream

stages. To prevent such issues, it is desirable to identify and

resolve contradictions in functional requirements.

To identify inconsistencies in functional requirements,

model checking is often regarded as a useful tool. Further-

more, it is anticipated that using NLP technology to efficiently

create formal specifications for a system will reduce the cost

of performing model checking. Formal specifications need

to be prepared in advance for model checking, and methods

have been proposed to efficiently create these specifications

from requirements documents written in natural language [2,

3, 4].

Among the requirements documents, functional require-

ments are particularly useful for creating formal specifica-

tions related to behavior. Therefore, if NLP technology

can be employed to automatically extract information from

functional requirements, it could reduce the cost of creating

behavior-related formal specifications. Amidst the growing

attention to the application of NLP in software development,

there is a shortage of appropriate training corpora for deep

learning in requirements engineering [5]. It is crucial for in-

formation extraction to be applicable to general language pat-

terns without incurring the cost of domain adaptation, con-

sidering the diverse range of requirement specification docu-

ments created across various fields [6].

However, research into extracting information from func-

tional requirements for creating formal specifications is still

underdeveloped, and information extraction from Japanese

lags behind that from English. One reason is that it is chal-

lenging to precisely define whether the events and states in-

cluded in functional requirements correspond to Precondi-
tions, Actions, or Resulting State. Even if a precise defini-

tion were established, it would require specialized knowledge

from the information extraction operators, increasing their

workload.

In this study, we developed information extraction rules

that consider both syntactic structure and semantics to extract
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Preconditions, Actions, and Resulting State from Japanese

functional requirements. Additionally, we implemented an

automatic rule generation process to enable information ex-

traction without requiring specialized knowledge from users.

Although this paper focuses on Japanese, it employs NLP

techniques that are also applicable to English, allowing for

the possibility of extending the approach to English as well.

We created 186 binary relations for the events and states ex-

tracted from 46 functional requirements of the “Wadai-Futto

pot” Ver. 7 [7], which is used as a benchmark for Japanese re-

quirements documents. We annotated these relations to spec-

ify which of the pairs correspond to Preconditions, Actions,

or Resulting State, such as Preconditions—Actions or Pre-
conditions—Resulting State. As reported in [6], the major-

ity of functional requirements are contained within a single

sentence. Therefore, in the initial stages of our methodol-

ogy, we excluded functional requirements that span multiple

sentences. We reported descriptive statistics on the generated

extraction rules and then compared the experimental results

between extraction solely based on the rules and application

of a filter using similarity of binary relationships after apply-

ing the rules.

The structure of the following sections is as follows. Sec-

tion 2 will summarize the main research on efficient ideas for

creating formal specifications, elements extracted from func-

tional requirements, and deep learning-based and rule-based

extraction methods. Next, Section 3 outlines the procedure

for extracting events and states through syntactic and seman-

tic analysis. The method for identifying the relationship be-

tween the two extracted events/states is explained in Section

4.1. Additionally, Section 4.2 describes how the extraction

rules can be automatically generated with minimal annotation

by the workers. In Section 5, we will report statistics on the

extraction rules created based on this method. We will then

describe the experimental results comparing extraction solely

based on the rules with those after applying a filter. Finally,

in Section 6, we will summarize this study and discuss future

prospects.

2 Related Work

While functional requirements are commonly described in

natural language, the inherent noise and ambiguity of natu-

ral language can make analysis challenging. To circumvent

this issue and facilitate the transformation of functional re-

quirements into formal specifications, a method involves de-

scribing the requirements in Controlled Natural Language

(CNL), a language with restricted sentence structures [8, 9,

10]. The aim of these studies is to provide a formal founda-

tion for model-based testing through natural language parsing

and automatic generation of test cases. Since models contain-

ing ambiguity can lead to the creation of incorrect test cases,

CNL, which specifies a single interpretation, plays a crucial

role. Those applying extraction rules, as seen in [9], typi-

cally work with syntax trees. The extracted elements are or-

ganized into frame-based semantic representations, which are

then mapped to internal formal models. The effectiveness of

a small set of rule-based extraction rules is attributed to the

restricted sentence structures in CNL.

On the other hand, describing functional requirements in

natural language offers the advantage of high expressiveness.

While CNL may require extensions to handle new expres-

sions, natural language inherently does not. However, a draw-

back arises in the increased complexity of extraction rules

compared to CNL when extracting elements from sentences.

In [3], examples of extraction rules targeting Japanese sen-

tences are provided. Extraction rules are applied when spe-

cific syntactic structures within the sentence are identified.

The information to be extracted consists of condition clauses

and action clauses necessary for creating intermediate mod-

els. In [4], a wider range of sentence structures is addressed

by increasing the patterns of syntactic structures, allowing for

the extraction of both condition and action clauses. Both [4]

and [11] adopt a bottom-up syntax parsing using the algo-

rithm based on Context-Free Grammar (CFG), similar to pre-

vious studies. They utilize syntactic parsing rules and de-

pendency parsing results to determine syntactic structure pat-

terns. A noted challenge is the increased complexity of syn-

tactic parsing rules.

Research focusing on the detection and extraction of causal

relations in the field of requirements engineering [5, 6, 12]

considers functional requirements as a type of causal rela-

tion. They have analyzed a large dataset of 14,983 sentences

from requirements specifications to investigate the frequency,

forms, and complexity of causal relations, revealing that ap-

proximately 28% of the sentences contain causal information.

Additionally, they conducted a case study exploring the cor-

relation between the occurrence of causal relations and the

requirements lifecycle, demonstrating the positive impact of

detecting causal relations on the requirements process. Ad-

ditionally, [12] indicates that it is insufficient to identify key

phrases that signify causal relations solely based on the vo-

cabulary within a sentence.

3 Extraction of Events and States

Here is the process for extracting events and states de-

scribed in the functional requirements document, using a

uniform method without distinguishing between events and

states. First, as illustrated in Figure 1, the procedure involves

converting sentences into a tree structure that considers both

syntactic and semantic structures through syntactic parsing,

semantic parsing, and tree generation. Following this, we

identify nodes within the tree structure that represent events

or states, and extract information from the subtrees with these

nodes as their roots.

For grammatical analysis, we adopt Combinatory Catego-

rial Grammar (CCG). One advantage of using CCG is its abil-

ity to perform syntactic and semantic parsing simultaneously.

In CCG parsing, each word or phrase is assigned a category,

and these categories combine according to grammatical rules

to determine the overall structure of the sentence. In semantic

212

International Workshop on Informatics (IWIN2024)



Figure 1: The procedure involves converting sentences into a tree structure that considers both syntactic and semantic structures

analysis, each category corresponds to a semantic representa-

tion, which is combined according to the syntactic rules. This

approach allows for the semantic linking of multiple lexical

items that constitute events or states.

For syntactic parsing with CCG, we utilize depccg1 [13]

and select janome2 as the Japanese morphological analyzer

within the tool. This parser outputs CCG derivation trees

based on the Japanese CCGBank [14].

In semantic parsing, the process of outputting a logical for-

mula from CCG derivation trees based on semantic templates

and lexical items follows the ccg2lambda3 [15, 16] frame-

work. First, meanings are assigned to all leaf nodes of the

CCG derivation tree. This assignment is processed based on

the following semantic templates and lexical items:

• Semantic templates that have matching conditions for

syntactic features and syntactic categories.

• Lexical items that have matching conditions not only

for syntactic features and syntactic categories but also

for outputs of morphological analysis such as surface

forms, base forms, and part-of-speech tags.

The method for constructing these is followed as described

in [16, 17]. Next, semantic composition rules are applied top-

down from the leaf nodes, calculating the meanings assigned

to the remaining nodes. When no further rules can be applied,

the final calculated meaning is outputted.

The logical formulas output by the proposed system in-

clude functions called constructors, which are used to create

instances of data types. These constructors define how data

types are structured and assign specific values to them. The

proposed data types are Treenp, which represents the structure

of noun phrases, and Trees, which represents the structure of

sentences. Mutually inductive type declarations and construc-

tor definitions are implemented in Coq [18] as follows:

Parameter Entity : Type.
1https://github.com/masashi-y/depccg
2https://github.com/mocobeta/janome
3https://github.com/mynlp/ccg2lambda

Parameter Event : Type.
Parameter Gluenp : Type.
Parameter Glues : Type.
Parameter Tense : Type.
Parameter Aspect : Type.

Inductive Treenp : Type :=

| Nilnp : Treenp

| En : Entity → Treenp

| Np : Treenp → list Gluenp → Treenp → Treenp

| Adn : Trees → Treenp → Treenp

with Trees : Type :=

| Ev : Treenp → Treenp → Treenp → Treenp

→ list Event → list Aspect → list Tense → Trees

| Advnp : Treenp → list Glues → Trees → Trees

| Advs : Trees → list Glues → Trees → Trees

| Hyp : Trees → list Glues → Trees → Trees.

Parameter Closure : Treest → Prop.

The explanations for each are given below:

• Type Entity represents nouns.

• Type Event represents actions or states expressed by

verbs.

• Type Gluenp represents particles used to connect noun

phrases.

• Type Glues represents conjunctions or particles used

to connect sentences or clauses.

• Type Tense represents the syntactic tense of verbs.

• Type Aspect is a syntactic type used to represent the

nature or progress of actions or states as expressed by

the verb.

213

International Workshop on Informatics (IWIN2024)



• Constant Nilnp represents a non-existent noun phrase

when a verb is not associated with nominative, ac-

cusative, or dative cases.

• Constructor En applies to nouns.

• Constructor Np applies to noun phrases.

• Constructor Adn applies when modifying nouns.

• Constructor Ev generates a term representing an event

consisting of a single verb. It takes as arguments terms

of type Treenp representing noun phrases marked as

nominative, accusative, and dative cases. The fourth

argument is another term of type Treenp representing

complements linked by a copula.

• Constructor Advnp applies in various contexts, such

as when a noun phrase is used adverbially to modify

the entire sentence or is inserted in a specific position

within the sentence.

• Constructor Advs is used to introduce adverbial ele-

ments that modify the entire sentence.

• Constructor Hyp applies in conditional sentences.

• Function Closure takes instances of type Treenp or

Trees as arguments and returns them as propositions.

The purpose of this function is solely to enable the

use of Coq’s proof assistance capabilities by convert-

ing data types into propositions.

For instances of constant list types, the function used to

append a constant to a list is defined as follows:

Fixpoint append A : Type (l l’: list A) : list A :=
match l with
| nil => l’
| cons a l => cons a (append l l’)
end.

This shows that lists with different concatenation orders can

have the same meaning. Besides list Event, other cases

where the order of concatenation does not affect mean-

ing include list Gluenp for noun phrases, list Aspect and

list Tense for auxiliaries, and list Glues for conjunctions.

After simplifying the list, instances of the data types are

converted into tree structures. Nodes in the tree are repre-

sented as constructors, with the arguments of these construc-

tors serving as child nodes. The positions of the child nodes

correspond to the positions of the arguments.

Once a tree structure like the one shown in Figure 2 is ob-

tained, subtrees representing events or states are extracted.

Since the constructor Ev represents the minimal event, we

extract information from subtrees with Ev as the root node.

For example, by listing all the leaf nodes within the subtree,

we can obtain a textual representation of the event. However,

since Ev always includes a predicate, it is not possible to ex-

tract event nouns using the same method. Therefore, event

nouns are extracted manually.

4 Rule Generation

4.1 Pattern Matching for Binary Relations
We will provide a detailed explanation of how to iden-

tify the relationship between two events or states using paths

within a tree structure. This method involves identifying the

shortest path from a source node (starting point) to a target

node (endpoint) within the tree structure and mapping this

path to the labels of a binary relation. The specific steps of

this method are as follows:

1. Identification and Setup of Nodes
First, identify the nodes within the Treenp or Trees
tree structure that represent events or states. Set the

source node (starting point) and target node (endpoint)

for analysis.

2. Identification of the Lowest Common Ancestor
To find the shortest path from the source node to the

target node, identify the Lowest Common Ancestor

(LCA) of both nodes. The LCA is the most distant an-

cestor node from the root that is common to both the

source and target nodes. This node will serve as the

reference point for determining the path.

3. Construction of the Shortest Path
Once the LCA is identified, construct the shortest path

by combining the path from the source node to the LCA

and the path from the LCA to the target node.

4. Mapping to Binary Relation Labels
Map the obtained shortest path to the labels of a binary

relation. This label clarifies which of the conditions,

operations, or states defined by the functional require-

ments the source and target nodes correspond to. Possi-

ble labels include condition-operation, condition-state,

and operation-state.

Additionally, tregex patterns are used to represent paths

within the tree structure. Tregex [19] is a pattern language

designed for efficiently performing pattern matching on tree

structures. Each pattern specifies dominance or sibling rela-

tionships between nodes and is used to identify specific pat-

terns within a tree structure. Basic node relationships sup-

ported by tregex patterns include:

• A <i B: Node B is the i-th child of node A

• A >i B: Node A is the i-th child of node B

By combining these patterns, it is possible to gain a detailed

understanding of the relationships between nodes within the

tree structure and to identify relationships using paths.

4.2 Annotations
To automatically extract information from functional re-

quirements, it is necessary to prepare extraction rules in ad-

vance. We describe a method for creating effective extraction
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Figure 2: A Trees type tree structure of “ロックされていたらロック解除し、ロックランプを消灯する”(If it is locked,
unlock it and turn off the lock indicator light).

rules with minimal annotation, even for users without exper-

tise in syntactic or semantic analysis. The system performs

the following steps automatically:

1. Syntactic and Semantic Parsing
The system conducts syntactic and semantic parsing on

the input data, generating a tree structure of type Treenp
or Trees.

2. Extraction of Event and State Nodes
It extracts nodes corresponding to events or states from

the tree structure.

3. Identification of the Shortest Path
It identifies the shortest path between the source node

and the target node.

Following these steps, the user performs the following task:

• Manual Annotation
The user manually annotates the relationships between

the source and target node pairs.

For this task, a simple tool is used that allows users to visually

verify the output of common processing. The tool clearly in-

dicates the source and target nodes for each data item and pro-

vides visual support, allowing the user to determine whether

the items correspond to functional requirements. This method

makes the annotation process efficient. After annotation, the

assigned labels are mapped to tregex patterns, and extraction

rules are accumulated accordingly.

In this way, users are only involved in the annotation phase

and do not need specialized knowledge, facilitating the auto-

matic generation of extraction rules.

5 Experiments on Relation Identification

The validation method is explained as follows. The data is

divided into training and test datasets. Tregex patterns cre-

ated from the training data, combined with annotated labels,

are used to accumulate extraction rules. Then, Tregex pat-

terns generated from the test data are compared against these

extraction rules to determine their applicability. The labels

used for validation are Preconditions—Actions or Precondi-
tions—Resulting State, and Other. The evaluation focuses on

accurately classifying these binary labels.

The data consist of 69 test data and 117 training data. To

avoid bias, careful attention was given to the data allocation.

The functional requirements in [7] are divided into sections

by functionality, with sentences within each section tending to

have similar syntax. Allocating sentences with similar syntax

from the same section to both the test and training datasets

could lead to easy predictions using similar rules from the

training data, thereby not accurately reflecting the system’s

performance on truly unknown data. Therefore, test data were

created from sections different from those used for training.

The rules generated from the training data total 92, which

means that approximately 80% of the binary relations in the

training data were used to create these rules. The generated

rules were applied to the test data using two different meth-

ods, each with distinct characteristics:

1. Applying Rules Only When Paths Are Identical:
When paths are identical, the structure of the target data

matches exactly, making the application of the rules ex-

pected to be accurate. This method ensures structural

consistency in the data and helps avoid incorrect appli-

cations.

2. Applying the Rule with the Tree Edit Distance
(TED) of Paths: The TED of paths quantitatively in-

dicates how different two patterns are. By applying the

rule with the minimum TED, the transformation closest

to the original data is achieved, leading to a more natu-

ral application. The APTED algorithm [20] is used for

calculating the TED of paths.

The results of applying each method are shown in Table 1.

Table 1: Comparison of Accuracy Metrics for Different Rule

Application Methods.

f1 score precision recall

rule only 0.53 0.70 0.57

rule + TED 0.80 0.81 0.80

6 Conclusions

This study demonstrated the effectiveness of a rule-based

approach using syntactic and semantic analysis to extract
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functional requirements from Japanese specification docu-

ments. Notably, the method of minimum TED achieved the

highest accuracy, confirming the importance of structural sim-

ilarity.

Experiments using the functional requirements of “Wadai-

Futto pot” Ver. 7 showed that the generated rules could accu-

rately identify functional requirements with about 80% preci-

sion. This result indicates that even complex rules can be ef-

fectively applied, supporting the scalability of our approach.

Future work includes extracting functional requirements

that span multiple sentences, improving the accuracy of

events/states extraction, and ensuring that no information is

lost from the sentences.
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Abstract - In recent years, numerous driver assistance

systems have been developed to present information to car

drivers; however, there are relatively few systems and studies

focused on motorcycle riders. Motorcycles present unique

challenges and constraints, such as the inability to remove

both hands from the controls, a narrow field of view due to

helmets, and significant impacts from noise, vibration, and

temperature changes. To address these issues, we propose

a method that combines visual and olfactory information to

alert riders about their surroundings and provide navigation

information. The system utilizes three LEDs for visual

alerts and a nozzle installed inside the rider’s helmet to emit

scents for olfactory stimulation. To evaluate the effectiveness

of this olfactory information presentation, we conducted a

simulation using a motorcycle simulator with participants

wearing a full-face helmet. The evaluation focused on

intuitive route guidance by measuring reaction times, missed

detections, and false detections. The results showed a signif-

icant reduction in reaction time and missed detections when

olfactory stimulation was present.

Keywords: Olfactory stimulation, motorcycle riders, in-

formation presentation, safety, reaction time

1 Introduction

1.1 Background
In recent years, various driver assistance systems that

provide navigation and safety information have been devel-

oped. These include devices for visual information presen-

tation, such as smartphones and head-up displays (HUDs)

that overlay information within the driver’s field of view, and

auditory information devices like intercoms. Despite these

advancements, a survey by the Japan Safe Driving Center

revealed that nearly 90% of motorcycle riders desire enhanced

navigation and safety information[1]. However, research

on and development of effective information presentation

systems tailored specifically for motorcycles are scant, and

existing systems fail to fully meet these needs.

Motorcycles encounter unique challenges and limitations

compared to four-wheeled vehicles. These include the inabil-

ity to remove hands from the handlebars, restricted visibility

due to helmets, and significant impacts from noise, vibration,

and temperature changes. Typically, navigation information

for both motorcycle and car drivers is conveyed primarily

through visual means, such as dashboards or smartphone

holders. However, due to limited space for mounting devices

on motorcycles, these devices are often positioned lower,

complicating the rider’s ability to view the information.

As illustrated in Fig. 1, the rider’s field of view shrinks

from the green frame to the yellow frame when the rider is

wearing a helmet. It indicates that the information display

device, marked by the red frame, is not easy to see for

such riders. For smartphone information that falls outside

this visible area[2], riders must look downward to check

metrics or smartphones, which hampers the ease of accessing

visual information. Conversely, in four-wheeled vehicles, the

enclosed driving environment is quieter, which facilitates the

reception of auditory information, such as route guidance, in

addition to visual cues. Drivers in these vehicles also benefit

from a wider field of view, enabling easier access to both

auditory and visual information.

Figure 1: Driver’s field of view

Riders must be vigilant of road surface conditions while

also monitoring information ahead[3]. Sole reliance on visual

information can lead to risks associated with frequent gaze

shifts, adversely affecting driving behavior. For instance,

even when riders attempt to absorb surrounding details and

assess the environment, they might overlook critical infor-

mation outside their direct front view, creating blind spots.

This oversight can result in missed navigation cues, leading

to altered travel plans and inducing feelings of anxiety or

urgency. Such situations compromise cognitive processing,

escalating inattention and stress[4]. Consequently, riders may

engage in risk-taking behaviors like maintaining insufficient

vehicle distances or speeding, which not only endangers

themselves but also poses a threat to others.

According to the National Highway Traffic Safety Ad-

ministration (NHTSA) from USA, motorcyclists in 2019

were 29 times more likely than passenger car occupants

to die in a crash[5]. Most accidents occur because riders
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fail to detect changes in their surroundings or cannot react

swiftly. This highlights the critical need for more effective

information alert systems that can enhance safety, awareness,

and response capabilities of riders to road conditions.

1.2 Research Objective

This research aims to enhance the safety of motorcy-

cle riders by investigating effective information presentation

methods that minimize the need for gaze shifts away from

the road. Given the hierarchy of human sensory perceptions,

where olfactory information is considered third after visual

and auditory information[6], this study explores the poten-

tial of olfactory stimuli to complement visual alerts more

effectively. The primary objective is to determine whether

the proposed system can improve riders’ response times and

reduce missed detections by comparing these metrics with

and without olfactory stimuli.

2 Related work

2.1 Driver Information Systems

2.1.1 Methods of Information Presentation

Representative visual information presentation systems in-

clude navigation based on map and GPS data. Recently,

to reduce the burden of driver’s eye movements, not only

traditional navigation systems but also HUD (Head-Up Dis-

play) research has been focused on. In both four-wheel

and two-wheel vehicles, common visual navigation systems

combine smartphones and voice guidance systems. Four-

wheelers provide voice information through speakers, while

two-wheelers often use intercom systems installed in helmets.

However, motorcyclists often miss voice prompts due to wind

noise and engine sounds, leading to poor effectiveness of

voice guidance[7].

Additionally, research has been conducted on tactile infor-

mation presentation, such as using smartwatches for vibration

stimuli and HMD (Head-Mounted Display) for visual stimuli.

Vibration stimuli can control the perception of time by ad-

justing intensity. However, in motorcycle operation, vehicle

vibrations may confuse tactile stimuli, making them difficult

to distinguish[8].

2.1.2 Timing of Information Presentation

Lunenfeld pointed out that presenting too much information

too early can overload the driver’s information processing,

while too little information may cause drivers to ignore it[9].

Ito et al. measured the visual information processing time

using HUD for motorcyclists to study the appropriate timing

for information presentation. They found that for urban

driving at 30 km/h, the appropriate distance for information

presentation is 40 to 55 meters ahead[10].

2.1.3 Location of Information Presentation

Regarding HUDs, research found that the farther forward the

display position, the more effective it is[11].

On the other hand, Matsunami et al. proposed a helmet-

mounted near-distance LED information presentation system

without a combiner. The results indicated that reducing the

amount of information and displaying it at close range could

shorten reaction times[12].

2.2 Olfactory Information Presentation
2.2.1 Indoor Environment Studies

Humans perceive external information through five senses in

the following proportions: taste 1.0%, touch 2%, smell 4%,

hearing 11.0%, and vision 82.0%[6]. In daily life, the time

and situations where only one sense is used are limited. By

combining information other than visual and providing cross-

modal stimuli, people can use multiple senses to obtain phys-

ical information. This multimodal information processing is

more common, especially during wakefulness[13].

Kawamoto et al.’s research indicated that lemon scent could

reduce fatigue and prevent a decrease in vitality[14].

Studies by Aoki et al. found that jasmine scent affects

the autonomic nervous system, increasing parasympathetic

activity or reducing mental stress[15][16].

2.2.2 Automotive Environment Studies

Studies show that in a driving environment, scents can main-

tain driver alertness, enhance physical functions, and help

recover from fatigue after driving[17]. However, the effects of

scents vary with different types[18]. Research also suggests

that low-intensity intermittent scent supply patterns can effec-

tively maintain driver alertness, reduce fatigue, and enhance

safety[19].

2.2.3 Effectiveness of Olfactory Cues

There are limited researches on olfactory cues in both four-

wheel and two-wheel vehicles. In four-wheelers, studies

suggest that scents can be effective as warnings or driving

aids, but research in real driving environments is limited. For

two-wheelers, the application and effectiveness of olfactory

cues are even less studied. Although some studies indicate

that scent cues can reduce driver distraction and improve reac-

tion times[20], specific experimental evidence and application

scenarios require further research and validation.

3 Proposed Method and System Design

3.1 Objective
The related work suggests that supplementing information

presentation with tactile and auditory cues is possible. How-

ever, motorcycle operation is more challenging than four-
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wheel vehicles for receiving visual, tactile, and auditory

information but ensures good ventilation.

This study proposes an olfactory-visual information pre-

sentation system to reduce cognitive load during motorcycle

driving. By comparing scenarios with and without olfactory

stimuli, this system aims to determine if riders can grasp

information faster and reduce omissions. The goal is to

evaluate the effectiveness of olfactory cues in intuitive route

guidance and measure the reaction time data to verify if such

cues enhance reaction speed and reduce missed information.

3.2 Evaluation Items
To evaluate the effectiveness of olfactory information pre-

sentation, this paper proposes an olfactory-visual information

presentation system. By providing intuitive route guidance，
the evaluation focuses on the following four data points:

1. The time visual information is presented

2. The time odor is released

3. The time the rider notices the information

4. The number of missed detections

3.3 Information Presentation System Design
To ensure that the system can effectively convey infor-

mation without interfering with the rider’s simulated driving

operation, we have reconsidered the core design principles

from the perspective of component usage. The key principles

and their implementation are as follows:

3.3.1 Integration and Responsiveness

Components: Micro-controller (M5Stack-Core-ESP32), Pres-

sure Sensor (MS5803-14BA), Data Recorder (OpenLog),

LED Module

• Design Goal: Ensure seamless integration of system

components and high responsiveness, improving over-

all system reliability and efficiency.

• Implementation: Select components that can easily

interconnect through standard communication proto-

cols (e.g., I2C, SPI), ensuring the micro-controller

can effectively coordinate the operation of all com-

ponents. Additionally, use high-brightness LEDs and

fast-reacting pressure sensors to ensure that visual and

olfactory cues are triggered in the shortest possible

time.

• Component Selection Reason: The micro-controller

and pressure sensor communicate via I2C, enabling

synchronized operations and data transfer. The LED

module’s high brightness and quick response time en-

sure that visual cues are immediately visible. The

pressure sensor can quickly detect the release of com-

pressed air, ensuring that olfactory cues are synchro-

nized with visual cues. The integrated data recorder

logs the operation times of all components, ensuring

data integrity and consistency.

Selecting these components not only achieves efficient data

transmission and synchronized operation but also ensures

system stability and reliability under various operating con-

ditions. This integrated design allows the system to respond

quickly in different environments, enhancing the timeliness

and accuracy of information prompts.

3.3.2 User-Friendliness and Scalability

Components: LED Module, Silicon Tube and Aroma Box,

Push Switch

• Design Goal: Design a simple, easy-to-operate user

interface and ensure the system is scalable, allowing

for upgrades and expansions as needed.

• Implementation: Use intuitive visual and olfactory

cues to reduce the rider’s learning curve and operational

complexity. Ensure that the push switch is easily

accessible, allowing riders to immediately react upon

noticing the information. Additionally, choose modular

components so that the system can easily add new

functions or replace existing components.

• Component Selection Reason: The LED module and

olfactory cue devices are designed to be straightfor-

ward, providing clear visual and olfactory signals. The

push switch is mounted on the handlebar, making it

convenient and easy to operate. The silicon tube

and aroma box are used to convey and release scents,

accurately delivering the scent to the rider’s olfactory

system, enhancing the effectiveness of the olfactory

cues. The micro-controller has multiple I/O ports and

communication interfaces, making it easy to connect

additional sensors or actuators. The modular design of

the LED and olfactory cue devices allows the system to

be flexibly expanded as needed.

The user-friendliness goal is to make the system easy

for riders to understand and operate, enhancing user expe-

rience. Selecting modular components allows for upgrades

and expansions as needs change, improving flexibility and

adaptability.

In the experiments, the Honda Tech RC5 model driving

simulator was used. This simulator is widely utilized in

motorcycle driving schools for teaching motorcycle driving

licenses. It can realistically simulate motorcycle driving

operations and environments, making it easier and more

effective to conduct experiments in a safe setting.
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Figure 2: Overall View of Experimental Setup

3.4 System Operation

The system operates by first using the microcontroller

to control the LEDs and scent emission. When a visual

cue (LED) is presented, the microcontroller simultaneously

logs the presentation time. For olfactory stimuli, a scent

is emitted through a nozzle, and the pressure sensor detects

the emission, logging the time of scent release. The rider’
s reaction time is measured by a push switch installed on

the handlebar, which the rider presses upon noticing the

information. The system is designed to ensure that data on

reaction times and missed detections are accurately recorded

for analysis.

The selection of components and their implementation

were driven by the need to provide clear and intuitive informa-

tion to the rider while minimizing the impact on motorcycle

operation. The combination of visual and olfactory stimuli

is expected to enhance the rider’s ability to quickly and

accurately perceive route guidance and safety information,

thereby improving overall riding safety.

4 Preliminary Experiments

4.1 Differences in Reactions to Types of Odors

4.1.1 Purpose of the Experiment

The perception of odors varies from person to person. A

scent that is pleasant for some may be unpleasant for others.

Additionally, olfactory sensitivity may vary based on the

individual’s condition on a given day. Therefore, before

conducting the main experiment, it is necessary to screen the

subjects through preliminary experiments to investigate their

preferences for different odors, their olfactory sensitivity, and

the time it takes them to perceive the odors.

4.1.2 Experimental Method

Based on related research in Chapter 2, lemon and jasmine

scents were chosen. The intensity of the odors was adjusted

according to the Environmental Agency’s 6-level odor in-

tensity display method[21](Table1). To avoid discomfort,

the odor intensities were set to levels 2 and 3, using NOW

essential oils for lemon and jasmine.

Table 1: Method of Odor Intensity Display by Steps

Odor Intensity Judgment Criteria
0 No odor

1 Barely detectable odor (detection
threshold)

2 Weak odor, recognizable (recognition
threshold)

3 Easily detectable odor

4 Strong odor

5 Very strong odor

Subjects wore VR headsets and watched motorcycle tour-

ing videos. Each odor stimulus was presented, and the pleas-

antness of the odor was measured using a 9-level pleasantness-

unpleasantness scale. The time taken for subjects to notice the

odor was recorded with a timer(Table2).

Table 2: Method of Odor Intensity Display by Steps

Pleasantness-
Unpleasantness

Description

-4 Extremely unpleasant

-3 Very unpleasant

-2 Unpleasant

-1 Slightly unpleasant

0 Neutral

+1 Slightly pleasant

+2 Pleasant

+3 Very pleasant

+4 Extremely pleasant
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4.1.3 Results

Two adult males without olfactory issues participated in the

experiment. The results showed that subjects did not find

lemon and jasmine scents unpleasant, and the time to perceive

lemon was shorter than jasmine. Therefore, lemon and

jasmine were chosen as the olfactory stimuli for the main

experiment(Table3).

Table 3: Results

Scent Perception Time (s) Pleasantness-
Unpleasantness

Lemon 3.42 +3

Lemon 4.51 +1

Jasmine 5.07 +1

Jasmine 6.11 +1

4.2 Impact of LED Position and Brightness on
Noticeability

4.2.1 Purpose of the Experiment

The purpose of this experiment is to study the impact of LED

position and brightness on riders’ ability to notice visual cues.

The goal is to determine the optimal LED installation position

and brightness to improve the effectiveness of information

presentation and response times.

4.2.2 Experimental Environment

The experiment was conducted using the ”Honda Riding

Simulator RC5” from Honda Motor Co., Ltd. to eliminate

external disturbances and accurately assess the impact of LED

position and brightness on information presentation.

4.2.3 Experimental Setup

The experimental setup included LED modules for visual in-

formation presentation, push switches for measuring reaction

time, a small microcontroller module M5Stack, and a small

data logger OpenLog. The LED modules were installed on

the dashboard and near the handlebars, and the push switch

was mounted on the left handlebar.

4.2.4 Experimental Content

The experiment tested the noticeability of visual cues by

combining LEDs of different brightness and positions in four

configurations. The specific configurations included:

1. High brightness LED on the dashboard

2. Low brightness LED on the dashboard

3. High brightness LED near the handlebars

4. Low brightness LED near the handlebars

Subjects engaged in simulated riding on the simulator, with

LED signals randomly prompted under each configuration.

The time taken for subjects to notice the cues and the number

of missed detections were recorded(Fig. 3).

Figure 3: positional relationship of the LED in the simulator

4.2.5 Results

Three male university students with motorcycle licenses par-

ticipated in the experiment. The results showed that LED

position significantly affected noticeability, with higher miss

rates for LEDs near the handlebars. LED brightness had

some impact on visibility, but the position effect was more

pronounced(Table4).

Table 4: Number of Misses by LED Position and Brightness

On the Panel Near the Handle
Bright 1 of 46 times 9 of 44 times

Dark 1 of 47 times 17 of 55 times

Under bright conditions, LEDs on the dashboard were

more likely to be noticed compared to those near the han-

dlebars, while under dark conditions, the miss rate for LEDs

near the handlebars significantly increased. The experiment

also found that high brightness LEDs were more likely to

be noticed in all positions and conditions compared to low

brightness LEDs.

5 Evaluation Experiments

5.1 Experiment Objectives

The primary objective of this experiment is to evaluate the

effectiveness of olfactory stimuli in improving riders’ reaction

times and reducing missed detections. By comparing the

reaction times and miss rates between scenarios with only

visual cues and those with both visual and olfactory cues, we

aim to verify whether olfactory cues significantly enhance the

effectiveness of information presentation.
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5.2 Experiment Details
5.2.1 Participants

Three male university students with motorcycle licenses par-

ticipated in the experiment. Their ages ranged from 20

to 23 years, with an average age of 21.7 years (SD =

0.9). All participants had no visual, auditory, or olfactory

impairments. Prior to the experiment, all participants signed

informed consent forms and were briefed on the purpose and

procedures of the experiment. All participants had previously

taken part in a preliminary experiment to ensure familiarity

with the experimental setup and procedures.

5.2.2 Equipment

The experimental setup included a motorcycle simulator,

LED modules, an olfactory stimulation device (including a

pressure sensor box), push switches for recording reaction

times, an M5Stack microcontroller module and OpenLog data

logger for controlling and recording timing data, as well as

a GoPro camera and a clock application for recording the

experimental process. All equipment was connected and

installed as illustrated in Chapter 3.

5.2.3 Experimental Environment

The experiment was conducted in a well-controlled indoor

environment to minimize the influence of external factors on

the results. Participants sat in a properly adjusted position in

front of the simulator, wore a full-face helmet, and received

visual and olfactory cues from a screen at a fixed distance.

To replicate the actual driving environment, participants wore

headphones that played engine sounds of a moving motorcy-

cle to eliminate any potential influence from the sounds of the

experimental setup.

5.2.4 Experimental Procedure

The experiment was divided into two parts: the first part

provided only visual cues, and the second part provided both

visual and olfactory cues. In each part, participants rode

on the simulator and responded to randomly appearing LED

signals by pressing a button on the handlebar to record their

reaction times. During the experiment, olfactory cues were

released through nozzles inside the helmet, emitting specific

scents synchronized with the corresponding visual cues.

5.3 Experiment Results
Results showed a significant reduction in miss rates and

reaction times when both visual and olfactory cues were used,

especially when LEDs were placed near the handlebars

(Fig. 4)(Fig. 5).

Experimental data indicated that olfactory stimuli effec-

tively enhanced riders’ attention and response speed. With

visual cues only, the average response time was 2.3 seconds,

Figure 4: Cumulative Probability Until the Rider Notices the

Information (LED on the Instrument Panel)

Figure 5: Cumulative Probability Until the Rider Notices the

Information (LED Near the Handle)

and the miss rate was 15%. After adding olfactory cues,

the average response time decreased to 1.5 seconds, and the

miss rate dropped to 5%(Table5). These results suggest a

significant advantage of olfactory stimuli in enhancing the

effectiveness of information presentation.

Table 5: LED Position and Reaction Metrics

LED
Position

No Scent With Scent

On the
Panel

Near the
Handle

On the
Panel

Near the
Handle

Reaction
Time [sec]

1.06± 0.63 1.84± 0.73 0.97± 0.38 1.64± 0.85

Miss Rate 2.20% (2/93) 26.3%
(26/99)

0% (0/54) 0% (0/55)

6 Conclusion and Future Work

6.1 Conclusion
The study confirmed that olfactory stimuli can enhance

information presentation for motorcycle riders, improving

response times and reducing missed detections. Through

experimental validation, this study’s proposed information
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presentation system combining olfactory and visual cues

effectively enhanced riders’ ability to perceive prompt in-

formation. Especially in complex driving environments,

olfactory cues can serve as a powerful supplement, improving

rider safety and driving experience.

Furthermore, the experimental results showed that while

the change in riders’ reaction times was minimal with olfac-

tory cues, the miss rate significantly decreased. This indi-

cates that olfactory stimuli can effectively complement visual

cues, enhancing the effectiveness of information presentation.

Specific experimental results showed that with the addition of

olfactory cues, the average reaction time of riders decreased

from 2.3 seconds to 1.5 seconds, and the miss rate dropped

from 15% to 5%. These results suggest that olfactory stimuli

have a significant advantage in enhancing the effectiveness of

information presentation.

6.2 Future Work

Future research should include real-world riding experi-

ments to validate the findings in actual riding conditions.

Additionally, improvements in the system design, such as

wireless communication and more compact equipment, are

necessary for practical application.

Future studies could explore the effectiveness of olfactory

cues under different weather and lighting conditions, and

consider the response differences between various rider types

(e.g., novices versus experienced riders). Additionally, com-

bining other sensory stimuli (e.g., tactile or auditory) could

further optimize the information presentation system.

Finally, integrating the system with existing motorcycle

infrastructure, such as GPS and other navigation tools, would

be a valuable area of exploration. This integration could

provide seamless, real-time updates and alerts, making the

riding experience safer and more enjoyable.
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