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Design and Implementation of Power Distribution Simulator with Electric Vehicles
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Abstract - We have developed a simulator to establish
energy management algorithms for realizing power
distribution over wide areas using electric vehicles. This
simulator is for a service called a virtual power distribution
network, which not only eliminates waste power from solar
power generation, but also cuts peak power demand.

This simulator supports the area being 20km square, with
roads running north-south and east-west every lkm. Using
this simulator, we report the first simulation results, which is
to apply the designing of EVs’ behavior algorithm.

The simulation results show that we should prepare enough
but not excessive power charging/discharging points to
support power distribution using EVs.

Keywords. Power Distribution, EV, Wide Area Simulation

1 INTRODUCTION

The introduction of renewable energy is accelerating
toward a decarbonized society, and photovoltaic power
generation (PV) is attracting attention. However, due to the
shutdown of some power plants due to natural disasters such
as earthquakes, and the increased use of air conditioning
equipment due to falling temperatures, electricity demand has
increased, and it is becoming an issue that daily peak demand
for electricity cannot be met [1] [2].

On the other hand, the amount of electricity generated by
renewable energy in Japan increased about four times in fiscal
2020 compared to fiscal 2012, resulting in a surplus of
electricity supply, and output control from April to September
2023 reached 194 times, about three times the previous year.
In areas with high electricity demand, such as the Tokyo
metropolitan area, requests to save electricity were made, and
there were concerns about a shortage of power supply. Such
unstable supply and demand of electricity could lead to power
outages.

In addition, there is a situation where new construction of
power transmission network facilities is not progressing due
to opposition from surrounding areas, and measures to deal
with the aging of existing power transmission networks are
also a heavy burden.

The Japanese government plans to increase the proportion
of renewable energy to 36-38% in FY2030, which is about
double the proportion in FY2019, and has estimated that 6

trillion to 7 trillion yen will be needed to develop the power
grid in 2022 [3]. Therefore, it can be said that conventional
power generation and transmission capacity is not enough to
meet the demand.

Sustainable and stable supply of energy, including
electricity, as well as decarbonization and low carbonization
are important issues, and from this perspective, the
introduction of renewable energy in the power sector and the
introduction of EVs (electric vehicles) in the transportation
sector are expanding. EVs are equipped with large-capacity
storage batteries as a power source, so they are expected to be
used not only as mobile vehicles but also in the power sector.
Assuming that the penetration rate of EVs increases to 50%
of new car sales by 2050, it is estimated that the power
consumption used by EVs at that time will increase to 46.3
billion kWh, up 164.3% from 2016 [4].

EVs are equipped with large-capacity storage batteries as a
power source, so they are expected to be used not only as
mobile vehicles but also in the power sector. Representative
examples include (i) providing energy services to the power
grid and consumers by connecting EVs to the grid and
charging/discharging their storage batteries, and (ii) serving
as an emergency power source during disasters or grid
blackouts.

In this paper, to realize the role of (i) above, we have
developed a simulator that uses EVs to transport electricity to
places where there is a power shortage. Using the developed
simulator, we report the first evaluation results to see whether
a power transmission system can be established without
changing the current grid system.

2 RELATED WORKS

Ichii et al. [5] examined the possibility of EVs replacing
privately operated power lines as a means of making up for
power shortages in smart towns, which is an important issue
in the use of renewable energy. As a result, the possibility of
EVs replacing privately operated power lines was low in
satellite smart towns (SSTs) close to distributed power
sources, but in small, remote SSTs, the transportation costs of
EVs were lower than those of privately operated power lines,
indicating the possibility of EVs replacing privately operated
power lines. In addition, with improvements in electricity
self-sufficiency and advances in DC power supply
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technologys, it is expected that costs will be reduced by using
EVs. It was also suggested that there is a high possibility of
low-cost use of EVs for electricity transportation. This
suggests that costs can be reduced for SSTs by having EVs
take on the role of electricity transportation, and that
transmission separation could be an opportunity to promote
the use of renewable energy.

Tanoue et al. [6] aimed to build a support system for power
transportation by EVs. Although the power consumption
characteristics of EVs vary depending on the driving state,
distance, and altitude; to facilitate the use of geographic
information systems, they proposed a method to estimate the
power consumption of EVs while driving by separately
expressing the power consumption of distance and altitude
difference. As a result, they derived an equation for
estimating the power consumption of EVs while driving
using geographic information. They also showed that it is
possible to visually grasp the EV power by visualizing it
using the derived estimation equation.

Urabe et al. [7] designed a new EV infrastructure system
that realizes peak shift of power by providing power
(batteries) to users within the power supply area using EVs
and considered the leveling of power demand. As a result,
they showed the effectiveness of efficiently using the
batteries provided to users from three perspectives: the
optimal number of EV infrastructure systems to be placed
within the area, the optimal facility placement of EV
infrastructure systems within the area, and a plan for
providing power to users within the area using the EV
infrastructure system.

Murakami [8] used agent-based simulation to examine the
problem of power load concentration due to the spread of
electric vehicles (EVs). He showed that random charging start

times can sometimes achieve high power load leveling effects.

He showed that autonomous information exchange and
interactions among EV agents can achieve higher power load
leveling. He focused on information exchange within small
groups and suggested that power load leveling can be
achieved even in large-scale systems without information
exchange between independent groups.

Takagi et al. [9] focused on autonomous decentralized
control that did not require additional investment in
communication infrastructure, and proposed two measures to
mitigate the impact on the grid that reflected the distribution
characteristics of daily driving distances and ensured
convenience for EV users. As a result of the evaluation, it was
found that the magnitude of the steep peak was proportional
to the number of EVs charging at the same time, so along with
the EV penetration rate, how frequently EV users charge was
also an important factor. However, since the frequency of
charging depended on various uncertain factors such as the
battery capacity of EVs that would become more widespread
in the future and the specifications of chargers, it was shown
that even under the conditions assumed in this paper where
charging impacts were most likely to occur, it was possible to
mitigate the peak due to EV charging load by adopting a
quadratic function case, etc.

Moriya et al. [10] proposed a method of power trading using
virtual power plants in smart grids and the use of PHEVs and
EVs as storage batteries to reduce peak power demand across

the entire power grid, but they did not consider the driving of
PHEVs and EVs. They also proposed a method of power
leveling that considered the driving of PHEVs and EVs. As a
result, when comparing timer charging and bottom charging,
it was found that timer charging had a greater leveling effect
when there were many EVs, and they showed that the power
load could be reduced by using EVs.

Mustapha Aachiq et al. [11] considered electric vehicles
(EVs) as a means of adjusting demand in homes and created
a model to simulate what kind of EV battery operation would
be optimal for consumers when linking EV batteries with PV
systems under the electricity pricing system that will become
more diverse in the future. The results showed that the impact
of FIT prices on EV battery operation and the economics of
each household is that when the FIT PV purchase price falls,
the amount of reverse power flow is suppressed and the
amount of charging from PV to EV increases. In addition, it
is suggested that V2G can contribute to load leveling in the
grid if a large number of PHEVs are introduced and electricity
prices in homes are determined in conjunction with the
marginal fuel cost of the grid.

These studies showed the possibility of transmitting power
over a small area and meeting electricity demand.

In small-scale areas, it is easy to link EVs and power storage
systems, and it is possible to respond to peak power demand
even after power demand has increased. However, in
medium-scale or larger areas, it is difficult to link EVs and
energy storage systems, so it is necessary to evaluate whether
it is possible to meet the power demand in areas with a power
shortage through evaluation. Therefore, evaluation is carried
out in a medium-scale area assuming an increased number of
vehicles and a map of 20 km x 20 km.

3 OVERVIEW OF ELECTRIC POWER
TRANSMISSION USING EVs

3.1 Electric power transmission by EV

We have set up a use case to realize a charging/discharging
service using EVs in medium-sized area energy management
and evaluate it using a simulator to investigate the impact on
the supply and demand balance. Specifically, we have built a
system in which surplus electricity generated by PV is
charged into EVs that stop at charging/discharging points,
and then transmitted to other charging/discharging points for
discharging. An overview of power transmission is shown in
Figure 1.

3.2 Overview of our EV energy management
system simulator

The EV energy management system is positioned between
existing energy management (power control) systems and
MaaS (Mobility as a Service) services, which will continue to
develop in the future, and proposes charging and discharging
services to moving EVs through road network. Figure 2
shows the overview of the EV energy management system.



Unfortunately, there is no MaaS system that can be freely
used in an EV energy management system, and the energy
management system cannot be used. Therefore, we have
developed the "EV Energy Management System Simulator
(hereinafter EVEMSS)" to simulate electricity transportation.
EVEMSS is composed of a vehicle information simulator
instead of a MaaS system, an EV energy management system,
and an existing energy management system that provides data
on the grid Database that manages the power demand and PV
power generation managed by the energy management
system (Figure 3).

By using EVEMSS to investigate and analyze the impact
in various use cases, it is possible to use it as a basic tool for
verifying and proposing new power supply systems and their
services.

The EV energy management system is a subsystem that
realizes customer value by customers who drive EVs
stopping at places called charging/discharging points. This
subsystem provides a buying and selling intermediation
service by effectively utilizing surplus electricity generated
by solar power generation, realizing a win-win relationship in
which EV owners can purchase cheap electricity and PV
owners can sell waste electricity that they are forced to
discard. Through such intermediation, we hope to determine
the possibility of creating new service businesses.

3.3 EVEMSS system configuration

The system configuration of the EVEMSS is shown in
Figure 4. The vehicle information simulator drives the vehicle
using data for vehicle movement, road networks, and
charging/discharging point data. When charging/discharging
becomes necessary, it queries the EV energy management
system to determine the route and destination. The EV energy
management system manages the amount of electricity and
buying/selling prices at charging/discharging points, as well
as managing the power logs of the charging/discharging
points. The existing energy management system stores data

Charge -\ ’ Discharge
5 ( =\ ax
\ .3/

Discharge Discharge

NN

oo
Discharge J ‘ Charge

Figure 1: An overview of electricity transportation
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Figure 2: EV Energy Management System Overview

International Workshop on Informatics (IWIN2024)

on the amount of electricity generated and demand at each
location.

3.4 Road Network in EVEMSS

The system has been currently built assuming a Manhattan
model road network. A tertiary mesh code is used for this
purpose. The distance of a tertiary mesh code is not constant
because the Earth is a sphere, but in the Hokuriku region it is
926 m north to south and 1,118 m east to west. EV operation
is simulated on a 20 x 20 grid road network divided into
tertiary meshes [13].

The roads defined above have a graph (network) structure.
In order to make it possible to represent any road in any
location, we are using Neo4j, a NoSQL database that makes
it easy to model graph structures.

We assume that the data on charging and discharging
points is held by the MaaS service. Each node stores the
amount of battery power held in the battery in that area, the
price at the time of buying and selling and so on.

4 SIMULATION
RESULTS

SETTINGS AND

4.1 Use cases used in the simulation

To design EVs’ behavior algorithm, we start from simple
use cases with respect to charging/discharging points, the
number of EVs, and power demand/generation volume.

The number of charging/discharging points was set to {5,
10, 30, 50, 100}. Figure 5 shows the layout of the number of
charging/discharging points being 100, and the parts colored
marked represent their positions.

MaaS System

i aSu bstitute

Vehicle Inf.
Simulator

EV Energy Mng. Sys. EMS

ga Substitute

Existing EMS

Power Grid DB

Figure 3: EV Energy Management System Simulator
Overview

Web Interface

Visuarization
[ o]

Charge/disc. point

power quantity &
price managemeift

Input parameters

Vehicle traveTl
Charging/discharging point

ination designation
Vehicle travel data
— e
Road Charge/Disc.
network point Data

Neo4j DB

Charge/disc. point
log Data

e
Electricity gen.
& demand data

Influx DB

Figure 4: EVEMSS System Configuration
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The layout settings of 5, 10, 30, and 50 are set in order of
proximity to the central charging/discharging point.

Regarding the use cases for power demand and power
generation, power demand was set to 0 and power generation
to infinity in order to grasp the PV infrastructure of the
minimum number of charging/discharging points required for
the number of EVs.

Each vehicle is prepared to make two laps around the
perimeter within the set range, and it drives along the red line
and in the direction of the arrow. The initial battery value of
the vehicle is set to a random value between 16 and 30 kWh.
The first vehicle departs at 6:00 a.m., and after that, each
vehicle departs every one minute, completing two laps around
the perimeter (Figure 6). Simulations are performed by
changing the number of vehicles to {10, 30, 50, 100, 300, 500,
1000}. The departure time of the 1,000th vehicle is 5:40pm.

One lap around the perimeter is about 80 km, and the EV
runs at 40 km/h, so that it takes about 4 hours for two laps.

The timing for the vehicle to charge is when the remaining
battery level of the vehicle falls below 20%, and the
charging/discharging point with the cheapest electricity price
is selected, and the vehicle's battery is charged until it
becomes full. The price of each charging/discharging points
are predefined, center areas are cheap, and perimeter areas are
a little bit expensive.

The timing for the vehicle to discharge is when the
remaining battery level of the vehicle falls between 80% and
90%. The charging/discharging point with the highest
electricity price is selected, and the vehicle's battery is
discharged until it is less than 50%.

The vehicle charges and discharges at a rate of 1kWh per
minute.

|
Figure 5: Location of 100 charging/discharging points

Figure 6: EV use cases

4.2 Vehicle behavior settings

The following conditions are set as vehicle behavior
settings:

- When a vehicle charges, it heads to a point with a low
price for buying electricity, which is set in advance,
When discharging, it heads to a point with a high price,
A charging/discharging point is selected from among
locations where charging/discharging points are not in
use,
If the waiting time for charging/discharging is more than
1 hour and 20 minutes (the number of vehicles waiting
at the charging/discharging point is more than 2), the
vehicle does not head to that location,
If none of these conditions apply, the vehicle continues
to drive toward its destination.

As described above, the EV automatically selects the a kind
of optimal charging/discharging point according to the price
of electricity and will not head to a point with a long waiting
time.

4.3 Simulation results

Table 1 shows the simulation results for the number of
vehicles that complete the trip according to the number of
charging/discharging points. It can be seen that 300 vehicles
completely run out of power when there are 5 charging/
discharging points, and 500 vehicles completely run out of
power when there were 10 charging/discharging points.

The reason for this might be that if the waiting time for
charging/discharging is more than 1 hour and 20 minutes, that
is the number of vehicles waiting at the charging/discharging
point is more than 2, it continues to drive to the destination.
Since the time when charging is required from the start of the
first vehicle is within 2 to 4 hours, if the number of vehicles
exceeds a certain number, the charging/discharging point run
out of power and no longer be in operation. This phenomenon
occurs when the number of EVs is extremely large compared
to the number of charging/discharging points.

When the number of charging/discharging points is 30, 50,
or 100, and the number of vehicles running is 300, there is
almost no difference in the number of vehicles that have
completed the trip. Also, when the number of
charging/discharging points is 50, 100, and the number of
vehicles running is 500 or 1,000, there is almost no difference
in the number of vehicles that have completed the trip,
regardless of the number of charging/discharging points.
From this, there is no change in the number of vehicles that

Table 1: The number of completed runs
relative to charging/discharging points

# of spots
o 5 10 | 30 | 50 | 100

10 10 10 10 10 10
30 29 30 30 30 30
50 36 43 50 50 50
100 48 51 65 95 100
300 0 9 272 293 292
500 0 0 395 460 483
1,000 0 0 558 720 682




have completed the trip when a certain number of
charging/discharging points are installed. We believe that the
reason for this is that the number of times that a
charging/discharging point can provide service in one day is
48, and the charging/discharging time stipulates the upper
limit.

Figure 7 is a graph of the number of completed runs
relative to the number of charging/discharging points. When
the number of charging/discharging points is 5 and 10, and
the number of running vehicles is 100, only about 50% of the
vehicles complete the run at both points. This is due to the
EV's behavior settings causing it to run out of power and
become unable to run. When the number of
charging/discharging points is 50 and 100, and the number of
running vehicles is 300, there is almost no difference in the
number of completed runs. The number of times that a
charge/discharge point can be serviced in a day is 48, and we
believe that the charge/discharge time stipulates the upper
limit.

Figure 8 is a graph showing the maximum number of
completed runs at each charging/discharging point. When
expressed as a logarithmic approximation, it is as follows:

y = 274.7log(x) - 447.2

In this setting, the number of vehicles that have completed
their trips converge once the number of charging/discharging
points reaches a certain number.

The number of completed
run vehicles

The number of vehicles

Figure 7: The number of completed run vehicles when the
number of charge/discharge points being 5, 10, 30, 50, 100

completed run vehicles

The number of maxima

50 7 8

The number of charging/discharging points

Figure 8: Maximum number of vehicles completed
at each charge/discharge point
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5 CONCLUDING
FUTURE WORKS

REMARKS AND

In this paper, we set up specific use cases required for
regional energy management that realizes charging and
discharging services using EVs and evaluate them using a
simulator to investigate the impact on supply and demand
balance. The simulator assumes commonly used vehicles,
allows free movement, and has specifications that allow the
number of vehicles and charging/discharging points to be
variable and given as parameters, allowing for various use
cases to be set.

In this study, we assume an area of 20 x 20 squares and
examine the feasibility of a service that transports surplus PV
power using EVs. As a precursor to this, we reported on the
number of charging and discharging facilities required as the
number of EVs increases.

It is found that the system run out of power completely at
300 EVs when there are 5 charging /discharging points, and
at 500 EVs when there are 10 charging/discharging points. It
can be said that the above phenomenon occurs when the
number of EVs is extremely high compared to the number of
charging/discharging points.

When the number of charging/discharging points is 30, 50,
and 100, and the number of EVs traveling is 300, there is
almost no difference in the number of vehicles that complete
the trip. In addition, there is almost no difference in the
number of vehicles that completed the trip, regardless of the
number of charging/discharging points, even when the
number of charging/discharging points is 50 or 100, and the
number of vehicles traveling is 500 or 1000. The number of
times that a charging/discharging point can service 48 times
in a day, and the charging/discharging time stipulates the
upper limit.

The optimal number of charging/discharging points in the
settings of this report was shown using the logarithmic
approximation of the approximate graph.

In the current simulator, charging/discharging points are
set so that only one vehicle can be charged/discharged at each
point, so by allowing multiple EVs to charge/discharge, it is
possible to eliminate the need for charging/discharging points
and EV infrastructure. To do this, it is necessary to improve
the current simulator and expand the system that manages the
number of vehicles that can be charged/discharged.

Using the demand for residential, commercial, and
industrial areas, we will use a simulator to verify whether it
is possible to transport electricity. Power transportation part-
time job mode might help a lot to for peak demand and
surplus power disposal.
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Abstract- We focus on non-functional requirements (NFRs),
which are often overlooked in requirement definitions of
system developments and propose a method that allows
individuals without extensive expertise to efficiently extract
and classify NFRs from requirement specifications.
Previously, the authors experimented with classification
using pre-trained Transformer models like BERT and GPT-2,
trained on human-annotated datasets. However, recent
advancements, such as tools like ChatGPT, enable
classification via prompt interactions alone. In this paper, we
explore the capabilities of ChatGPT's latest Function Calling
feature, aiming to demonstrate its superior classification
performance compared to prompt-only responses and
conventional classification methods which need large
training data. Using Function Calling, we can extract
structured data directly from conversational prompts,
utilizing this feature for precise classification. We also assess
the impact of fine-tuning ChatGPT on our specific dataset to
determine if customized adjustments further enhance
classification accuracy. Our results show that this approach
significantly shortens the process of model creation and
training while achieving accuracy equal to or surpassing that
of traditional methods. The findings highlight the potential of
advanced natural language models like ChatGPT in making
NFRs classification more efficient and precise.

Keywords. Function Calling, ChatGPT, GPT-4-Toutbo,
GPT-40, Non-Functional Requirements, Documents
Classification

1 INTRODUCTION

In the development of information systems, requirements
are broadly categorized into functional and non-functional
requirements [1]. Functional requirements define the specific
functions that the system must perform, while NFRs describe
the overall characteristics of the system, such as quality,
performance, reliability, and efficiency. NFRs set the
expectations for the system's operational environment and are
crucial in ensuring the overall quality of the software [2]. The
"Non-Functional Requirements Grade" provided by the
Information-Technology Promotion Agency (IPA) offers a
comprehensive guide line for classifying NFRs, along with
graded levels for each requirement, allowing developers and
users to confirm and set NFRs based on a common standard.

However, due to the abstract nature of NFRs, their clear
identification and classification pose challenges. Consistent

and efficient classification has traditionally required the
involvement of experienced experts. To address this issue,
automated classification techniques have gained attention,
particularly those leveraging deep learning and large
language models (LLMs) for document classification. Since
the introduction of Transformer-based models such as BERT
(Bidirectional Encoder Representations Transformers) and
GPT (Generative Pre-trained Transformer) in 2018, there
have been significant improvements in classification
accuracy. These improvements are achieved by fine-tuning
the pre-trained models on large text corpora for specific tasks.
Nevertheless, the process of fine-tuning for specific tasks has
been burdensome due to the need for task-specific annotated
data.

The authors have previously experimented with automated
classification developping models incorporating BERT and
GPT-2, as documented in [3]. These models were able to
achieve a certain level of accuracy of approximately 0.8.
Recently, with the proliferation of interactive models like
ChatGPT, it has become possible to perform inference
through simple prompt interactions. However, there are still
limitations to the performance of those models, specifically
mistakes arising from insufficient understanding of the
context in classification tasks. This paper explores the use of
the Function Calling feature associated with GPT models to
classify NFRs. Function Calling is primarily intended for
invoking other APIs or functions, but in the process, the
structured data is generated for suggesting necessary
arguments for these calls, utilizing this feature for
classification. Additionally, since LLMs can still be fine-
tuned by users with small amounts of data, we explored this
effect. By labeling the training data with “the Non-Functional
Requirements Grade”, which serves as the classification
criteria, we also facilitated the annotation process.

2 RELATED WORK

2.1 Classification
Requirements

of Non-Functional

Kinoshita et al. [4] discuss a method for extracting non-
functional requirements from requirement documents.
Specifically, they set keywords and apply them to the
requirement documents to identify  non-functional
requirements. Furthermore, they propose an approach to
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identify errors in non-functional requirements. This method
involves defining case frames for the actions described in the
requirements and verifying the requirements using criteria for
identifying omissions, ambiguities, redundancies, and
inconsistencies.

2.2 Classification Using Deep Learning

Gnanasekaran et al. [5] studied and developed a recurrent
neural network model, recognized for its effectiveness in
processing continuous natural language text. Using this
model, they classified non-functional requirements described
in natural language into five categories: maintainability,
operability,  performance, security, and  usability.
Experimental validation was conducted based on two datasets
encompassing  approximately 1,000  non-functional
requirements.

Kitagawa et al. [6] proposed an automatic classification
method using Word2Vec and CNN. This method extends
beyond non-functional requirements and project management
sentences to include functional requirements and other
sentences. It targets all sentences contained in Japanese
Requests for Proposal documents.

2.3 Classification Using Large
Language Models

Since the introduction of the Transformer by Vaswani et al.
[7], research in natural language processing tasks has
increasingly leveraged large language models based on the
Transformer, replacing recursive neural networks such as
RNNs, LSTMs, and GRUs. Fine-tuning large pre-trained
language models like BERT [8] for specific tasks has often
resulted in optimized models achieving higher accuracy.

Following the emergence of interactive models like
ChatGPT in 2022, which allow users to easily issue questions
and commands in natural language, these models have
demonstrated flexibility across various tasks and become
widely used in numerous natural language processing tasks.
Interactive models provide a user-friendly interface, enabling
users to interact with the models using free-form text without
being constrained to specific formats. This allows individuals
without programming skills or specialized knowledge in
machine learning to utilize these models.

However, models specifically built and trained for
particular tasks can understand the unique characteristics of
those tasks and make more precise predictions. This is due to
the model's deeper understanding of domain-specific
language nuances and terminologies. Gutierrez et al. [9]
reported that fine-tuned BERT models achieved higher
accuracy than interactive GPT-3 models for named entity
recognition and relation extraction tasks in the medical field.
Sun et al. [10] encouraged interactive models to find
superficial cues and then derive final judgments through a
diagnostic inference process but found that fine-tuned models
for text classification still outperformed interactive models in
accuracy. Ibe et al. [11] conducted experiments using large
generative language models to classify requirement
specifications with minimal examples by adjusting prompts,

and similarly found that BERT-based -classification
outperformed interactive models.

On the other hand, the performance of ChatGPT as a
question answering system (QAS) has been reported to match
or even exceed that of traditional task specific QAS. Tan et
al. [12] demonstrated that ChatGPT offers superior
conversational robustness and explainability compared to

traditional QAS.
3 PROPOSED METHOD

This paper proposes an automatic classification method for
NFRs in system development specification documents. This
method leverages the Function Calling feature of GPT
models, a type of large language model, and is based on [PA
standards.

3.1 Function Calling

Function Calling is a feature provided by the API of large
language models, enabling the model to indirectly interact
with external APIs or systems and generate specific actions.
This technology involves parsing natural language queries,
selecting appropriate functions, and generating JSON
responses. For example, in response to the query "Tell me
about the weather in Tokyo," the model suggests calling a
function that uses a weather API with the region name as an
argument. The argument "Tokyo" is prepared for the weather
API call. The program then retrieves Tokyo's weather through
the weather API and passes this information back to the
model as an additional prompt. The model then provides the
final answer, significantly expanding the potential for
interactive applications and services using the model. This
feature bridges the gap between natural language
understanding and the execution of specific actions,
enhancing the model's practicality and allowing it to flexibly
respond to user requests. Function Calling not only
streamlines the interaction between the model and external
systems but also improves the overall efficiency of handling
user queries by automating the process of converting natural
language into actionable commands.

3.2 Classification using Function Call

A derivative use of Function Calling involves extracting
structured data from text. For example, a function like
extract data (name: string, birthday: string) can be defined
and invoked as needed, extracting a person's name and
birthday from the text as arguments. This functionality allows
for the rapid and accurate extraction of necessary information
from large volumes of text data, facilitating efficient data
analysis and information management. This method allows
for a more structured and organized approach to handling text
data, ensuring that the extracted information is consistent and
accurate.

Function Calling can indeed help in selecting the most
appropriate argument based on the overall context of a query,
even if the specific term isn't explicitly mentioned. The
technology leverages the model's natural language
understanding to infer the intended meaning and relevant
information from the user's input.



In this paper, instead of extracting information from
documents, we performed document classification using this
feature. We forced the invocation of a dummy function from
prompts providing evaluation sentences, suggesting
classification categories as arguments. By specifying the
argument type as an enum, we enumerated the classification
categories, ensuring that suggestions were made only from
specific choices. By leveraging Function Calling for
classification, we can automate and streamline the process,
reducing the potential for human error and increasing overall
efficiency.

33 Fine Tuning for GPT-3.5

Furthermore, this paper attempts to improve models with
classification accuracy by additional training of GPT-3.5
Turbo with a small amount of training data. Fine-tuning
enables the model to learn language expressions specific to
NFRs tasks or domains. This helps the model understand
specialized terminology and contexts that are challenging for
general language models, achieving higher classification
accuracy. Moreover, fine-tuning with a small amount of
training data significantly reduces the time and cost
associated with preparing annotated large datasets, compared
to traditional methods. For complex tasks like NFRs
classification, it is crucial to learn efficiently from limited
examples.

Fine-tuning not only tailors the model to specific tasks but
also enhances its ability to handle nuanced and domain-
specific language, resulting in more precise and reliable
classifications. This approach is feasible even in scenarios
where annotated data is scarce, enabling effective learning
and adaptation with minimal resources.

4 EVALUATION EXPERIMENT

4.1 Models and Test Data Set

In this paper, we utilized the ChatGPT API with the
following models:

GPT-4 Variants

e gpt-40-2024-05-13

o gpt-4-turbo-2024-04-09
GPT-3.5 Turbo

e gpt-3.5-turbo-0125

The gpt-40-2024-05-13 model represents the latest iteration
of the GPT-4 series, incorporating the most recent
advancements in language understanding and generation
capabilities.

The gpt-4-turbo-2024-04-09 model is offering optimized
performance and a popular choice for a wide range of
practical applications.

The gpt-3.5-turbo-0125 model, although from a previous
generation, provides a valuable comparison point. It offers
cost-effective  performance and supports fine-tuning,
allowing for customization to specific tasks or domains. This
makes the gpt-3.5-turbo-0125 model advantageous for
scenarios where budget constraints and the need for tailored
solutions are paramount.
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Table 1 Number of Test Data Instances for Each
Classification

Availability 81
Performance/Scalability 70
Operability/Maintainability 90
Migratability 60

Security 90

System Environment/Ecology 23
Total 414

We specified that the argument type for function calling
properties is enum. For enum types, we defined "availability,
performance/scalability, operability/maintainability,
migratability, security, and system environment" based on the
classification of "non-functional requirements grades." Each
model provided responses for each evaluation sentence. The
temperature was set to 0 to ensure deterministic outputs.

The primary focus of the experiment is to verify the
superiority of Function Calling over the baseline case, which
relies solely on prompt interactions for classification. At the
same time, we are able to observe the differences between
models. Using these models enables us to compare the
advantages of Function Calling across different model
generations. By assessing the performance of Function
Calling among GPT-3.5 Turbo and GPT-4 variants, we can
determine how advancements in the models contribute to
enhanced Function Calling capabilities. This comparison
provides valuable insights into their practical applications and
efficiency, highlighting the strengths and improvements of
the newer models over their predecessors.

The test dataset used in this paper was constructed based on
the existing requirement specifications of public tenders
announced by government agencies. The requirement
specifications were randomly selected from documents
created by the Ministry of Economy, Trade and Industry, the
Digital Agency, and the Ministry of Health, Labor and
Welfare. The data was randomly extracted from these
documents, and labeling was performed based on the IPA’s
"non-functional requirements grades." The detailed
distribution of sentences for each label is shown in Table 1.

4.2 Baseline Classification Method
Without Function Calling

As a baseline, we evaluated a classification method using
prompts only, without Function Calling. This method
involved using a pair of prompts consisting of the definition
of the classification task and the sentence to be classified and
assessing the model's response accuracy. This was conducted

in a zero-shot state without any in-context learning,
providing only the classification description and no examples.
The task definition used was: "In the IPA's ‘non-functional
requirement grades’, NFRs are classified into six categories:

availability, performance/scalability,
operability/maintainability, migratability, security, and
system environment. Answer with the name of only one of
these six categories." This approach aimed to observe how
effectively the model could classify sentences without
Function Calling, establishing a baseline for accuracy.
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Table 2 Classification Performance Metrics for GPT-3.5 Turbo, GPT-4 Turbo, and GPT-40 using Function

Calling and Prompt-Only Methods

GPT-3.5 Turbo GPT-4 Turbo GPT-40
Function Prompt Function Prompt Function Prompt
Calling only Calling only Calling only
Accuracy 0.705 0.696 0.775 0.740 0.792 0.783
Precision 0.719 0.608 0.811 0.766 0.785 0.787
Recall 0.648 0.618 0.734 0.674 0.779 0.741
Fl-score 0.651 0.587 0.753 0.681 0.780 0.754

4.3 Effect of Function Calling

Table 2 compares the classification results using Function
Calling and prompt-only methods for each model. The
evaluation metrics include accuracy, precision, recall, and

F1-score, with the averages calculated using macro-averaging.

In most models, the method using Function Calling achieved
higher accuracy compared to the prompt-only method. For
instance, GPT-3.5 Turbo shows an accuracy of 0.705 with
Function Calling versus 0.696 with prompt only. GPT-4
Turbo demonstrates even more significant gains with
Function Calling, achieving 0.775 compared to 0.740 with
prompt-only. The GPT-40 model also exhibits superior
performance with Function Calling, reaching an accuracy of
0.792 compared to 0.783 with prompt only. For GPT-4o0, the
performance improvement with prompt-only methods is
remarkable, reducing the advantage of Function Calling

Overall, these results suggest that the use of Function
Calling significantly enhances the performance of language
models across various evaluation metrics. While there are
some nuances, particularly with GPT-40, the general trend
highlights the practical advantages of this approach in
classification tasks.

4.4 Misclassification Analysis

In this section, we analyze the misclassification issues
encountered across various categories, with a particular focus
on the "System Environment/Ecology" category. As typical
examples, Figures 1 and 2 present the recall values of
different categories using Function Calling and prompting

methods, respectively, highlighting the areas where
misclassifications are most prevalent.
As shown in Figures 1 and 2, the "System

Environment/Ecology" category exhibits notably low recall
values in both Function Calling and prompting methods, with
the prompting method performing particularly poorly. This
significant challenge in accurately classifying instances
related to this category underscores the complexity and
ambiguity inherent in the "System Environment/Ecology"
category, making it a key area for focused analysis.

The "System Environment/Ecology" category is defined by
several key elements, including "system
constraints/premises," which are the agreed-upon conditions

under which the system is installed, "system characteristics,"
which involve the users and the regional scope surrounding

the system, "compliance standards," and '"equipment
installation environmental conditions." These elements
collectively describe the broader environmental and

contextual factors impacting the system's operation and
integration.

Possible reasons for low recall include the broad and
complex nature of the "System Environment/Ecology"
category, which encompasses a wide range of factors from
technical constraints to regional and user characteristics. This
introduces ambiguity, making it difficult for models to
accurately distinguish relevant terms from those of other
categories. Additionally, elements of system environment
and ecology often overlap with other categories. For example,
Environmental conditions might relate to security concerns.
This overlap can lead to misclassification as models struggle
to differentiate between closely related concepts. In addition,
the interpretation of terms related to system environment and
ecology is highly context dependent. Terms that are relevant
in one context may have different implications in another,
making it difficult for models to generalize and accurately
classify.

Overall, misclassification is a significant challenge across
several categories, but it is particularly pronounced in the
"System Environment/Ecology" category due to its
complexity and overlap with other factors.

4.5  Fine Tuning Models

4.5.1. Training Data and Embedding
for Fine Tuning

GPT-3.5 Turbo is capable of fine-tuning with small
amounts of data. Fine-tuning is greatly influenced by the
training dataset used, making its selection extremely
important. In this paper, we utilized descriptions of "non-
functional requirement grades" as the training dataset instead
of using sentences from actual requirement specifications.
The primary reason for this choice is that it allows for more
efficient annotation, as the classification of sentences is more
straightforward. Additionally, one reason is the hypothesis
that it may be difficult to learn the diversity of NFRs with a
small amount of data with small numbers of training data. The
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Figure 1 Recall Matrix for GPT-4 Turbo Function
Calling and Prompting Performance Across 6 Categories

"non-functional requirement grades" classify NFRs into six
categories: availability, performance/scalability,
operability/maintainability, migratability, security, and
system environment/ecology. Descriptions related to each
category were labeled with the respective classification and
used as the training data. As shown in Table 3, the training
dataset comprises a total of 933 instances, distributed across
the six NFR categories.

For each experiment, a necessary number of instances was
randomly extracted from this dataset. This approach ensured
that the model could be fine-tuned effectively while utilizing
a representative sample of the data for each specific
experiment. Figure 3 shows the t-SNE plot of descriptions for
each "non-functional requirement grades" after embedding
them using the text-embedding-3-large model provided by
OpenAl, which converts the text into 3072-dimensional
vectors. Each color represents one of the six NFR categories:
availability, performance/scalability,
operability/maintainability, migratability, security, and
system environment/ecology. The clear clustering of some
categories, like security, suggests that the classification task
for these categories might be relatively straightforward for

the model, likely resulting in higher accuracy, precision,
and recall. Conversely, the dispersion observed in some
categories, like the system environment/ecology categories,
indicates potential challenges by enhancing context
understanding. in achieving high classification performance.
These categories might require more sophisticated models or

Table3 Number of Training Data Instances for NFRs
Grades

Availability 168
Performance/Scalability 175
Operability/Maintainability 158
Migratability 101

Security 163

System Environment/Ecology 168
Total 933

True Label
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Figure 2 Recall Matrix for GPT-4 Turbo Prompting only
Performance Across 6 Categories

additional context to improve classification accuracy. The t-
SNE visualization serves as a validation tool, demonstrating
that the embedding model can capture and represent the
similarities and differences among the NFR descriptions to a
significant extent. This visual validation supports the choice
of using for fine-tuning and classification tasks.

In conclusion, the t-SNE plot effectively illustrates the
clustering behavior of the NFR descriptions based on their
embeddings. The distinct clusters for some categories and the
overlapping regions for others provide valuable insights into
the complexity of the classification task. These insights
highlight the strengths and potential context understanding in
using the current model for classifying non-functional
requirements, guiding future improvements, and fine-tuning
efforts.

4.5.2. Fine Tuning Effect

In order to comprehensively evaluate the progression of loss
and its impact on accuracy, three different fine-tuning models
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Figure 3 t-SNE Visualization of Embedded Training
Data
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Figure 4-1 Training Loss and Accuracy over Epochs:
N=50, Epoch=3 (red: train loss, blue: train Accuracy)
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Figure 4-2 Training Loss and Accuracy over Epochs:
N=250, Epoch=3 (red: train loss, blue: train Accuracy)
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Figure 4-3 Training Loss and Accuracy over Epochs:
N=250, Epoch=9 (red: train loss, blue: train Accuracy)

were tested, each designed to address varying conditions in
terms of dataset size and number of epochs, thus providing a
robust analysis.

In the first scenario, illustrated in Figure 4-1, training was
conducted over three epochs using 50 randomly selected
training data samples. The loss progression in this scenario
exhibits significant fluctuations in the initial stages but
stabilizes in the later stages. Considering the small size of the
training dataset, this early stabilization is presumed to lead to
insufficient accuracy.

In the second scenario, depicted in Figure4-2, the training
dataset was increased to 250 randomly selected samples, and
training was conducted over three epochs. Compared to the

first scenario, the adaptation to a more diverse training dataset
results in greater and more prolonged fluctuations. However,
it is inferred that this leads to more advanced learning.

In the third scenario, shown in Figure 4-3, 250 training data
samples were used, but the model was trained over nine
epochs. In this case, the loss stabilizes within one epoch,
suggesting that increasing the number of epochs does not
necessarily aid in learning more from the data.

From these observations, it is evident that the size of the
training data and the number of epochs have a significant
impact on the learning process.

Figure 5 compares the classification accuracy of these fine-
tuned GPT-3 Turbo models. Among the metrics of Accuracy,
Precision, Recall, and F1-score, we specifically chose the F1-
score due to its balanced representation of both Precision and
Recall. In both scenarios, where the training data consists of
either 50 or 250 randomly selected samples, fine-tuning
significantly improves the F1 score,

reaching levels comparable to the accuracy achieved using
the two types of Function Calling in GPT-4. Increasing the
training data from 50 to 250 samples results in a slight
improvement in the F1 score; however, no additional
improvements were observed with an increase in the number
of epochs.

While using Function Calling without fine-tuning is
effective, combining it with fine-tuning achieves higher
classification accuracy. Furthermore, fine-tuning reduces the
performance gap between using Function Calling and using
only prompts. These findings provide valuable insights for
selecting the optimal model design and training strategy for
complex tasks such as non-functional requirements
classification.

S DISCUSSION

The proposed method for automatic classification of NFRs
using Function Calling with large language models has
demonstrated significantly improved efficiency while
maintaining F-1 score comparable to traditional methods.
Notably, the results utilizing both GPT-4 Turbo and GPT-40
models were remarkable. Even in a complete zero-shot
learning state, without any fine-tuning or in-context learning,
these models achieved accuracy levels comparable to
specialized training models from previous studies.

Fl-score
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fine tuning fine tuning fine tuning GPT-4turbo  GPT-4o
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Figure 5 Comparison of F1-Scores for Function Calling
and Prompt-Only Approaches Across Different Models
and Fine-Tuning Stages



This underscores the advanced language understanding
and reasoning capabilities of GPT-4 Turbo and GPT-4o,
which can potentially match the outcomes of domain-
specific models. This is particularly useful in scenarios
where preparing extensive training data is challenging or
impractical.

Fine-tuning GPT-3.5 Turbo results in a significant
increase in F1-score for both Function Calling and prompt-
only approaches, effectively eliminating the difference
between the two. Depending on the number of data points
and the number of epochs, fine-tuned GPT-3.5 Turbo can
achieve results comparable to or even exceeding those of the
Function Calling of GPT-4 Turbo and GPT-40. This
demonstrates that, with adequate fine-tuning, GPT-3.5
Turbo remains a viable and highly effective option for
achieving top-tier classification performance. While the
Function Calling of GPT-4 Turbo and GPT-40 achieves
high performance efficiently, fine-tuning GPT-3.5, although
requiring the preparation of training data, can yield equal or
superior performance.

The improvement in F1-score with fine-tuning highlights
the significance of the training dataset's quantity and quality.
Fine-tuning enhances the model's contextual understanding
and classification accuracy, even with a small amount of
data, making it a cost-effective method.

6 SUMMARY OF CONTRIBUTION AND
CONCLUTIONS

This paper proposed and demonstrated the effectiveness of
an automatic classification method for NFRs using Function
Calling with large language models. The Function Calling
capabilities of GPT-4 Turbo and GPT-40 achieved excellent
F-1 score comparable to traditional specialized models even
in a zero-shot learning state, showcasing their high capability.
Additionally, GPT-3.5 Turbo, with minimal fine-tuning,
achieved results comparable to GPT-4 variants, emphasizing
the importance and efficiency of fine-tuning. The
significance of fine-tuning is evident, as it enhances the
model's contextual understanding and classification accuracy,
making it relatively cost-effective method. Notably, the
performance of the prompt-only approach also improves
significantly with fine-tuning, ultimately eliminating the
difference in performance between the two methods.

By leveraging Function Calling and fine-tuning based on
the available training data, we efficiently achieved high F1-
score classification based on IPA's “non-functional
requirements grades”, potentially streamlining the analysis of
requirement specifications in system development. However,
instances of misclassification were observed, indicating the
need for improvements in the model's contextual
understanding abilities and the selection of appropriate
training data.

Future research should address these challenges by focusing
on enhancing the model's contextual understanding and
developing more sophisticated training datasets. Such efforts
are expected to further improve the accuracy of automatic
classification, contributing to more efficient and precise
software quality management.
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Abstract - In software development, development proceeds
using requirement specifications that describe software require-
ments in natural language. However, ambiguities in the de-
scription of natural words may cause unintended behavior in
the system. To solve such problems, software developers create
state transition diagrams from requirement specifications and
perform model checking. The purpose of this paper is to au-
tomatically convert requirement specifications written in natu-
ral language to state transition diagrams. Using a large-scale
language model as the conversion method, state transition dia-
grams are created by extracting state transitions from require-
ment statements and converting them to PlantUML description
format. Experiments showed that adding the process of cre-
ating state transition diagrams to the prompts made the state
transition diagrams produced by ChatGPT more accurate. As a
result, the generated state transition diagrams correctly reflected
the information about states, transitions, and events described in
the requirement statements. On the other hand, there were some
omissions and misrepresentations of information on semantics,
such as detailed condition content and actions.

Keywords: Requirement Specification, State Transition Di-
agrams, LLM, PlantUML,Chain of Thought Prompting

1 INTRODUCTION

In software development, the process often proceeds by us-
ing requirement specifications written in natural language [1].
Those requirements are written on the assumption that the prod-
uct will behave as the developer expects it to behave. How-
ever, when reflecting requirements, ambiguities in natural lan-
guage and inconsistencies in requirements can cause the system
to behave differently from the specification and in unintended
ways[2]. Design errors due to ambiguous or inconsistent word-
ing are often discovered in the testing process later in the de-
velopment process, and these ambiguous statements force the
developer to go back to the design process again[3][4]. Rework
caused by the testing process errors increases a great deal of ex-
tra costs. One of the methods to prevent such rework is to create
state transition diagrams from requirement specifications and
perform model checking. Model checking based on state tran-
sition diagrams allows developers to check for unrecoverable
and undesirable system states caused by unintended behavior

during the design phase. However, creating state transition di-
agrams and inspecting models requires specialized knowledge.
Therefore, it is difficult for beginners to handle. In addition,
if the system is complex and consists of many components,
manually extracting all the states of the components can be a
labor-intensive task. Therefore, the goal of this research is the
automatic conversion of state transition diagrams from require-
ment specifications containing state transition descriptions writ-
ten in Japanese. This research is expected to help designers and
developers share system specifications without conflicts at low
cost. Previous research has proposed a method for extracting
state transition descriptions from requirement statements using
syntactic analysis based on the rules of natural language no-
tation, and creating state transition diagrams based on the ex-
tracted elements[5][6][7][8]. A rule-based method using de-
pendency analysis can extract the name of a state variable and
its state from requirement statements[9]. However, simply ap-
plying the extraction results to a state transition diagram tem-
plate was not enough to create a correct diagram. This is be-
cause different names may be assigned to the same state. In
other words, while the extraction of elements for state transi-
tion descriptions was automated, the complete automation of
diagram creation was not achieved. On the other hand, natural
language processing technology using Large Language Models
(LLMs) is rapidly developing and its usefulness is being con-
firmed. Many studies in the field of software modeling have
also explored the use of LLMs such as ChatGPT. In some stud-
ies, LLM was used to convert requirement statements into UML
descriptions such as plantUM and to create UML diagrams[10].
Prior research confirmed that ChatGPT understands most UML
diagrams, including class diagrams, use cases, state transition
diagrams, sequence diagrams, and activity diagrams[10]. This
research uses ChatGPT to create state transition diagrams by ex-
tracting state transitions from requirement statements described
in natural language and converting them to PlantUML descrip-
tion format. This enables automation up to the creation of state
transition diagrams, which was previously impossible.

This paper is organized as follows. Section 2 presents the
technology used in this study and related research. Section 3
presents the proposed methodology. Sections 4 and 5 present
the experiments and results, respectively. Section 6 discusses
the method based on the results. Finally, Section 7 concludes
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the paper.

2 PREPARE

2.1 State Transition Diagrams

A state transition diagram represents the behavior of a model
consisting of a combination of states, transitions, and events. In
model-driven development, state transition diagrams are widely
used for purposes such as checking implementation specifica-
tions and analyzing scenarios[11]. In UML 2.0, state transition
diagrams are called state machine diagrams. State transition di-
agrams have a notation that specifies the method of operation,
called semantics. The semantics include conditions and transi-
tion actions related to transitions, actions and activities inside
states, and structures such as composite and parallel states[11].

2.2 Modeling with ChatGPT

Large Language Models (LLMs) are models of natural lan-
guage processing that have been trained on large amounts of text
data. Typical examples of large-scale language models include
BERT, announced by Google in 2018, and GPT-3, announced
by OpenAl in 2020. In May 2024, OpenAl introduced the new
GPT-40, a model with better performance in languages other
than English. This study used the GPT3.5 and GPT-40 models
for its experiments. Since ChatGPT is a language model, it can-
not generate graphical models, but it can generate models using
text-based UML notation. ChatGPT understands several UML
notations such as PlantUML, Mermaid, Markdown UML. Prior
studies have shown several characteristics of software modeling
using ChatGPT[10].

¢ ChatGPT can represent models in multiple UML nota-
tions. In general, PlantUML tends to have fewer syntax
errors.

* Previous conversation history will cause fluctuations in
the generated results.

e Variation in ChatGPT responses to the same prompt.

e The problem domain affects the structure, content, and
level of abstraction of the generated model.

Considering the above, this method selected PLantUML as the
UML notation. PlantUML is a tool that allows code-based de-
scription of UML and has been used in previous studies for au-
tomated creation of UML diagrams[12]. Also, prior research
using ChatGPT recommends starting a new chat each time a
new model is generated. This is because previous conversation
history influences the results generated. Therefore, this experi-
ment also switched to a new chat in each experiment.

3 PROPOSED METHOD

This section provides an overview of the methodology. An
overview of this method is shown in Figure 1. Figure 1 repre-
sents giving ChatGPT requirement statements and prompts ex-
plaining how to create a state transition diagram, and receiving
a state transition diagram described in PlantUML format as a re-
sponse from ChatGPT. This is executed in PlantUML and con-
verted into a state transition diagram image.Requirement state-
ments are generally classified into functional and non-functional
requirements. Functional requirements include elements such
as UI, database, processes, and context. In this method, the pri-
mary input statements are those that describe the processes in
the functional requirements. Statements describing processes
consist of elements such as activities, parameters, and rules, and
they represent the processing of transitions and actions. A tran-
sition statement is a statement that describe a change of state by
a pair of states and events[13]. An active statement is a state-
ment that, based on a combination of state and event, instructs
the execution of operations[13]. Or it instructs the interactions
with the external environment through actuators or other means.

To enable ChatGPT to appropriately convert these require-
ments into state transition diagrams, careful crafting of prompts
is essential. This method used Chain of Thought Prompting as
the prompt description method. It has been found that ChatGPT
responses are more concrete when specific examples of inputs
and outputs are given. Chain of Thought Prompting is a method
that improves LLM capabilities by including intermediate rea-
soning steps before solving the problem in the prompt[14]. As
an intermediate inference step, this method describes the pro-
cess of extracting the state transition description from the re-
quirement statement and converting it to PlantUML format. As
an example, ChatGPT receives requirement statements, a Plan-
tUML description created from the requirement statements, and
the procedure for converting the requirement statements to Plan-
tUML. Figure 2 shows part of a prompt that illustrates the pro-
cess of converting requirement statements to PlantUML. Usu-
ally, a requirement statement describing the behavior of the sys-
tem indicates that when an event occurs, the system will go
from state A to state B and take action. Therefore, this study
defines the elements that constitute state transitions as the pre-
state, post-state, event, guard condition, and action. The prompt
in Figure 2 explains how to convert each of those elements to
PlantUML format when they are included in requirement state-
ments. This allows ChatGPT to understand conversion patterns
according to the rules.

There are two ways to describe actions in a state transition
diagram:

1. Actions executed upon entering or exiting a state, or while
staying within that state.

2. Conditional actions executed when conditions are satis-
fied, and the transition is successfully completed.

The former type of action is documented within the state using
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Figure 1: Overview of the proposed method

Figure 2: Part of the process of converting requirement state-
ments into PlantUML

entry, exit, or do, depending on the execution timing. Entry is
an action executed once upon transitioning into a state, exit is an
action executed once upon leaving a state, and do is an activity
continuously executed while remaining in the state. An action
refers to a process that is executed without interruption or sus-
pension, whereas an activity refers to a process that is expected
to allow interruptions or suspensions during execution. The
prompt explains that, depending on the execution timing, one
of entry, exit, or do should be specified for the action. On the
other hand, the latter type of conditional action is documented
within the transition. In a state transition diagram, conditional
actions are represented as “event [guard condition]/conditional
action”. When the requirement statement contains a conditional
action, the prompt instructs ChatGPT to convert it as follows:

e pre-state —> post-state : event [guard condition]/conditional
action

For example, a timer requirement statement is converted by
ChatGPT into a PlantUML description as follows.

o X4 <iEEIHIC., RA~SRE Y% 3sec I EFIFTTE
WLLZES, 79 —% 100msec 5 5 L7=1%. OminOsec
Kty bEN, R <HEIET B, ]

o EENH —> (F1kh . B A <R X2 F 3sec LEEML
/100msec 7% —IE#)#%. OminOsec 12Vt v k

Since conditional actions and entry actions within a state are
executed within the same cycle, it is recommended to consol-
idate operations involving the same target or variable into ei-
ther one[11]. It is also recommended that conditional actions

include processes that cannot be interrupted and can be com-
pleted in a short amount of time. Whether an action is docu-
mented as a state action or a conditional action is determined
by the factors mentioned above, as well as the common design
rules established by the development team.

In this method, the prompt for creating a state transition dia-
gram includes, in addition to the input statements, the instruc-
tion to “indicate from which statements you have created which
transition, together with the rationale for its derivation. This in-
struction causes the ChatGPT response to output the process of
creating a transition from requirement statements with the re-
sult. If the generated state transition diagram differs from the
desired result, the developer can review the derivation process
to identify whether the issue lies in the inadequacy of the input
requirement statement or an error in ChatGPT’s conversion.

4 EXPERIMENTS

The evaluation experiment investigated the quality of the state
transition diagrams produced by the proposed method. The
evaluation experiment also investigated whether the model and
prompts used affected the results generated. This experiment
uses GPT3.5 and GPT4o, and compares the results using the
chain of thought prompting method and the method in which
only the requirement statements are given (no prompting de-
vice). Two types of requirement statements were prepared for
the experiment. The first is a requirement statement for a CD
player control panel in Astah’s “ UML State Machine Diagram
and State Transition Table Tutorial[15]. The requirements for
the CD player operation panel are described as transition state-
ments in a basic syntactic format, such as "When in the previ-
ous state, if an event occurs, it transitions to the subsequent state
and performs an action.” There are eight requirement sentences
in total. The Astah tutorial includes a state transition diagram
created from the request statement, and this experiment treats
it as the correct diagram. The second is the requirement state-
ment for the timer button in Chapter 2, Operation Requests, of
the “ Hotpot, Version 7”7 published by SESSAME[16]. Com-
pared to the requirements for the CD player, the requirement
statements for the Hotpot are more complex, with more detailed
descriptions of transition conditions and actions. There are a to-
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Figure 3: The state transition diagram of the CD player control panel created using chain of thought prompting in GPT4o.

tal of seven requirement sentences. The state transition diagram
for the correct answer was created by ourself in advance.

The evaluation experiment compares the state transition dia-
gram created by the proposed method with the correct diagram
to determine whether it is correct or incorrect. The experiment
defined states, transitions, events, and semantics as the evalua-
tion criteria for the state transition diagrams created. Semantics
include guard conditions and condition actions, state actions,
and activities. The experiment checks that the state, transitions,
and events accurately reflect what should be described in the
state transition diagram without deficiencies. The experiment
checks whether the created state transition diagrams correctly
represent the semantics.

S RESULT

Figure 3 shows the state transition diagram of the CD player
control panel created using chain of thought prompting in GPT4o.

Figure 4 shows the state transition diagram of the timer cre-
ated using chain of thought prompting in GPT4o.

5.1 CD Player Control Panel

The state transition diagram of a CD player control panel has
five states, nine transitions including the transition from the start
state to the initial state, and eight events for the transitions. In
the experiments, when GPT-4 or chain-of-thought prompting
was used, these states, transitions, and events were accurately
reflected in the state transition diagram without any omissions
or excesses. On the other hand, when GPT3.5 was used without
the prompt device, the defined state names were correctly re-
flected, but the state structure had unnecessary composite states
and transitions could not be connected correctly. In other words,
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a crappy diagram was output that differed from the correct state
transition diagram.

5.2 Timer

The timer’s state transition diagram has three states, eight
transitions including the transition from the starting state to the
initial state, and seven events for the transitions. When using
chain of thought prompting in GPT4o, the state, transitions,
and events were accurately reflected in the state transition di-
agram, except for one transition and its events. The transition
that could not be reflected was the self-transition caused by the
countdown when the timer is activated. However, since this self-
transition was not explicitly described in the requirement state-
ment, this omission is understandable. On the other hand, when
verifying the semantic behavior represented by the state tran-
sition diagram in Figure 4, considering the actions and guard
conditions, some errors were identified. The details are dis-
cussed in the considerations presented later. When using chain
of thought prompting in GPT 3.5, one extra transition was out-
put in addition to the missing countdown transition. However,
the other states, transitions, and events were accurately reflected
in the state transition diagram. When GPT3.5 was used without
prompt devising, only the state names were correctly reflected,
but the transitions were completely random and the events could
not be properly reflected.

6 CONSIDERATION

A common feature of GPT3 and GPT4o is that PlantUML
syntax rules are rarely wrong. The experiment also confirmed
that GPT properly understands and processes Japanese words
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Figure 4: The state transition diagram of the timer created using chain of thought prompting in GPT40

that represent logical relationships. For example, when a re-
quirement sentence contains the words “ £721% ” to indicate a
disjunction relationship, GPT understands the relationship and
reflects it appropriately in the state transition diagram. On the
other hand, when GPT3 and GPT4o were compared, the qual-
ity of the generated state transition diagrams differed signifi-
cantly. The difference in results was particularly apparent when
no prompt was devised. This result suggests that GPT3.5 under-
stands the PlantUML syntax rules for describing state transition
diagrams, but does not understand how to create state transi-
tion diagrams from requirement statements. However, by using
chain of thought prompting and providing a process of transfor-
mation patterns from requirement statements to PlantUML de-
scriptions, GPT3.5 can determine the elements of states, transi-
tions, and events from requirement statements and reflect them
in state transition diagrams. Furthermore, GPT3.5 does not
fully understand how to describe state actions, conditional ac-
tions, or guard conditions in PlantUML. Therefore, it was nec-
essary to use chain of thought prompting to explain these as-
pects as well. On the other hand, GPT4o0 can create a state
transition diagram that satisfies the description of the require-
ment statement better than the diagram generated by GPT3.5,
even without any prompting devices. In fact, GPT40 was able
to create a state transition diagram that accurately satisfied all
of the states, transitions, and events in the CD player’s con-
trol panel requirements. However, even with GPT-4, it was
unable to semantically accurately describe some actions and
certain guard conditions. In particular, determining whether a
behavior should be categorized as an action or an activity and
appropriately labeling it as entry or do seems to be a difficult
task. In both models, the use of chain of thought prompting
to create state transition diagrams was effective. Even GPT4o,
which shows excellent performance, can describe guard con-
ditions and state actions more semantically accurate by using
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chain of thought prompting.

The practicality of this method is then discussed. State tran-
sition diagrams are used in software development for purposes
such as scenario analysis and implementation specifications[11].
This method is considered to be effectively applicable in sce-
nario analysis during requirements definition and requirement
analysis. This is because experimental results have shown that
it can accurately extract states, transitions, and events from re-
quirement statements and convert them into state transition dia-
grams. During the requirements definition phase, this method
can be used to automatically create state transition diagrams
from use cases and requirements. This helps in verifying the
system’s behavior and ensures that no states or events are over-
looked. On the other hand, when using this method for imple-
mentation or analysis of specifications, additional manual ad-
justments to the state transitions created by ChatGPT would be
necessary. This is because there may be errors or omissions
related to action symbols of states and guard conditions of tran-
sitions that involve execution timing. For example, the timer’s
experimental results depicted in figure 4 might appear correct at
first glance, but the model does not exhibit the correct system
behavior for a timer. In Figure 4, pressing the timer button in the
stop state increments the time and then re-enters the stop state,
resetting the time to 0 with the entry action. This model does
not allow for setting the time from the stop state. It is likely
challenging at present to have ChatGPT create system behavior
that is completely and systematically correct.

In this method, ChatGPT essentially follows the transforma-
tion rules described in the prompt to convert requirement state-
ments into the PlantUML format. In the process, there were few
self-indulgent additions by ChatGPT to states, transitions, or
events. Most of the time when a change or additional element is
included by ChatGPT, it is considered to be a case where the sta-
tus is omitted or not stated in the requirement statement. Some
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related papers also recommend explicitly stating pre-state, post-
state, and event in the requirement statements[17]. In fact, the
requirement statements for the CD player operation panel, which
were created with high quality, clearly included all these ele-
ments. Conversely, when the requirement statements omit sig-
nificant details about states, it becomes challenging to create
high-quality state transition diagrams. Therefore, moving for-
ward, it is considered necessary to devise input templates to
create more accurate state transition diagrams.

This experiment focused on models with a small number of
states. In the future, experiments will be conducted on systems
with a larger number of states and more complex structures.

7 CONCLUSION

This study used a large-scale language model as a transfor-
mation method to create state transition diagrams by extracting
state transitions from requirement statements and transforming
them into PlantUML description format. Experiments showed
that the state transition diagrams produced by ChatGPT were
more accurate when the process of creating the state transition
diagrams was added to the prompts. When GPT3 and GPT4o0
were compared, it was confirmed that GPT40 was superior in
creating state transition diagrams. As a result, the state tran-
sition diagrams created using chain-of-thought prompting cor-
rectly reflected the information about states, transitions, and
events described in the requirement statements. On the other
hand, some of the semantic information, such as detailed con-
dition contents and actions, were missing or misrepresented.
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Abstract — There are various methods for sharing cook-
ing recipes. Consequently, systems that allow users to
share their impressions of the outcome and taste through
photos and text have become widespread. However, there
is no mechanism for comparing cooking actions with
others or with one’s past self. This study aims to realize a
system that allows users to share and compare cooking
actions, enabling self- analysis and reflection through the
visualization of actions during cooking. We extracted
features related to stationary actions and movements
between fixed points. For stationary actions, specifically
cucumber slicing, we obtained the average pace, average
acceleration, and the standard deviation of acceleration.
For movements between fixed points, focusing on
hamburger steak preparation, we extracted features such as
dwell time and location transitions. We investigated
whether self-analysis could be conducted and whether
there were any changes in cooking skills through the
comparison of cooking actions using graph displays. As a
result, while the graphical display prompted self-analysis
and led to a change in awareness, no growth trend was
observed with a displaying only once.

Keywords. Analysis Cooking Actions, Behavioral Visu-
alization, Action Recognition, Operational Analysis

1 INTRODUCTION

There are various methods for sharing cooking recipes.
With the widespread use of the intemet, sharing and
searching for recipes has become easier. Services such as
Cookpad and Kurashiru are examples of platforms that
provide recipes via photos and text. These services also
feature functionalities that allow users to report the results
of the recipes they have used. In Cookpad, this function is
known as “Tsukurepo,” and in Kurashiru, it is
called “Taberepo.” Users can share their feedback on the
results and taste of the recipes through photos and brief text.

However, these platforms lack a system that allows users
to compare their cooking skills and efficiency with those
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of others or their past selves. Such a system could help
users realize their improvement and analyze their cooking
abilities objectively through comparisons with others. By
collecting multiple cooking data points, users can
understand how their cooking practices differ from others.
Over a long period, users can track their cooking progress
compared to their past performance.

Currently, wearable sensors such as smartphones and
smartwatches are widely used. These wearable sensors
come equipped with various sensors, including
accelerometers, gyroscopes, magnetometers, heart rate
monitors, barometers, and GPS. Sensing can be performed
using dedicated devices or general-purpose devices
equipped with sensors like smartphones. Dedicated
sensing devices tend to be more accurate than general-
purpose ones. However, when requesting sensing services,
dedicated devices involve preparation time and monetary
costs. General-purpose devices might not always meet the
required accuracy for estimation but are more cost-
effective. In this study, we judged that the accuracy of
general-purpose sensors is sufficient for estimating
cooking actions. Moreover, collecting a large amount of
feature data makes comparison easier, so it is ideal to
widely gather data. Therefore, we use general-purpose
wearable sensors in this study.

Work analysis, which involves checking and
analyzing work tasks, is widely practiced. Generally,
the time taken for each process step is measured. For
example, when examining the efficiency of line work,
the time taken for each task such  as assembly and
quality inspection is measured with a stopwatch and
used as an evaluation criterion. Wearable sensors can
quantify actions and use these quantified movements as
evaluation criteria in work analysis. In assembly work,
for instance, the hand movements involved in assembly
can be quantified and used as evaluation criteria.
Quantifying movements also allows the efficient
imitation of actions to be conveyed in a non-intuitive
manner. By numerically reducing the difference
between the desired movement and one’s own
movement, similar actions can beachieved.
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This study aims to assist in self-analysis of cooking
actions using behavioral sensing data obtained from
wearable sensors. The approach involves sensing
cooking actions using wearable sensors and extracting
features. We collect and visualize feature data from
multiple people cooking the same recipe and share these
visualizations. Users can recognize their improvement
points and growth areas through graph comparisons. The
evaluation targets are the cooking actions during the
process, not the results such as appearance or taste.
While appearance and taste play important roles in
evaluating cooking, they are outcomes of the cooking
process and do not capture the detailed actions during
cooking. By comparing the cooking actions, users can
identify improvement and growth points in their
movements, promoting self-analysis. Therefore, the
focus is on evaluating cooking actions. In this study, we
extracted feature quantities from slicing actions, es-
timated actions from point-to-point movements, and
investigated the impact of graph visualization on users.

This paper is structured as follows. Chapter 2 describes
related research. Chapter 3 outlines the overall
configuration of the system designed to promote self-
analysis. Chapter 4 details the feature extraction of fixed-
point actions using acceleration. Chapter 5 describes the
feature extraction of actions between fixed points using
location information. Chapter 6 discusses the visualization
of actions that encourage self- analysis, based on the
feature extraction results obtained in Chapter 4. Chapter 7
summarizes the research and discusses future challenges.

2 RELATED STUDY

There are studies that estimate actions based on sensing
results. Sensing methods can be broadly classified into two
types: sensors fixed in place and sensors attached to people
or objects. Sensors fixed in place include Wi-Fi, BLE, cam-
era images, and 3D point clouds. For example, BLE sensors
can be deployed in an environment to recognize activities[1].
Sensors attached to people or objects include accelerometers,
gyroscopes, magnetometers, temperature and humidity sen-
sors, and light sensors. Accelerometers can recognize simple
tasks [2] and estimate human actions [3]. Gyroscopes can be
used to estimate foot twisting actions [4]. There are studies
that estimate actions based on sensing results. The methods
of sensing can be broadly divided into two types: those that
fix sensors to a location and those that attach sensors to
people or objects. The type that fixes sensors to a location
includes Wi- Fi, BLE, camera images, and 3D point clouds.
In this study, we use only commonly available wearable
sensors and a sensing method that does not depend on the
cooking environment to estimate actions. Therefore, the type
that requires installation in the environment is not suitable
for this study. Since wearable sensors are sensors that
people carry or wear, this study uses wearable sensors. To
recognize body movements, we use accelerometers and
gyroscopes.

There is existing study on position estimation. For exam-
ple, GPS is commonly used for position estimation[5].
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While GPS is a standard method for location tracking, it is
not suitable for indoor position estimation. Given that our
study focuses on estimating movements during cooking,
GPS is not appropriate. Indoor positioning typically relies
on data collected from sensors. Sensors used for indoor
positioning include IMU, magnetic sensors, IMES, Wi-Fi[6],
RFID [8], infrared sensor [9], and image sensors [10]. One
method that uses IMU is PDR (Pedestrian Dead Reckoning),
which detects human walking using IMU data to estimate
position [11]. Instead of relying on instantaneous values,
PDR wuses accumulated historical data for position
estimation. Since our study uses wearable sensors, methods
requiring multiple sensor installations, such as IMES or Wi-
Fi, are not suitable. PDR is appropriate for this study
because it can utilize the accelerometers and gyroscopes
commonly found in wearable sensors. Therefore, this study
employs PDR for position estimation.

There is study on the visualization of action analysis re-
sults. For instance, some studies focus on displaying the
movement trajectories of individuals [12][13]. However, in
this study, we aim to extract features from the fine
movements of the arms, making such display methods
unsuitable. There is also study on visualizing data using
dedicated devices [14], which allows for more flexible
displays. Nevertheless, dedicated devices involve significant
costs and are not practical for general use. Therefore, we
developed a web system to present feature data to users and
encourage comparisons. To ensure that the visualization can
be accessed using the devices that users already own, we
opted for a web-based system. This approach facilitates
identifying areas for improvement and recognizing growth
by comparing overall feature data. While some studies
explore AR displays or visualizations superimposed on
images [15], our study does not employ such methods. This
is because environments like kitchens vary for each user,
and adapting to this variability would require users to
perform 3D mapping, which is cumbersome. Instead, we
visualize feature data extracted from sensor data through
graphs.

A study has been conducted on various aspects of cook-
ing, and research on cooking is being conducted. One area
of study involves proposing recipes based on available
ingredients, where appropriate recipes are suggested based
on the input ingredients [16]. Another area focuses on
analyzing recipes and videos, such as examining the
relationship be- tween different recipes [17]. These studies
aim to support the cooking process itself. In contrast, our
study aims to promote self-analysis after cooking.
Additionally, there are studies that analyze and estimate
cooking processes. Some of these studies include
recognizing cooking activities using methods like Open-
Pose [18], sensing cutting actions by attaching sensors to
chopping boards and knives [19], detecting fried foods by
sensing the air [20], and analyzing cooking processes using
accelerometers [21]. These studies use sensors to make
estimations. In our study, we use accelerometers and
gyroscopes. For displaying the results, we employ graphs.
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3 COOKING ACTION COMPARISON
SYSTEM USING WEARABLE SENSORS

In this chapter, we discuss the requirements for achieving
the goals of this study and the system configuration based
on these requirements. The system configuration diagram is
shown in Figure 1.

3.1 Requirements Definition

We define the requirements to fulfill the objective of this
study, which is to assist in the self-analysis of cooking
action using behavioral sensing data obtained from wearable
sensors. To meet these requirements, the following are
necessary: Extraction of features that positively influence
cooking skills through visualization, Effective display of
feature data, A system that facilitates easy sharing and
comparison of data.

Cooking involves various processes, such as: Washing
dishes and ingredients, Measuring with spoons and scales,
Mixing with chopsticks or whisks, Cutting and prepping
ingredients (e.g., slicing, filleting), Cooking (e.g., frying,
boiling), Moving between different locations (e.g., stove,
sink). Each of these processes has distinct features. For
instance, in cutting actions, features could include speed,
force, knife angle, the neatness of the cut surface, and the
shape and size of the ingredients.

However, it is crucial to determine if displaying these fea-
tures has a positive impact on cooking outcomes. For exam-
ple, comparing the speed of cutting actions between
different people might not reveal differences in taste or
appearance. Directly related factors to taste and appearance
include the shape and size of ingredients and the degree of

cooking, which are difficult to capture with wearable sensors.

However, features indirectly related to the quality of
cooking, such as how carefully ingredients are handled, can
be captured. It can be inferred that careful handling results
in uniformly sized pieces. Therefore, it is essential to
identify features that positively influence cooking skills
through visualization.
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Furthermore, there are two types of evaluation criteria for
what is considered” skilled”: ”Better without limit” — for ex-
ample, faster cutting with a knife is considered
better. ”Closer to specific data is better” — for example,
movements closer to those of a professional are considered
better.

The "better without limit” approach is straightforward and
casy to wunderstand but might lead to undesirable
consequences, such as injury from focusing too much on
speed. The “closer to specific data” approach provides a
realistic goal, as it is based on actual data, but it requires
preparing target data and defining what constitutes a skilled
individual. It is necessary to consider whether it is more
appropriate to define skilled individuals based on efficient
movements or the ability to produce delicious food.

Effective display of feature data aims to promote self-
analysis by comparing cooking actions with others.
Therefore, the display method must facilitate comparison.
This study adopts graphs to display feature data, as multiple
graphs corresponding to different features can facilitate
easier comparisons. Given that the kitchen environment
varies, only the feature data is displayed in the graphs. The
content users derive from comparisons differs between
comparing with others and with their past selves. Comparing
with others helps users understand how proficient their
actions are and how close they are to skilled cooks.
Comparing with past performance helps users recognize
their growth. Hence, the graph display should reflect these
aspects.

3.2 System Configuration

The proposed system shown in Figure 1 extends common

recipe-sharing systems to display the analysis and
comparison of cooking actions.

Common recipe-sharing systems follow the flow
of “viewing the recipe,” “cooking,” “recording,”

and “posting.” Users view shared recipes on a recipe site,
cook referring to the recipe, take pictures of the finished dish
for posting, and summarize their thoughts. Finally, users
share the images and comments on the recipe site.

The proposed system consists of four components: Sens-
ing Cooking Actions with Wearable Sensors, Extracting
Feature Data on Cooking Skills Using Sensor Data,
Collecting Feature Data on Cooking Skills, Visualizing and
Sharing the Comparison of Collected Feature Data.

In the sensing phase, wearable sensors capture cooking
actions, generating sensor data. Actions such as cutting and
washing, as well as movement trajectories during cooking,
are recorded using smartphones and smartwatches. Sensor
data might include acceleration, angular velocity, and posi-
tional information.

The captured sensor data is analyzed to extract feature
data, identifying characteristics of cooking actions.
Examples of features obtained from sensor data include the
number of cuts estimated from peak detection in
acceleration data and the force applied during cutting.
Smartphones use acceleration and angular velocity data for
position estimation, which helps in estimating cooking
processes. For instance, actions near the stove involve
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heating, while actions near the refrigerator involve opening
and retrieving ingredients, allowing the estimation of
refrigerator visits and door openings. Combining cooking
actions with position estimation helps in estimating cooking
processes.

Extracted feature data is shared on a server, linked to the
recipe information. Multiple individuals cooking the same
recipe upload their feature data to the server, enabling com-
parisons with others. A larger dataset increases the
reliability of the average values.

Collected feature data is visualized in graphs via a web
system for comparison. Graphical displays facilitate easier
comparisons with others and with one’s past performance.
Comparison metrics include speed, accuracy, and
periodicity of actions. Comparison targets might include
professional cooks, individuals at the same skill level,
friends, and past selves. Comparing with professionals
highlights the gap to the ultimate goal, while comparisons
with peers reveal areas of strength and weakness.
Comparing with friends can increase competitiveness and
provide conversational topics during social interactions.
Comparing with past performance reveals personal growth
and areas needing improvement.

4 ANALYSIS AND COMPARISON OF
FIXED POINT ACTIONS USING
ACCELERATION

In this chapter, we discuss the analysis and comparison of
cucumber slicing as an example of fixed point actions.
Cooking actions can be divided into fixed point actions,
such as cutting, grilling, and washing, and movements
between points, such as between the sink and the
refrigerator. For fixed point actions, we extract features of
the slicing action using accelerometers.

4.1 Investigation of Acceleration During
Cucumber Slicing

To analyze and compare fixed point actions, we focused
on the slicing process, specifically the slicing of cucumbers.
The study involved sensing the slicing process to collect
data for analysis. Participants included one housewife
(Subject A) and 14 university students (Subjects B to O).
The length of the cucumbers and the thickness of the slices
were not standardized, considering that it would be
challenging to standardize these in general usage of the
system.

Subjects wore smartwatches (TicWatch E3 and Google
Pixel Watch) on the arm holding the knife, and
accelerometer data, including gravity, was collected. The
experimental setup is shown in Figure 2. As ground truth
data, the slicing process was also recorded on video. Sensor
data was normalized, and sensor noise was removed using a
moving average filter. From this data, feature data for
comparison was extracted. An example of the normalized
acceleration data is shown in Figure 3.
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4.2 Feature Extraction from Cucumber
Slicing

From the collected sensor data, the average pace, average
acceleration, and standard deviation of acceleration were ex-
tracted as features. The results for each feature are shown in
Tablel.

Table 1: Features by subject
Standard deviation

Subject Ave pace Ave agc of acc
[sec] [m/s?] m/s%)
A 0.52 32.6 5.59
Bl 0.96 18.1 2.87
B2 0.93 18.0 3.49
B3 0.42 16.6 2.95
Cl 0.90 26.8 9.45
Cc2 0.72 15.1 2.18
D1 0.76 13.1 0.86
D2 0.88 13.4 1.01
El 0.43 17.7 4.92
E2 1.00 17.0 3.83
Fl1 0.75 12.7 0.70
F2 1.05 12.3 0.24
Gl 0.25 13.2 1.25
G2 0.58 13.2 1.56
H1 1.21 13.1 1.07
H2 0.61 13.4 1.04
1 1.01 17.3 2.14
J 0.94 17.2 3.02
K 0.92 13.0 0.71
L 1.13 14.0 1.62
M 0.86 12.6 0.71
N 0.52 14.0 1.45
0 0.68 15.7 2.66
| Ave | 0.79 | 16.1 | 240 |
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Figure 5: Example of acceleration not exceeding threshold

Average pace represents the time taken to make one cut.
This can be used for speed comparison. In this survey, the
length of the cucumber and the thickness of the slices were
not specified. Therefore, it is considered difficult to compare
the number of cuts and the time taken individually, as they
depend on these factors. Given this, average pace is used as
the indicator of cutting speed.

To determine the average pace, we estimate the number of
cuts and the time taken. From the recorded video and sensor
data, we confirmed that the acceleration changes
significantly when the knife strikes the cutting board.
Therefore, we use peak detection to estimate the number of
cuts. A cut is estimated at the maximum value between
when the acceleration exceeds the threshold and when it
falls below it. Additionally, no new estimates are made for
0.2 seconds after the threshold is exceeded to prevent false
detections. The estimated results of the cuts are shown in
Figure 4.

The estimation of cut counts was also performed with
other participants, and the estimation accuracy was
examined. The estimation results showed errors between the
actual and estimated counts, with an average error of 15.4
cuts. The errors varied among participants. The reasons for
this include instances where the acceleration did not exceed
the threshold and instances where the acceleration
exceeded the threshold due to movements other than cutting.
An example where the acceleration does not exceed the
threshold is shown in Figure5. Figure 5 shows an example
where the estimated count is 31, but the actual count is 57,

27

International Workshop on Informatics (IWIN2024)

4 average and standard deviation

45-

M W W B
@ S & 5
;
.

Acceleration[m/s?]

[
[=]

L os i L
LI AL
15 i 4

’ @ ;*&zﬁi '@.
A B1B2B3C1C2D1D2ET1E2F1F2G1G2HTH2 | J K
subject

%L

0O Ave

z -H-H—

Figure 6: Acceleration of cutting by subject

resulting in an error of 26 cuts. The issue of acceleration not
exceeding the threshold can be resolved by appropriately
setting thresholds for each participant’s acceleration.
Regarding the issue of acceleration exceeding the threshold
due to non-cutting movements, such as stabbing and
discarding the cucumber ends or moving the cut cucumbers,
a possible solution is to use only the gravitational
component from the three-axis acceleration.

The time spent cutting is determined by the difference be-
tween the first and last timestamps of the estimated cuts.
Any interval where the cutting is paused for more than 1.5
seconds is excluded from the calculation of the average pace.
This exclusion accounts for temporary interruptions in the
cutting process, such as removing cucumber pieces stuck to
the knife or adjusting the position of the holding hand. The
average pace is calculated using these estimated counts and
times.

The average and standard deviation of the acceleration at
the moment of cutting can reveal information about the ap-
plied force and its consistency. The graph of the acceleration
at the moment of cutting is shown in Figure 6. The average
acceleration is calculated as the mean of the acceleration
values at the moment of cutting. Since stronger force results
in higher acceleration, this measurement indicates the
applied force. The standard deviation of the acceleration is
calculated as the standard deviation of the acceleration
values at the moment of cutting. When the applied force is
consistent, the standard deviation is small, and when there is
variation in the applied force, the standard deviation is large.
This measurement indicates the consistency of the applied
force.

S ANALYSIS AND COMPARISON OF
MOVEMENT BETWEEN FIXED POINTS
USING LOCATION INFORMATION

This chapter describes the analysis and comparison of
movement between fixed points. In the investigation of
movement between fixed points, the steps involved in
cooking a hamburger steak are analyzed to extract relevant
features. To examine movement-related features, it is
necessary to analyze  a cooking process that involves
movement. The hamburger steak cooking process includes
movement between locations such as the cutting board,
stove, and sink, making it suitable for this investigation.
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Figure 7: Cooking Environment

5.1 Investigation of Movement During
Hamburger Steak Cooking Process

To analyze and compare movement between fixed points,
we examined the cooking process of making hamburger
steaks to identify relevant features.

For data collection, we performed sensing during the
hamburger steak cooking process. The subjects were four
students. The layout of the cooking environment is shown in
Figure 7. The hamburger steak cooking process consists of
the following steps. First, ingredients are taken out from the
refrigerator. Next, the onions are finely chopped. The
chopped onions, minced meat, beaten egg, milk,
breadcrumbs, and seasonings are mixed in a bowl. After
kneading the mixture, it is shaped, and the air is removed.
The formed patties are then cooked over medium heat for 10
minutes. During the cooking process, there is a waiting
period while the hamburger steaks are being cooked. During
this waiting time, the participants often engage in other tasks
such as washing the used utensils. The activities during this
waiting time can vary between skilled and inexperienced
individuals, making it a useful point of comparison. For this
data collection, the following locations were used:
refrigerator, cutting board, sink, stove, and a resting chair.
The cooking process involves steps such as chopping,
mixing, and cooking, which require at least the cutting board
and the stove. Additionally, a refrigerator for storing
ingredients and a sink for washing utensils are needed. A
resting chair was also provided for waiting periods, such as
during the cooking time. Specific work positions were
designated for each location.

For sensing, we used mocopi' to collect movement
history. Mocopi is a device that can perform motion capture
by attaching inertial sensors to six locations: the head, waist,
both arms, and legs. To achieve the objectives of this study,
it would be preferable to use a smartphone or smartwatch
for position estimation using PDR. However, position
estimation using these devices is difficult and does not yield
satisfactory results. This study focuses more on extracting
features from movement rather than position estimation.
Therefore, mocopi, which easily acquires positional
information, was used. Although mocopi is not as widely
used as smartphones or smartwatches, it is commercially
available to the general public and is easier to obtain
compared to other dedicated sensing devices.

28

mm refrigerator
mm chopping board
- sink

stove
w  resting chair

200+

150

100

z[em]

50

—50+

-100-—

-100 250

150

-50 0 50 100

x[em)

200

Figure 8: Recorded movement trajectory

mm refrigerator
mm chopping board
== sink

stove
wan resting chair

200

150

100

50

zlem)

-50

-100
-100  -50 0 50

100
xlem)

150 200 250

Figure 9: Corrected movement trajectory(Subject A)

5.2 Movement Estimation Using Wearable
Sensors

We performed position estimation using wearable sensors
to investigate the overall accuracy. Temporal changes in po-
sition estimation were treated as movement trajectories. The
obtained movement trajectories are shown in Figure 8.
The ” A” marks the starting point, the ” ¥ marks the
endpoint, and the % indicates the working positions. The
colored areas represent non-entry zones.

To correct the cumulative errors, we utilized specific stop-
ping points and waist height data. Predefined stopping loca-
tions were established during data collection. Among these,
the refrigerator and the rest chair are notable because the
waist height becomes lower than usual when stopping at
these points. Therefore, when the waist height is detected to
be lower, it is presumed that the subject is at either the
refrigerator or the rest chair. This information is used to
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correct the position by assuming the subject is at one of
these two locations when the waist height drops. The
correction applied at this point is then used to adjust the
accumulated trajectory errors from the previous correction
point or the starting point.

The actual results of the corrected movement trajectory
are shown in Figure 9. The location estimation was
performed by assuming that the nearest stopping point from
the current location was the actual current location. In the
case of Subject A, the corrected trajectory provided a
reasonably accurate estimation. The same correction method
was applied to other subjects as well. However, the accuracy
obtained for other subjects was not as high as that for
Subject A. For example, in the correct data, there were
instances where the subject was sitting on a chair, but the
trajectory did not reflect a correction towards the chair.
Upon examining the actual data, it was found that the waist
height did not fall below the threshold. The overall skeletal
data suggested that the subject was leaning against a wall
rather than sitting. This indicates that the system failed to
recognize the sitting posture.

Additionally, the estimation accuracy was found to be
weak for locations that are close to each other, such as the
sink and the cutting board. To improve estimation accuracy,
strategies such as making the subject sit periodically to
increase correction frequency, and increasing the number of
correction points, can be considered. Furthermore, while this
correction only addressed coordinates, it is also necessary to
correct for rotation. The movement trajectories obtained in
this study showed significant variability in accuracy among
subjects. There is still room for improvement in accuracy.
For the comparisons that follow, the correct data will be
treated as the movement trajectory.
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5.3 Analysis and Comparison of Movement
Trajectories

Using the ground truth data, we analyzed and compared
the data to examine the differences among participants.
Figure 10 shows the ground truth data for each participant.

First, we analyzed and compared the residence time at
each location. Figure 11 shows the cumulative residence
time at each location. As an example, we compared the time
spent at the sink. Since most of the time spent at the sink
involves washing dishes, we compared how quickly each
participant completed this task. From Figurell, we can see
that Participant 4’s second attempt was the fastest, while
Participant 2 took the longest. This allows us to analyze
whether a participant is faster or slower than the overall
average when comparing the time spent on dishwashing to
the overall average.

Furthermore, we analyze and compare the transitions be-
tween locations. The transitions between locations are calcu-
lated by counting the number of times a subject moves from
the current location to the next location. The transitions
from A to B and from B to A are counted separately. The
method of counting considers a transition when the subject
stays at the current location for more than one second before
moving to the next location. An example of the obtained
data is shown in Figure 12. In this instance, we analyze and
compare the number of times the subject goes to the
refrigerator. Figure 13 shows the number of times each
subject goes to the refrigerator and the overall average. At
least, the subject should go to the refrigerator twice: once to
take out the ingredients and once to put them back. However,
a high number of visits may indicate that the subject is
taking out and putting back ingredients as needed, or they
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may be making multiple trips because they cannot carry
everything at once. Therefore, we do not analyze
skillfulness or unfamiliarity as these judgments vary among
users. From this data, users can see how frequently or
infrequently they open the refrigerator compared to the
overall average. If the number is low, it indicates efficient
movement; if the number is high, the user might try to
reduce it.

In this way, comparisons of stay durations and transitions
between locations revealed the skillfulness or unfamiliarity
of users when compared with others, and showed growth
when compared with their past performances. While we
obtained these features, the current system is not yet viable
as it relies on ground truth data. If we can improve the
accuracy of location estimation for all subjects, it will be
possible to estimate the processes users are performing.

6 A WEB SYSTEM FOR PROMOTING
SELF-ANALYSIS THROUGH THE
COMPARISON AND SHARING OF
COOKING ACTIONS

In this chapter, we discuss methods for promoting self-
analysis. We propose a web system for displaying and
sharing feature data through graphs, and we investigate the
impact of graph displays on users.

6.1 Methods for Collecting, Displaying, and
Sharing Feature Data

For comparison, it is necessary to have feature data from
multiple individuals who have cooked the same recipe.
Therefore, the proposed system wraps around Cookpad.
Cookpad has a function called tsukurepo” which allows
users to share the results and impressions of a recipe they
tried. This tsukurepo data is linked and stored with feature
data. On Cookpad, recipes, tsukurepo, and users are
assigned variable-length integer IDs. These IDs are obtained
via web scraping and stored in a database. When displaying
recipes and tsukurepo in the proposed system, data is
retrieved using these IDs. The sensor data registration screen
is shown in Figure 14. A list of posted
Tsukurepo and data uploaded from the wearable sensor are
displayed. By selecting each and pressing the register button,
the data is registered.

In displaying feature data, methods that allow
comparisons with past performances and other users’ data
need to be considered. As mentioned in Chapter 3,
comparison with others should reveal how proficient one’s
actions are and whether they resemble those of skilled cooks.
Comparisons with one’s past should show the degree of
personal growth. To meet these needs, bar graphs and
histograms are effective for comparisons with others.
Sorting bar graphs allows users to see their relative position
within the group, while histograms show how much their
abilities differ from others. Line graphs are effective for
comparisons with one’s past, as plotting over time reveals
the degree of improvement in cooking skills. Histograms
can also accommodate both types of comparisons, al-
lowing for overlapping displays of data to show differences
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in specific metrics. The graph display screen is shown in
Figure 15. This screen shows the speed and strength of the
cuts.

Self-analysis is primarily conducted to identify areas for
improvement and growth. Therefore, if actual improvements
lead to enhanced abilities, methods to visualize this progress
must also be considered.

6.2 Investigating Whether Displaying Graphs
of Feature Data During Cooking Can
Promote Self-Analysis

We conducted an experiment to investigate the impact of
visualizing feature data through graphs. The first experiment
aimed to determine whether graph displays of feature data
during cooking could assist in self-analysis. We hypothe-
sized that comparing and visualizing feature data for the
same task through graphs would help identify differences in
cooking actions between individuals. The subjects were 10
men and women in their twenties. Each participant wore a
smartwatch on the arm holding the knife while slicing
cucumbers. The cutting actions were sensed using the
smartwatch. Feature data was extracted from the
accelerometer values. In this experiment, the features were
the number of slices made per second and the variance in
force when the knife cut through the cucumber. The criteria
during this experiment were that a higher number of slices
per second and a smaller variance in force were considered
better.

After sensing, a graph comparing the feature data of the
participant with that of others was displayed. Figure 16
shows the graph presented to the participants. The graphs
display the data of individual participants and the average of
all participants using bar charts and histograms. The bar
charts are sorted in ascending or descending order for each
item, while the histograms show the number of people in
each class and the class to which the individual belongs. The
graph displays the average pace of slicing cucumbers and
the variance in the strength of the cuts.
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Table 2: Survey results on the impact of feature data graph
display on users(n=10)

Was there any change in your evaluation of your
own cooking before and after comparing the graphs?

Yes 30 %
A few 40 %
Neutral 20 %
Not many 10 %
None 0%
Did you find any points for improvement in your cooking?
Yes 50 %
A few 40 %
Neutral 0 %
Not many 10 %
None 0 %

Did you discover anything new about your cooking
through the graph comparison?

Yes 70 %
A few 20 %
Neutral 0 %
Not many 0%
None 20 %

Before and after the graph display, participants perform
self-analysis and answer a questionnaire. The questionnaire
is rated on a 5-point scale for each question. Participants
also provide reasons for each of their answers. However, the
purpose of this experiment is to investigate the impact of
graph displays on users, and data accuracy is not considered.

From the experimental results, it was found that display-
ing data in a graph encouraged self-analysis. Table 2 shows
the results of the questionnaire. In response to the
question, “Did your evaluation of your own cooking change
before and after comparing with the graph?” 70% of the
respondents answered that it changed or slightly changed.
The opinions of these subjects included statements such
as ”’I realized I wasn’t putting in enough effort compared to
others,” "My average pace was the highest,” and 1 was
surprised to be below average.” These opinions indicate that
the graphical display led to comparisons between oneself
and others or the average. Additionally, one subject
noted, ”’I didn’t know there was such a large variation in the
force used with the knife until now,” indicating that they
learned something new. Other responses included, I didn’t
understand what ’degree of variation’ and ’'mean and
standard deviation’ represented and what needed to be
improved. I only understood that my cutting pace was
slow.” These responses suggest that if the display method or
the content of the graph labels is unclear, it does not result in
effective visualization.

In response to the question, "Were there any points you
could improve in your cooking?” 90% of the respondents
answered that there were or there were some. The opinions
of these subjects included, ”The speed was good, but there
was some inconsistency,” "I realized my knife handling was
not great and decided to improve it,” and “After looking at
the graph, I thought it might be better if I could cut the
ingredients a bit faster.” From these responses, it is clear
that the graph display helps in identifying areas for
improvement. Other opinions included, ”There were some
micuts and thicker cuts,” which are not related to the graph
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display, suggesting that the graph may have provided little
insight for these participants. Additionally, one opinion
stated, ”According to the graph, I’'m the best, so I don’t
know what to improve.” This indicates that in small groups,
when someone is rated the best, they may not be able to
identify areas for improvement.

In response to the question, "Were there any points you
could improve in your cooking?”” 90% of the respondents an
swered that there were or there were some. The opinions of
these subjects included, ”The speed was good, but there was
some inconsistency,” "I realized my knife handling was not
great and decided to improve it,” and “After looking at the
graph, I thought it might be better if I could cut the
ingredients a bit faster.” From these responses, it is clear
that the graph display helps in identifying areas for
improvement. Other opinions included, ”There were some
miscuts and thicker cuts,” which are not related to the graph
display, suggesting that the graph may have provided little
insight for these participants. Additionally, one opinion
stated, ”According to the graph, I’'m the best, so I don’t
know what to improve.” This indicates that in small groups,
when someone is rated the best, they may not be able to
identify areas for improvement.

In response to the question, "Did you make any new dis-
coveries about your cooking through the comparison with
the graph?” 90% of the respondents answered that they did
or somewhat did. The opinions of these subjects
included, ”My cutting rthythm was surprisingly
consistent,” "My cutting speed was faster compared to
others,” and 1 had never compared my cooking with
someone else’s, so it was very refreshing to know where |
stood.” These responses indicate that many people were able
to make new discoveries through the graph display.
Additionally, one participant mentioned, I realized that I
am not good at cooking,” indicating that merely displaying
the data can lead to negative perceptions about one’s cook-
ing. Among those who answered that they did not make any
new discoveries, one opinion was, I realized from the graph
that my cutting speed was slow, but | was already aware of
that. I didn’t understand what ’degree of variation’ and’
mean and standard deviation’ represented.” This suggests
that those who are already aware of their cooking skills may
not find new insights, and that unclear display methods or
graph labels do not result in effective visualization. From
these survey results, it is evident that displaying data in
graphs encourages self-analysis.

6.3 Investigating the Impact of Graph Display
on Ability Change and the Effect of
Multiple Graph Displays on Awareness

As a second evaluation experiment, the impact of multiple
graph displays on skill improvement was investigated. The
experiment aimed to determine whether data visualization
through graphs can enhance cooking skills. The subjects
included six individuals who participated in the first
experiment. These six subjects underwent the same sensing
process in the same conditions as the first experiment. The
second experiment was conducted approximately one week
after the first experiment to ensure that the practice of
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slicing cucumbers from the previous session did not
influence the results. This setup was designed to examine
whether the subjects’ awareness changed due to the graph
display and how the results differed due to changes in
awareness. The results of the subjects’ cooking skill
progression are shown in Figures 17,18.

While changes in cooking ability were observed, there
was no evident growth trend. Five out of six participants
increased the number of cuts per second. Additionally, the
variation in the force applied while using the knife
decreased for one out of six participants. It is speculated that
the subjects focused on speed when slicing cucumbers. This
focus on speed likely led to an increase in the number of
cuts per second for all participants, but resulted in uneven
application of force. When a particular metric appears easier
to improve, participants might prioritize changing that
specific aspect. Therefore, the displayed content should be
designed to avoid bias towards any single metric and instead
encourage an awareness of overall skill development across
all steps of the process.

The results of the questionnaire are shown in Table 3. In
response to the question, ”Did you pay attention to anything
in particular compared to the first time?” 83.3% of the re-
spondents answered that they did or somewhat did. This in-
dicates that the first graph display helped participants
identify areas for improvement. The comments included, "1
wanted to increase my pace,” ”I focused on adding more
force since I lacked it last time,” and” 1 tried to cut at a
steady tempo based on the graph results.” These comments
suggest that participants focused on speed after the first
display. Additionally, comments such as "I tried not to miss
my cuts” and I thought my cutting pace and cucumber



Table 3: Survey Results on the Impact of Two Graph Displays

on Users(n=6)
Did you notice anything specific compared to the first time?

Yes 50.0 %
A few 333 %
Neutral 0.0 %
Not many 0.0 %
None 16.7 %

Were there any changes when comparing the results of
the first and second times?

Yes 333%
A few 16.7 %
Neutral 0.0 %
Not many 16.7 %
None 333 %

thickness were not very good” indicate that participants
were mindful of aspects not explicitly shown on the graph.

In response to the question, ”Did you notice any changes
when comparing the results of the first and second experi-
ments?” 50% of the respondents answered that they did or
somewhat did. This suggests that a displaying only once did
not result in significant changes. Comments from those who
noticed changes included, "My speed increased, and the
variation in force decreased compared to the first time,”
and “The pace became somewhat faster.” These responses
show that the graph display highlighted differences between
the first and second attempts. On the other hand, those who
answered that they did not notice changes commented, "It
was almost the same” and “No.” This indicates that a
displaying only once did not make them aware of changes.

These results demonstrate that while graph displays can
influence awareness even after one viewing, a displaying
only once is insufficient to show a growth trend in cooking
ability.

7 CONCLUSION

This study aimed to assist in self-analysis through the vi-
sualization and sharing of features extracted from sensor
data of recipes and cooking actions. The approach involved
using wearable sensors to sense actions during cooking,
extracting features, collecting feature data from multiple
individuals cooking the same recipe, visualizing these
features in graphs, and sharing them. Users could then
identify their areas of improvement and strengths by
comparing the graphs.

For fixed-point actions, the analysis was conducted using
the example of slicing cucumbers. A smartwatch was worn
on the arm holding the knife to capture acceleration data.
Features such as average pace, average acceleration, and the
standard deviation of acceleration were obtained. For
actions involving movement between fixed points, the
analysis was conducted using the example of cooking
hamburger steaks. Movement trajectories were determined
using mocopi, but due to insufficient accuracy, the analysis
was based on correct labels. Features such as duration of
stay, cooking time, and location transitions were obtained.
Various methods for visualizing and sharing the feature data
comparisons were explored.
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Experiments were conducted to investigate whether graph
visualization facilitated comparisons. The results showed
that the graph displays enabled participants to compare
themselves with others and identify their strengths and areas
for improvement. An additional experiment investigated the
impact of multiple graph displays. The results indicated that
while the graph displays altered participants’ awareness and
resulted in changes in their cooking abilities, a displaying
only once did not show a growth trend. From the above, it
was found that self-analysis can be assisted through the
visualization of graph displays of the results of sensing
cooking activities using wearable sensors.

Future challenges include investigating cooking actions
other than slicing, such as frying or mixing. This can
provide clues for improving multiple actions. Currently,
only acceleration is used for estimation. By using other
sensors such as angular velocity, new features can be
discovered.

It is necessary to classify each process by process estima-
tion. Currently, only single processes such as cutting are tar-
geted. In reality, multiple processes are included in a single
cooking session. If processes can be estimated from a series
of cooking actions, it can accommodate various recipes.

The accuracy of action estimation needs to be improved.
Currently, the accuracy of action estimation is poor, and cor-
rect data is obtained from videos taken with a camera. This
process is manual and time-consuming. Moreover, the
results of action estimation could potentially be useful for
process estimation.

The display method needs improvement. One participant
noted in the free comment section of the evaluation experi-
ment, “Even if I know what’s wrong, I don’t know how to
fix it. Specific advice would be helpful.” The content dis-
played should also avoid emphasizing any one aspect
disproportionately. As indicated by the second evaluation
experiment, when an easily improvable aspect like “’speed”
is apparent, more difficult aspects like “reducing variation”
might

be neglected. Providing specific methods for improving ”
reducing variation” could encourage improvements in
multiple areas. This study promotes self-analysis but does
not support the actual improvement process. Since the
purpose of self- analysis is to facilitate improvement from
the current state, providing specific improvement methods
could better assist in self-analysis and improvement.

To investigate the impact of multiple, continuous graph
displays over a long period, it is necessary to increase the
number of trials in the experiments. In the second evaluation
experiment, the graph was displayed after the first
experiment, and then the experiment was conducted again.
Although there was a difference in participants’ awareness,
no significant difference in skills was found. Therefore, a
long-term experiment is needed to examine the impact of
graph displays. Additionally, to determine whether the
impact is due to the graphs, a control group that does not
receive graph displays should be included for comparison.
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¥ iThelratio of populatlon aged 60 and overitoldouble in 2050 from 2000

Cllmate change and resource shortages

Global demand|for: energy.to belincreased by 50%
and\wateriusage asiwell by 40%:in 2030

-

*Source: PwC Japan homepage
“Megatrends: Five megatrends and potential effects” © Hitachi, Ltd. 2024. All rights reserve
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HITACHI

Inspire the Next

1-2. Society 5.0

A human-centered society in which economic development and the resolution of social issues are
compatible with each other through a highly integrated system of cyberspace and physical space.

Society 5..0 2 a o Society 10
New society 5 4y \  Hunting & gathering
5.0 A
’:”:’ Society 2.0
“1\100000010101": 3% 'ﬂ : Ag I’iCU ItU ral
““umm‘owo”" 2.0 I A

Society 4.0 ;
Information Q.

4.0

[source: CAO, Japan]

Digaae 2505 Society 3.0
.-.-.‘-.-.é-.-.é-_-_ Industrial

© Hitachi, Ltd. 2024. All rights reserved.
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1-3-1. 6 Key factors for Smart City (Society 5.0)

Consumer "\

| Customer Part|C|pat|on

@ " —":

Qol Evaluation

000 Qol Evaluation

Data Governance

e g
©Hitachi; Ltd. 2024. All rights reserved.

OT: Operational Technology
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1-3-2. CPS: Cyber Physical Systems

“Cyber*"
e Cyber space

7

74 1, B

Digital
Platform

©Hitachi, Ltd. 2024. All rights reserved.

1-3-3. CPS: New world that the digital connects and opens HITACHI

Inspire the Next
E E Use cases

o . -
0. i* 1 N SupegSmantisocietyl

Projects (" 6 Key Factors for Smart City

Social Acceptance ng:::si:val;ieorn Qol Evaluation

Data Infrastructure Human Resource
Ecosystem Development

Digital Platform

m Cyber Systems Social Implementation

Data Feedback
Future Scenario Simulation

Data Free Flow with Trust(DFFT)

@ Common Ground

© Hitachi, Ltd. 2024. All rights reserved. 8
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Contents HITACHI

Inspire the Next

Consumer
Participation

2 6 Key factors for Smart City

© Hitachi, Ltd. 2024. All rights reserved. 9

6 Key factors for Smart City (Society 5.0)

Social Acceptance

Consumer
Participation

.
L ]
1 - L ]
w @
Qol Evaluation

000

B Data Infrastructure |
| Ecosystem |

Human Resource
Development

OT: Operational Technology

© Hitachi, Ltd. 2024. All rights reserved.
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Social Acceptance

2-1-1. Key Factor 1: Social Acceptance [y HITACHI

Inspire the Next

@

Although detailed services are expected using personal information, there are concerns
that the collection and use of personal information will become a problem.

Importance of social acceptance &

= local communities deepen their understanding, make autonomous decisions and accept measures.

@ Understanding the general nature of @ Understanding the local history of
social acceptance social acceptance

Impapt I- <
. Possihilit;_z]-
Distributiv§ Procedural
> -16 &

~ Risk B?)nseeﬁft 2019.1.14-18 Advisory WG final meeting

by Sidewalk Lab(SL).
[Benefit to
“ residents

2019215 || Reports that SL wants to
, / I receive property tax
% o Social in exchange for aid to LRT + CCLA sues three governments(Federal, State, City)
Fairness = 7 Acceptanc 2019225 Start a campaign of | & Claimt:
“#BlockSidewalk” | Blan LYistad
~ = 2 — T e e purpose & authority
: \ violation of Toronto Waterfront Revitalization
- < B 201936 Reports that CCLA has Corporation Act.
e e r Soziél | h(hrheatened to sue cl »
" Toloca the three governments + Claim:
| government companles 57%% acceptance he

and
the FDA violates the individual and collective
privacy nghts of C.

RMSEA - .04, I . 2019416 CCLA sues 1
AGFI = .94, CFl = .99, - ~Necessity \ three governments |
N=425, *p<.05 **p<.01

Attitudinal model of social acceptance History of citizen protests at Sidewalk Toronto
Importance of psychological factors related to technology Organizing the local implementation process
implementation and operation, such as "trust" and "fairness" for domestic cases and Toronto cases
LRT: Light Rail Transit, CCLA: The Canadian Civil Liberties Association © Hitachi, Ltd. 2024. All rights reserved. 11

Social Acceptance

HITACHI

2-1-2. Past developments in cyber systems and challenges Inepire the Next

The penetration of cyber systems into society requires consideration of culture, laws, etc.

Examples of issues related to social One of the issues at stake is the shift to
implementation stakeholder capitalism

Apple. Google:
2008 [Starting point] Web 2.0 platform providers B EY“ N: N

Digital value creation and development

I2016- “My N.umber Card” in Japan: . SM A RT

Not widespread due to psychological backlash _‘ <
>
P

e~
L

P

LIFE

2017 C
® Lack of adaptability to market needs A C

Facebook(Meta). Google :
Q 2018 o : I
Social criticism due to privacy violations

Innovation in
changing society

Alipay : A society driven by

curiosity Potluck economy

2020
Q As a threat to government and local governments

3 2024 VikTok: 2020

The attention economy is overheating and
exceeding the limits of cognition

© Hitachi, Ltd. 2024. All rights reserved. 12
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Social Acceptance

HITACHI

2-1-3. Changing tide in cyber social implementation Imapire the Next

Shift from “Creating new services" to “Establishing them in society"

in the previous page

* As GAFA has faced, the introduction of digital technology * There is a need to change behavior based on user
requires it to be in harmony with laws and social norms. needs and internal factors

“Mechanism” for social acceptance and expansion is required.

Making Sense (Barcelona, 2015-2017) E™="  SIP (Japan, 2022)
=8 st Formation of a community of "smart citizens" who create new ways e '_ ~__ Totranslate research results into social implementation, we will
- of creating and using data. This started with the introduction of an e develop strategies and utilize indicators for social implementation
wm we = 1OT platform called "Sentilo," which installs sensors all over the city, St from five perspectives: not only technology, but also business, systems,
but has expanded to include social considerations. s social acceptability, and human resources. o
http://making-sense.eu/ https://www.keidanren.or.jp/journal/times/2022/1201_09.html
VINNOVA (Sweden, 2022%F)
W  'Designing Missions" outlines a design process for realizing a
- sustainable society, rather than developing technology as a means to
= an end. It's a kind of playbook.
https://www.vinnova.se/
The Cross-ministerial Strategic Innovation Promotion Program © Hitachi, Ltd. 2024. Al rights reserved. 13

Social Acceptance

2-1-4. Mechanism: Social implementation activity pattern 122 HITACHI

Inspire the Next

“Mechanisms” that take root in society are necessary to realize the co-evolution of people and the digital.
Patterning knowledge for social implementation, such as cooperation among stakeholders

Cyber system social implementation Organizing “mechanisms” from case studies
Co-evolution of humans and
digital progresses

as social implementation activity patterns

. Laws/ Culture/ Rules/ Stakeholders
Mechanism . .
S — Regulations Customs Governance cooperation
in society 01 01 (0] (0]

Laws/ Legal pioneer Community to Community Before that,
aws, . . . o
Regulations internalize manifesto co-creation

Culture/

People and organizations demonstrate
their full potential

Customs
'% Get ahead of others, Discuss with the parties In a community where Before planning and
. L . Rules/ identify legal barriers the significance of new participants change, deciding on new measures,
Connecting people, Al gamzatlons, thlngs] Governance quickly, accumulate measures that have not establish simple norms involve the community

knowledge, and gain yet been understood and that are easy to remember [l concerned and make it a

Stakeholders leadership positions. make them their own. and instill identity. collaborative project.
Cooperation

Cyber systems that connect people and organizations

~» ¥

[Changing relationships b/w people & digital]

Apply patterns to actual projects, add and improve

© Hitachi, Ltd. 2024. All rights reserved. 14
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Social Acceptance - Challenges

“Cyber"
Cyber space

Digital .

©Hitachi, Ltd. 2024. All rights reserved.

Social Acceptance - Summary

“Cyber"
Cyber space

Fairness

Digital

Platform Service

- +; Community
‘- 1—: i 3 A )

©'Hitachi, Ltd. 2024. All rights reserved.
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6 Key factors for Smart City (Society 5.0)

Social Acceptance

L ~— —
Consumer -~ - 1 o = = g Og )
Participation © b= o= =

Customer Part|C|pat|on

w’ B —

Data Infrastructure
Ecosystem

Human Resource
Development

T: Operational Technol
OT: Operational Technology © Hitachi, L'td. 2024. Al rights reserved.

Particpation HITACHI

2-2-1. Key Factor 2 : Consumer Participation Imspire the Next

“.- smEEmEEEEm sEmpEmEEm sEpmEmEn LEEELLLLLLT LI

What is Living Lab # Company Government </
eeoe . 0] 000 "D | . gl ..I..‘. J
A . f resid P m W Creating opportunities,
system to prompte participation of residents H‘\m_| services, and places
as part of smart city development and to *....... Residents that make life better
conduct research, experiments, and 000 SN EN ] B
demonstrations together in their daily lives. (W? lemt D et T
Visualizing the . . Idea generation
. . Project Theme Settin ;
Voice of the City ) 9 and trial
i
@Participate and apply to the case of Kashiwanoha Smart City !
Town Planning for Everyone e o B i i
Ws ¢ I gh \ h"Y = Under the theme Frail Prevention Al
tudio Kashiwanoha . 7y J— : : VA
(Ph.1: Mechanism for gathering voices) E‘v L ! =! . =: i —4 Idea generatlon IIVIng Iaboratory
_ Collect, organize, and visualize ‘—E' -l E Managed the process of Implement and introduce
residents' opinions on issues related to <§ =R generating specific issues the developed Al
their daily lives. _C_v — and ideas from residents technology as a service
Consideration of project themes to be E ’;" and users of the city. together with users
created from the Living Lab based on = Conduct residents'
feedback from residents and city users = workshops, etc.

© Hitachi, Ltd. 2024. All rights reserved. 18
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HITACHI

Inspire the Next

Through local produce delivery by residents, digital payments
that create connections, and evacuation support under the
corona that connects peacetime and contingency,

Demonstrating how to foster local
communities for the future at local events

gt

What we have confirmed:

v" Changes in local residents' awareness of
local assets such as urban agriculture and
local stores

v" The connections between people within

the community should lead to the
community's ability to be active.

Take Me, Eat Me, My Vegetables (2018)
Bunji Bar (2018, 2019 fiscal year)

Home evacuation support application
(FY2020, 2021)

Inspire the Next

2-2-3. Future Living Lab. — Activity with Miura in Kanagawa | HITACHI

Activity: Hi Miura Project
1.

While implementing conceptual activities in the community in
collaboration with farmers, local businesses, universities, and
other organizations that share our vision for future value change,

Explore infrastructure mechanisms to bring
"involvement" to the community

What we have confirmed:

v Derive perspectives necessary for
infrastructure to create "involvement," such
as "Create mechanisms for citizens to feel
each other and the people of the city.

v The value that exists in a community cannot
be assumed in advance, but can only be spun
out through practice.

Slow Payments (FY 2019)
Future Vegetable Seeds (FY2020)

Map of Miura Coast to be created by everyone
(FY2021)

© Hitachi, Ltd. 2024. Al rights reserved. 20
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Customer Participation - Challenges

What values? ’ ; To whom?
Cyber

Cyber space

Digital .

©Hitachi, Ltd. 2024. All rights reserved.

Customer Participation - Summary

“Cyber"
Cyber space

Digital .

©'Hitachi, Ltd. 2024. All rights reserved.
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6 Key factors for Smart City (Society 5.0)

Social Acceptance

Qol Evaluation

900
©)

Data Governance

=

8 Data Infrastructure
Ecosystem

T RS
% Human Resource
Development

oT: Operationz-al Technology

2-3-1. Key Factor 3 : QoL Evaluation

Conventional city
assessment

Economic indicators: transportation efficiency,
time savings, etc.

Quantitative indicators: sunlight, green cover, etc.

New urban evaluation method = Urban evaluation by QoL

Resident/Citizen

/Preference pattern
+a little more than usual '0)

Activity data

(Smartphones/wearable devices) kﬁ\;i\

Feedback on Smart City

|| Management l

Surveys, etc.

4
To QoL
Evaluation

C—

Providing various services to
residents/citizens

48

©Hitachi, Ltd. 2024. All rights reserved.

Qol Evaluation

8 HITACHI

g Inspire the Next

isualization of outdoor #
environment and security
camera information

Introduction of automated

Visualization|ofjenergy use
B Rt - ad
inthomes ano‘|‘offlces buses |
s - Visualizationjof congestion
R

© Hitachi, Ltd. 2024. All rights reserved. 24
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Qol Evaluation

S HITACHI

A Inspire the Next

2-3-2. Future Scenario Simulation

Utilized to solve complex issues where multiple trade-offs exist.

Patterns of possible future scenarios and decision critical future junctures.

1. Generation of a large number 2. Identification of future junctures
of future scenarios

It is impossible to predict exactly one future.
However, it is possible to estimate multiple possible scenarios.

© Hitachi, Ltd. 2024. All rights reserved. 25

Qol Evaluation

2-3-3. Casel - Local government decarbonization roadmap LU HITACHI

How can local governments facing diverse issues achieve decarbonization in 2050?
Identify future scenario patterns and important future turning points, and formulate a long-term roadmap.

SOleuads aininj JO suialled

R 3 R 3 f 3 Human
Operations 2. Scenario and junction point Al Work 3. Scenario Evaluation and

1. Information gathering and IRIYETE

modeling visualization Policy Consideration -
Solid line: Positive  Dashed line: Negative « Education 2046

. . - + Share EV (OScenario A

2022 o )
!D 205 @ Scenario B @ Scenario C .
o (Semaio € ' O Scenario D
| * Hydrogen (O Scenario D
RE rate - . Let's educate your famil
Ld SharelEV * Telemedicine 2043 about the env)llronment |¥1 the

Each with numerical information on intensity, time error, shared EV parking lot!

and their variation

= — -— — —

© Hitachi, Ltd. 2024. All rights reserved. 26
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QoL Evaluation

2-3-4. Casel - Decarbonization roadmap in Hokkaido I3 HITACHI
®

A roadmap proposal for achieving decarbonization in Ishikari City and Obihiro City, Hokkaido will be
materialized through a collaborative creation workshop using this technology

2. Scenario and junction point visualization 3. Scenario Evaluation and Policy Creation

1. Information gathering and modeling

LI—

2022 2025 2033 2041 2046 2050 Results of scenario evaluation (Ishikari City) |

Scenario/A: Cozy &lincreasingly.bedroom community i

ausg_L'ssioaatlon moel_

createdib onllne whit

Within the urban
compato, watch over
the elderly, investment
L in people and
Education to Energy- education

Saving Actions by All
Citizens

Scenario B: A compact, happy city with more people

From Children's
Environmental

Scenario C: An industrial town in a de-bedding town

First, investments in
renewable energy-
related and
microgrid

Scenario D: Futuristic Japanese Original Landscape

Scenarios E-H (other scenarios) .

E - S — - > . -
© Hitachi, Ltd. 2024. All rights reserved. 27

Qol Evaluation

HITACHI

2-3-5. Case 2 - Sustainability of Japanese society LIl e Next
&)

The NHK Special “2024 Our Choices: Six Futures by Al and Experts” broadcast on January 4, 2024,
introduced some of the results of the latest version of the simulation.

simulation model‘was supplemented withlsimulation models related to tF\?‘ ecllnlng birthrate
problem low,wages, andlinnovation: i e

5

SourcesNHKislofficialiwebsite (https://wwwAnhkjp‘/p/speci%l/ts/Xg_ééPSZB[_og/bI/pneAjJR3gn/bp/prKy433px/)

©.Hitachi, Ltd. 2024, All rights reserved 28
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Qol Evaluation

2-3-6. Case 2 - Sustainability of Japanese society [y HITACHI

®'=r Inspire the Next

A "diverse and innovative society" appears to be the best scenario, but a "decentralized
and fast-paced society” does not seem to be a bad idea.

Six Futures in 2054 Population  Wages \AV/V:r}I,(i?\; Innovation Happiness

X O
X A
A A
O A
X
X

D OXXDO

‘F@@b@ﬂiﬁ@mmﬂbmﬁmmy

SourceaNHKislofficiallwebsite

(https:/wwwinhkijp/p/special/ts/2NY2QALRM37/blog/bl/pneAjIR3gn/bp/pwRKy433pX/)

Qol Evaluation

2-3-7. Case 2 - Sustainability of Japanese society @.Li“; ]EJI%?{,'!L

The NHK Special "2024 Our Choices: Six Futures by Al and Experts" broadcast on January 4, 2024,
introduced some of the results of the latest version of the simulation.

2028 AEDDER
D ETHERREZ?

INUNxTZ
A BAcRaeISE A =

©. Hitachi, Ltd. 2024. All rights reserved: 30

51



International Workshop on Informatics (IWIN2024)

QoL Evaluation - Challenges

"Cyber"
Cyber space - I

4 5 Efficiency
: Time saving

Digital .

QoL Evaluation - Summary

+ + + (I

“ywci

Cyber space

Digital .

i =

©Hitachi, Ltd. 2024. All rights reserved. 32
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6 Key factors for Smart City (Society 5.0)

Social Acceptance

8 Data Infrastructure
Ecosystem

oT: Operationz-al Technology

2-4-1. Key Factor 4 : Data Governance =X

©Hitachi, Ltd. 2024. All rights reserved.

Data Governance

HITACHI

Inspire the Next

What is “Data Governance”? — Risk of Data Utilization

Viewpoints

Compliance with related laws
and regulations

Privacy protection

Respect for intellectual property
and confidential information

Ensuring security

Proper operation

Maintaining overall governance

Overview

Are relevant laws and regulations, soft laws, etc. appropriately
understood and complied with?

When handling personal information, etc., is it handled in a way that
does not cause anxiety or discomfort?

Are intellectual property and confidential information held by
organizations participating in smart cities properly protected?

Is security management in place to prevent problems such as
information leaks and service tampering?

Is there a risk that smart city services will impair fairness or cause
damage to citizens?

Is there a system in place to reduce the risks mentioned above among
all the stakeholders that make up smart city services?

© Hitachi, Ltd. 2024. All rights reserved. 34
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HITACHI

Inspire the Next

2-4-2. Data Free Flow with Trust (DFFT)

Concept Proposed by Japanese government in 2019

International free flow of data to generate higher productivity, greater innovation, and
improved sustainable development, while addressing concerns over privacy, data

protection, intellectual property rights, and security

Challenges

Cross Border Open and Free

Data Flows Bere [ e Data Governance

© Hitachi, Ltd. 2024. All rights reserved. 35

HITACHI

Inspire the Next

2-4-3. Trends and challenges in DFFT

* In Europe, GAIA-X was launched to interconnect data spaces ('20)

» Automotive industry supply chain field data space Catena-X also
begins full operation ('23)

IAP was established under the OECD as an international framework to
materialize DFFT ('24)

* InJapan, an interdisciplinary data space (DATA-EX) based on CADDE
that transcends industry, academia, and government is started by the
Data Society Promotion Council (DSA) ('24)

Trends

* Ecosystem that distributes highly reliable data on a large scale has
not yet been realized.

It is necessary to identify and launch a group of applications that will
support the creation/development of the ecosystem.

Challenge

DFFT: Data Free Flow with Trust o ] 36
CADDE: Connector Architecture for decentralized Data Exchange © Hitachi, Ltd. 2024. All rights reserved.
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HITACHI

Inspire the Next

2-4-4. DFFT research overview

DFFT ecosystem through industry-government-academia collaboration
Provide reliable data and analyze global data to solve social issues

DFFT application creation CO2 emission Digital ; Pharmaceutical
Co-created with partners, testbed management 'gital passpor apps
—
App layer  Application @ —] Application
. infrastructure infrastructure
s Integrated 3-tier | oo / ----------------------------------
(app/data/trust) collaboration o — me
< Data layer CADDE [ — ==
* Build a test bed on an U = e
infrastructure that ensures | [ e
data reliability Trust  _o Trust
Trust layer services [Tl m services
L (Japan) —— (Europe)

DFFT infrastructure testbed

© Hitachi, Ltd. 2024. All rights reserved. 37
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Inspire the Next

2-4-5. DFFT research theme

DFFT Model Self-Sovereign Identity (SSI) by PBI

A free flow of data occurs if trust level of SSI by PBI allows individuals own and control
sender, receiver and communication channel their identity under strong protection of
exceeds a certain threshold security and privacy

Trust

Data (to be sent)

indata

X
in communications for -
channel “sender
xX -
in receiver
Communications * ~ -
channel in sender
® s
in communications for -
channel receiver
x
in data
Data (received) = The trust level

> @ Data Free Flow

https://www.hitachi.com/rev/archive/2021/r2021_04/extra/index.html https://www.hitachi.co.jp/New/cnews/month/2021/10/1021a.html

PBI: Public Biometric Infrastructure © Hitachi, Ltd. 2024. All rights reserved. 38
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Data Governance - Challenges

“Cyber"
Cybe; space

X

Digital .
iy -

©Hitachi, Ltd. 2024. All rights reserved.

Data Governance - Summary

“Cyber"
Cyber space

Digital
Platform

©Hitachi, Ltd. 2024. All rights reserved.
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6 Key factors for Smart City (Society 5.0)

Consumer = J \
Participation

_-"/@

y &0

- Data Infrastructure Ecosystem

e == ' .
T I = e L -
uman Resou -3 -
Developmen

T: Operational Technol
OT: Operational Technology © Hitachi, L'td. 2024. Al rights reserved.

HITACHI

Inspire the Next

2-5-1. Key Factor 5 : Data Infrastructure Ecosystem

Ecosystem that utilizes increasing data to expand the services provided

4 N

Smart city % Safety and security

. PR monitoring service
management entity Servitization L g )
e )

/ Traffic congestion

relief services

Service offerings

\ . 2
A Service expansion

Health care services

J

Increase in the number of

data providers with the consent d
of the parties involve Smart Clt m
. ,':." =y "" B R EL=-: ! .'¥| %
=Reopleiflows LAl : Res|dent/C|t|zenﬁ
= —A| 3 i ’ =
] iy iy Srton Smlaton) . T :T%l &—lg\ﬁlﬁ ﬁ;’ \ %& ﬁﬂ ﬁ,% Ql a

B8
=28

0o00oom

DEEEEE

o
o

© Hitachi, Ltd. 2024. All rights reserved. 42
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Data Infrastructure
Ecosystem

-5- HITACHI
2-5-2. Common Ground @Qg Imapire the Next
Common Ground Platform (CGPF) Common Ground Living Lab (CGLL)

Data is stored centrally in CGPF and processed Opened Living Lab @Osaka, with the Osaka
appropriately for each user, facilitating real-time Chamber

of Commerce and Industry (July 15t,2021)
data linkage between companies in different S cewer e ,

industries and between different types of devices.

HumanY Y Y ]’ Y Y . Smart
ANl . " ' building

service
Service
e Ut
manage
ment
Common Ground PF service
BIM/CIM/ Scan data of Facility data Sensing data

CityGML real world of real world

NHA : Non-Human Agent. Robots, drones, or AR and VR avatars that have
no physical reality

© Hitachi, Ltd. 2024. All rights reserved. 43

Data Infrastructure
Ecosystem

HITACHI

2-5-3. CGPF example: Real-time people position tracking W nopire the Next

®

© Hitachi, Ltd. 2024. All rights reserved.
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Data Infrastructure
Ecosystem

2-5-4. Experiment example #1 at CGLL 4 HITACHI
®

Inspire the Next

Participated in the 3D city model development and utilization project “PLATEAU" led
by the Ministry of Land, Infrastructure, Transport and Tourism

8 l> e » 59

Smooth indoor and outdoor mobility movement
even with 3D models of different spatial data
formats and accuracies

1
walonay | nsidearoom |

BIM model or : BIM model or
1 Point cloud model | Point cloud model

Points of contact for Points of contact for
different spatial data  different spatial data

3D city model

“WDigitallspace

Reference: Hitachi Press Release https://www.hitachi.co.jp/New/cnews/month/2022/08/0805.html © Hitachi, Ltd. 2024. All rights reserved. 45

Vo et

Data Infrastructure

HITACHI

Inspire the Next

2-5-5. Experiment example #2 at CGLL ﬁ’u

Access CGPF from different applications and share gestures, postures, etc. between all users in real time.
Contracted Cabinet Office research project with CGLL participating companies.

7
15
) : ) &
‘\%/‘ Skeletal information ! <)T| }) Location information
N Remote
ea.

() ion inf .
(%) m
(£2) Location information

@Osaka

tes
rdinat SV\*V
Virtual
(Digital Twin) I l
’L<]t' Skeletal fi N
(\ ocation %\ eleta /p\\ User information ‘/

= information ¥ information (Y from other applications

Reference: Cabinet Office, Government of Japan, Research Project on the Development and Establishment of Advanced Services in Super Cities and Digital Rural Health Special Zones
© Hitachi, Ltd. 2024. All rights reserved. 46
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Data Infrastructure Ecosystem - Challenges

“Cyber"
Cyber space

Digital .
iy -

©Hitachi, Ltd. 2024. All rights reserved.

Data Infrastructure - Summary

“Cyber"
Cyber space

—

+ Values
JLIE Ex: navigation

- N

Technologies
for Platform

Digital .

[ Technologies |
| Ex:real-time }

- REE o 2

©Hitachi, Ltd. 2024. All rights reserved.
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6 Key factors for Smart City (Society 5.0)

Social Acceptance

Consumer
Participation

@A@

Qol Evaluation

900

B Data Infrastructure
Ecosystem

Human Resource
Development

T: Operational Technol
OT: Operational Technology © Hitachi, L'td. 2024. Al rights reserved.

Human Resource
Development

2-6. Key Factor 6 : Human Resource Development Q HITACHI
6]

Inspire the Next

Urgent need to develop human resources for smart city development

Diverse areas of expertise in smart city

implementation and development

Developing human resources with cross-disciplinary

and cross-sector organizational coordination skills
and knowledge of elemental technology

| Medical and weitare k| Urban planning [ community design |

\
/Iﬂl Big Data Analysis

L g i

. y .: l - 2 o .. '; :'? &

Specifically ...

» Creation of positions that can
be directed across disciplines

+ Establishment of a department
in charge of smart city
promotion with combined fields

Establishment of
an internal
administrative
structure

[NJJCICRIEEIGM ©  Promote correct understanding
of residents and of information technology, data,
citizens etc. used in smart cities

[T
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Human Resource Development - Challenges
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Cyber space

Digital
Platform
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Human Resource Development - Summary

“Cyber"
Cyber space

+ Coordination .
skills y
Digital .

©'Hitachi, Ltd. 2024. All rights reserved.

62



International Workshop on Informatics (IWIN2024)

Contents ht'p'l‘?;?ﬂ!f

’7 B B ool Evaluation |
. 3 |
3 Next step and for future — new world
© Hitachi, Ltd. 2024. All rights reserved. 53
3-1. Next step: Toward Well-being City HITACHI

Well-being of Individuals s _ ' G Well-being of Networks
Commuting x NG} w1 ﬁ ﬁ ij ﬁ
Commuting time 5
time ! Jee P 5 —>
/ V : : | | 2 .J‘ ' V .
Yy S ’ _ |Easing commuting train

Reducing commuting time : : , " ‘ " | congestion by promoting
by compacting living areas R LRGN S proximity of work and residence

_ | well-being of ENVironments

\iOz emission

Reducing environmental impact
of travel through public
transportation and bicycles

© Hitachi, Ltd. 2024. All rights reserved. 54

63



International Workshop on Informatics (IWIN2024)

3-2. EXPO2025 - Future Life Expo/Future City — HITACH!

Press release.afitug. 2" By involving citizens in the creation of new social
systems, we aim to realize a participatory society in
which each individual plays a central role by promoting
social implementation and obtaining feedback on the
values that new ideas bring to society.

(3§ g oo
‘ Orientation toward a NewW
A participatory society

(3) After
(DBefore

Leadership in realization

through collaboration with visitoryex erience g implementation
sponsors P P
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3-3. Hitachi's thoughts on "Future Life Expo/Cities of the Future" ]Hl.TACHl
nspire the Next

Through the fusion of cyber and physical, we aim to realize
a society in which citizens' ideas are actually implemented,
a society in which each and every person plays a central role.

HRBINED :
TATTRE Before 77i# @ Society 5.0 %3

AL OHtE
Society 5.00 % W)

L e
YY1-yavEet @

E e - —

Osaka-Kansai Expo "City of the Future" : Hitachi (hitachi.co.jp)
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3-4. H-UTokyo Lab : Hitachi and U-Tokyo Joint Research HITACHI

Inspire the Next

Creation of a vision for the realization of Society 5.0 (super-smart society)
Dissemination of models for solving social issues toward post COVID-19

Habitat Innovation Project Energy Projects

Theme: Community Development Topic: Energy Systems

Realization of a Data-driven People-centric ~ Establishment of a total energy system to
Smart City realize a net-zero society
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Summary Inspire the Next

Society 5.0 and CPS

1 A human-centered society in which economic development and the resolution of social
issues are compatible with each other through a highly integrated system of cyberspace

and physical space.

6 Key factors for Smart City

2 Key factors: Social Acceptance, Customer Participation, QoL Evaluation, Data
Governance, Data Infrastructure Ecosystem and Human Resource development.
Continuous trials with multi stakeholders are important to validate and update.

Next step and for future — new world

3 By involving citizens in the creation of new social systems, we aim to realize a
participatory society in which each individual plays a central role by promoting social
implementation and obtaining feedback on the values that new ideas bring to society.
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Summary — Digital connects and opens...but activities in real space are the key.
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Values
Ex: navigation
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for Platform
Regulation Living Lab.
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Department
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Design and Implementation of Smartphone Beacons in Stay
Estimation System using BLE

Kota Togawa', and Katsuhiko Kaji'

"Graduate School of Business Administration and Computer Science, Aichi Institute of Technology
{b24716bb, kaji}@aitech.ac.jp

Abstract - People spend 88.9% of their day indoors and are
mainly active indoors in physically separated spaces such as
their own rooms, laboratories, and conference rooms.
Therefore, room-level location information, rather than
highly accurate location information, is also valuable. We
have proposed a stay estimation system that receives signals
from BLE beacons carried by each user and estimates the
room location using receivers installed in the environment.
However, conventional methods using only physical
beacons have problems such as battery replacement, time-
consuming initial setup, and users moving from room to
room without a physical beacon. In this study, we
implement smartphone beacons that have high tracking
performance, do not require initial setup or battery
replacement, and consumes little Dbattery power.
Smartphones are often carried around at all times, so they
are considered to be highly trackable.

Keywords. Room-level indoor localization, BLE beacon,
Smartphone application

1 INTRODUCTION

Since many indoor activities take place within the con-
fines of a room, room-level indoor location information is
valuable. People spend the majority of their time indoors, as
reported in the study that people spend 88.9% of their day
indoors. Indoors, they are mainly active in physically
separated spaces such as their own rooms, laboratories, and
conference rooms. Therefore, not only highly accurate
location information but also room-level location
information is valuable. For example, there are commercial
packages available that use room-level location information
to manage attendance [1], monitor congestion, and reserve
meeting rooms[2].

A method using radio signals is available for room-level
location estimation (hereafter referred to as ‘“room-level
localization”). Among them, the method using BLE signals
use dedicated terminals that transmit BLE signals
(hereinafter referred to as “physical beacons™) and a receiver
that receives BLE signals. The receiver receives BLE
advertising packets from nearby physical beacons. Room-
level estimation using the identifier contained in the beacon
to determine which physical beacon the receiver received
the BLE signals from. There are two main types of room-
level localization methods using BLE signals. The first one
is to install physical beacons in each room and the users
carry the receiver. The second one is to install receivers in
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‘ Record
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{
-
Receiver for BLE
@ Each user can choose whether

to use a physical beacon
or a smartphone beacon

Figure 1: Schematic diagram of the stay estimate system
to be realized in this study. The user can choose
whether to use a smartphone beacon or a physical
beacon.

the rooms and the users carry the physical beacons. We have
proposed the system called “StayWatch” that manage the
stay information of our laboratory members using the latter
method because of its low burden on the users, and we are
operating it in our laboratory.

There are also multiple problems with the method where
the users carry a physical beacon. Since each user carries
one physical beacon, the number of beacons needed to be
distributed must match the number of users in the
community where the beacons are to be deployed. The
financial cost is high because many physical beacons are
required. In addition, it takes a lot of time and effort to setup
physical beacons. When performing room estimation,
individuals are identified using UUIDs advertised from
physical beacons. When installing in a community, it is
necessary to manually enter and set the UUID of the
physical beacon for each user. Physical beacons may be
placed in rooms and the user may move between rooms,
resulting in poor tracking.

The purpose of this research is to realize BLE beacons
with high tracking performance and low financial and
human costs. As an approach, we implement an application
that substitutes the role of physical beacon with a
smartphone (hereinafter referred to as ”smartphone beacon”).
Smartphone beacons are expected to offer better tracking
performance than physical beacons, as many people carry
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Smartphone Beacon Physical Beacon

U Burd Install the application on
SErBurden | yhe user's own smartphone.

Battery needs replacement
(About once a year)

Administrator

Burden Initial setting of UUID, etc.

None

High
(Thousands of yen per beacon)

Low

Financial Cost
(Use user's smartphone)

User
Restrictions

No restrictions on

app installation Available to everyone

Figure 2: Features of smartphone beacons and physical bea-
cons

their smartphones with them at all times. An overview of
this application is shown in Figurel. As shown in Figure2,
smartphone beacons and physical beacons have their own
advantages and disadvantages. Therefore, the system should
be configured so that each user can choose whether to use a
smartphone beacon or a physical beacon.

2 RELATED RESEARCH

There are room-level localization methods that use real-
time radio wave information, such as Wi-Fi and BLE. Some
Wi-Fi-based methods detect and use packets sent by
smartphones to locate Wi-Fi base stations in the sur-
rounding area [3]. Users do not need to install special
applications on their device. However, in recent years, MAC
addresses of smartphones are often randomized to improve
privacy, in which case this method cannot be used. The
fingerprinting method [4] is a method that enables highly
accurate location estimation using radio waves. The
fingerprinting method has high administrative costs. Room-
level localization does not require as much accuracy as the
fingerprint method. Therefore, the proximity method, which
estimates location at the area level, is often used for room-
level localization.

BLE allows for easier adjustment of the location and
number of base stations than Wi-Fi. Wi-Fi base stations are
installed to improve the wireless communication
environment. Therefore, it is difficult to change or increase
the number of Wi-Fi base station locations to improve the
accuracy of room-level localization. In contrast, physical
beacons that transmit BLE signals are installed specifically
for room-level localization, making it easier to place them in
optimal locations and to adjust the number of beacons.

There are two main methods for room-level localization
using proximity to a BLE beacon terminal: one is to install a
physical beacon in rooms and the other is to have users carry
physical beacons. In the method that installs physical
beacons are rooms, physical beacons is first installed in
rooms. Each physical beacon should advertise a unique ID.
Users run the application on their smartphones to receive
signals from the physical beacons. When the user enters the
room, the smartphone receives the signals from the physical
beacon. The unique ID contained in the signals from the
physical beacon is sent to the server to determine which
smartphone is being used and which room the physical
beacon is in. In this way, it is possible to estimate who is in
which room. Physical beacons do not require any cables;
they can be simply fixed to a wall or ceiling. Users do not
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need to carry any special equipment. The disadvantage is
that it is necessary to install a specific application on the
smartphone. In addition, the smartphone must continuously
receive BLE signals from the surrounding area and
communicate with the server, which places a heavy burden
on the smartphone and consumes a large amount of battery
power.

In the method where each user carries a physical bea-
con[5], receivers are first installed in each room. The ad-
ministrator distributes small physical beacons to users,
which are configured to advertise a unique ID. When a user
enters a room, the receiver in that room receives signals
from the physical beacon the user is carrying. The unique ID
contained in the signals from the physical beacon and the
unique ID of the receiver are sent to the server. The server
checks whose physical beacon it is and which room the
receiver is in. In this way, it can estimate who is in which
room. Users only need to carry the distributed physical
beacon in their wallets or bags. The disadvantage is that the
financial cost is high because physical beacons are required
for each user. In addition, the initial configuration of
physical beacons is time-consuming because it is done
manually for each beacon using a configuration application.

There is a study that uses BLE signals emitted from
smartphones to estimate the level of congestion in a room[6].
For this purpose, we use COVID-19 contact tracing ap-
plication (hereafter referred to as COCOA) [7], which was
provided by the Ministry of Health, Labour and Welfare.
Smartphones with COCOA installed transmit BLE signals
periodically. This BLE signal is received by a receiver
installed in the room. The number of smartphones
in the surrounding area is determined based on the in-
formation about how many BLE signals the receiver re-
ceives from them. In this way, the number of people in the
room is estimated. Users only need to install COCOA on
their smartphones and do not need to install any additional
applications for the stay estimate system. Users who do not
wish to install COCOA can be provided with physical
beacons to carry instead. However, COCOA cannot identify
individuals because the contents of advertised packets are
encrypted and updated periodically. Therefore, COCOA
cannot be incorporated into a stay estimation system.

The acquired stay information can be used in various
situations, contributing to the realization of a smart city[8].
For example, it can be used to estimate the room occupancy
rates for indoor disaster rescue activities and power
management. Another study has been conducted that
promotes laboratory visits by predicting and presenting
future stay information based on each laboratory member’s
past stay data and calendar schedules [9].

3 SMARTPHONE BEACONS
ESTIMATION SYSTEMS

IN STAY

In this chapter, we discuss the requirements specification
and implementation of the smartphone beacon proposed in
this study. Users choose whether to use a physical beacon or
a smartphone beacon and carry the chosen device. Receivers
in the room receive BLE signals transmitted from the



beacon device and send them to the server to record stay
information.

3.1 Examination of Requirement
Specifications

Based on the background of this research presented in
Chapter 1 and related research presented in Chapter 2, the
requirements for a smart beacon are as follows.

(R1) Eachuser can choose whethertouse a
smartphone beacon or a physical beacon

(R2) Small battery consumption of the smartphone
(R3) Small initial setup effort

(R4) Users do not need to open the application
except when changing settings

R1: In order to allow the user to choose whether to use
the smartphone beacon or the physical beacon, the smart
phone beacon is made to behave in the same way as the
physical beacon. It is appropriate for users to be able to
choose between smartphone beacons and physical beacons,
as each has its own advantages and disadvantages. Physical
beacons periodically advertise packets containing a UUID to
identify the user. Smartphone beacons should behave in the
same way. This would eliminate the need for major
modifications to the existing stay management system.

R2: In order to suppress battery consumption low, the
application only transmits BLE signals during normal
operation. It is necessary to make it a low battery consuming
application, because smartphone beacon operates constantly.
Periodic transmission of BLE signals can continue for
several months to several years with a coin battery. Thus,
transmitting BLE signals is low power consumption.
Therefore, as in the solution of R1, battery consumption can
be suppressed by having the smartphone beacon operate in
the same way as the physical beacon. The network
communication with a smart phone consumes a large
amount of battery power. Therefore, the smartphone beacon
does not require network communication except when it is
set up, and its normal operation is limited to transmitting
BLE signals, which consume low battery power.

R3: To reduce the time and effort required for initial setup,
the application automatically performs the setup. A
community administrator performs the initial configuration
of the physical beacon using a configuration application and
manually enters the UUID and transmission frequency. The
initial setup takes more than one minute per beacon, and
about one in every 20 beacons is incorrectly configured.
Additionally, while the initial setup of physical
beacons is done by the administrator, it is not desirable
for the administrator to directly operate and configure
the smartphone beacon, which is installed on each
user’s smartphone. We believe that even if the user
performs the initial setup, it takes a long time for a
person who is familiar with the initial setup to make a
mistake, and that an unfamiliar user will take more time
and make a mistake. The smartphone beacon automati-
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Figure 3: Initial setup flow

cally performs the initial setup, to reduce this burden on
users.

R4: To prevent users from forgetting to operate the
application, they should not need to open it except
during initial setup. Applications that need to be
opened periodically require active user action. In the
case of such an application, the application may not
run due to forgotten operations or troublesome
operations. Therefore, the user does not need to
actively open the smartphone beacon except for the
initial setup or when changing settings. Therefore,
smartphone beacons should continue operating
unless users intentionally stop it.

3.2 How to set up outgoing packets

Figure 3 shows the flow of automated initial setup to
satisfy R3. The beacons use OAuth authentication with a
Google account to get the user’s UUID. OAuth authen-
tication prevents unauthorized acquisition of the user’s
UUID. At the first startup, the user logs in with their Google
account according to the application screen. A token is
issued upon successful authentication with Firebase
Authentication. The smartphone beacon sends the token to
the server that manages the user information. The server
uses the information in the token to verify whether the user
has authenticated with Firebase Authentication and whether
the user is registered. If the server confirms that the token
has been authenticated and the user has been registered, it
sends the user information associated with the e-mail
address to the smartphone beacon. The beacons use the user
information got from the server to perform the initial setup
and advertise a packet containing the UUID. In this way, the
smartphone beacon satisfies R3.

3.3 Implementation in Android

To satisfy R1, smartphone beacons for Android ad-
vertise the UUID got from the server as it is included in the
packet. Smartphone beacons transmit BLE signals using
android.bluetooth.le package provided by Android. The
smartphone beacons use this to set the UUID to be
advertised, the frequency of transmission, and the trans-
mission strength, and transmit BLE signals. When the
application is not open (hereafter referred to as “back-
ground”), the device transmits at the lowest frequency
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(ADVERTISE MODE LOW _POWER) for any of the
settings. In order to accommodate large rooms, the trans-
mission strength is set to the strongest setting ADVER-
TISE TX POWER HIGH. In this way, the smartphone
beacon satisfies R1.

To satisfy R4, the smartphone beacon must also run in the
background. For this purpose, the smartphone beacons use a
foreground service that allows applications to run in the
background. However, it is not possible to satisfy R4,

because this alone may stop the transmission of BLE signals.

To satisfy R4, when the smartphone is unable to con-
tinue transmitting BLE signals, it will automatically re-
sume when it is ready to transmit. There are three sce-
narios where BLE signals transmission in Android be-
comes uncontrollable: when the Bluetooth function is
disabled, when the smartphone is turned off and the
foreground service is terminated, or when the foreground
service is forcibly terminated by Android.

When the smartphone becomes unable to use the
Bluetooth function, the smartphone automatically resumes
transmitting BLE signals when it becomes able to do so. We
use the BluetoothAdapter ACTION STATE CHANGED
intent broadcasted by Android when the Bluetooth status of
the smartphone is changed. When the foreground service
detects this intent, it executes a process to start transmitting
BLE signals.

When the smartphone is turned off and the foreground
service is stopped, BLE signal transmission automatically
resumes when the smartphone is turned on. We use the
ACTION_LOCKED BOOT COMPLETED intent broad-
cast by Android when the smartphone is turned on. When
the beacon detects this intent, it starts the foreground service
and begins trans mitting BLE signals.

When Android forces the application to stop, the BLE
transmission of the smartphone beacon is automatically
resumed when the resource is reused. To do this, set the
return value of the method that is executed when the
foreground service is started to START STICKY. When
Android kills the foreground service, it will be automati-
cally restarted as soon as the resources become available
again. In this way, the smartphone beacon satisfies R4.

3.4 Implementation in iOS

i0S does not allow the user’s UUID to be included in the
packet as it is in the background. When an iOS application
is in the background, the UUID enters the overflow area and
is converted to a different value and included in the packet.
The value that changes according to the UUID in the packet
actually advertised by the smartphone beacon is a 152-bit
hexadecimal number. Of the 152 bits, 24 bits are fixed
values and 128 bits are values that change according to the
set UUID. The initial value of the value that changes
according to the UUID is O for all 128 bits.

The smartphone beacon for iOS uses the table to set
multiple UUIDs to represent the values it wants advertised
in the packet. When a single UUID is set, one bit out of 128
bits changes from 0 to 1. When multiple UUIDs are set, all
the bit positions corresponding to each UUID will change.
We created a correspondence table (Figure 4) to express the
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'Changl.ng UUID to be set
bit positions

0 00000000-0000-0000-0000-000000000039
1 00000000-0000-0000-0000-000000000072
2 00000000-0000-0000-0000-00000000002b
126 00000000-0000-0000-0000-000000000037

127 00000000-0000-0000-0000-00000000007 ¢

Figure 4: Table of correspondence between bit positions to
be changed and UUIDs to be set

05| UWID : 00000000-00a0-0000-0000-000000005000 will be sent out

l

Include 4c0001 00 000000 002000 000000 000000 005000 in the packet

1011 0101
87 S5 R5 A4 TIERT.

Check the corresponding UUIDs for
bits 12, 14, 84, 85, and 87 in the correspondence table

UUID to be set

0000-0000-0000

0000-0000-0000

Figure 5: Example of setting multiple UUIDs with corre-
spondence table in 10S

value to be advertised in the packet using the above
properties. An example of setting multiple UUIDs using the
correspondence table is shown in Figure 5. The smartphone
beacon wants to advertise 0000000-00a0-0000-0000-0000-
0000000000005000. In this case, the value advertised
should be 4c0001 for the fixed value part and
000000000000000020000000000000000000000000000000
5000 for the value that changes according to the UUID. To
achieve this, because bits 12, 14, 84, 85, and 87 be changed
from 0 to 1, the UUID corresponding to each bit position
should be checked in the corresponding table. When all the
corresponding UUIDs are set and advertised, the
smartphone beacon advertises the following value.
4¢0001000000000000000000000000000000200000000000
000000000000000000000000000000000000000000005000

This allows the UUID to be advertised from an iOS like a
physical beacon. In this way, the smartphone beacon
satisfies R1.

We made the smartphone beacon to automatically re-
sume transmission when it becomes possible to transmit
when it is unable to continue transmitting BLE signals to
satisfy requirement 4. There are two scenarios where BLE
signal transmission cannot be continued in 10S: when the
smartphone is turned off and when the application is forced
to terminate by the system.

We used the save and restore state feature to address these
issues. The feature allows the system to take over the
background process and start the application in the
background when necessary, even if the application is
stopped. This allows the system to request that BLE-related
tasks be performed in place of the application when it is
stopped. In this way, the smartphone beacon satisfies R4.



4 CONCLUSION

In this paper, we discuss the problem of using only
physical beacons in a stay management system using BLE,
and implement a smartphone beacon that enables
smartphones to behave like a physical beacon. The method
using only physical beacons has problems such as high
financial cost, time and effort for initial setup, and for-
getting to replace batteries. We have developed a smart-
phone beacon with high tracking performance that does not
require initial setup or battery replacement.

Current the smartphone beacons are always traceable by
unintended third parties because the UUIDs included in the
BLE advertising packets are fixed and unchanging for each
user. As long as the user’s UUID is known, the owner of the
beacon terminal can determine when he or she was around
the receiver by installing a receiver or other device without
permission. We believe that a solution to this problem
requires a mechanism that allows the stay estimation system
to identify whose BLE beacon terminal the signal came
from, but prevents third parties from determining the owner
of the BLE beacon terminal.
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Abstract - Measurements of weather sensors are impor-
tant indicators for decision-making in disaster warnings, ev-
eryday life, industries, and agriculture, etc. Therefore, en-
suring the reliability of weather sensor measurements is cru-
cial. To maintain reliability, it is necessary to promptly de-
tect anomalies by applying anomaly detection methods to the
sensor measurements. Conventional methods model the prob-
ability distribution of a sensor’s measurement values based
on past data and apply it to current measurements to detect
anomalies. However, this method can suffer from biases in
the probability distributions due to factors such as imbalanced
datasets, which can degrade the accuracy of anomaly detec-
tion. On the other hand, with the recent proliferation of the In-
ternet of Things (IoT), weather sensor data are being collected
via wireless communication and utilized in various applica-
tions. Therefore, we propose an anomaly detection method
using multiple weather sensors. Specifically, we generate a
deep learning-based prediction model using data from the tar-

get sensor and surrounding weather sensors to perform anomaly

detection. By using data from multiple weather sensors, we
aim to reduce the impact of biases in individual weather sen-
sor data and improve the accuracy of anomaly detection. In
the evaluation, we compare the accuracy of anomaly detec-
tion between the proposed method and conventional methods
using AMeDAS weather data and artificially created anomaly
data. The results show that the proposed method improves the
accuracy of anomaly detection.

Keywords: 10T, anomaly detection, weather sensor, deep
learning

1 INTRODUCTION

Measurements of weather sensors are important indicators
for decision-making in disaster warnings, everyday life, in-
dustries, and agriculture, etc. With the recent proliferation of
the Internet of Things (IoT), weather sensor data can be col-
lected via wireless communication and utilized in various ap-
plications. In this situation, ensuring the reliability of weather
sensor data is crucial for many applications. At meteorolog-
ical observation stations operated by the Japan Meteorologi-
cal Agency, expensive sensors are installed for each weather
measurement item, and large management costs and efforts
are spent to maintain their reliability [1][2]. However, this
management strategy requires unacceptably high costs as the
number of sensors increases, unsuitable for an IoT-populated
society.
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Consequently, to make the most of IoT technologies, a highly
accurate and inexpensive way of surveillance to maintain the
reliability of cheaper IoT sensors is mandatory. Especially in
inexpensive [oT devices, anomaly detection is the key tech-
nique to maintain the reliability of the sensor sets [2]. Tra-
ditionally, for anomaly detection of sensors, we often make a
distribution of the past measurements of a sensor and check if
the current measurements of the sensor are outliers or not [3].
However, this traditional method inevitably involves a prob-
lem that the outliers hidden in dynamic time-series data are
hard to find because a static distribution is hardly obtained
[4]. Thus, recently, deep-learning-based anomaly detection
has been studied, in which the current measurement value is
compared with the predicted value from the past measure-
ments data to check if the predicted value is outlier or not
[5]. However, in this case, we suffer from some kind of bi-
ases possibly contaminated in the past measurement data set
(called the imbalanced data), which may reduce the anomaly
detection performance [6].

One of the ideas to address this issue is to utilize measure-
ments of other sensors located relatively near the target sen-
sor. Because sensors located nearby have a correlation in their
measurements with each other, prediction of measurements
of a sensor from its nearby sensors will be possible, and thus
fault detection will also be possible. Here, note that the in-
dividual sensors are considered to have their trend of biases.
Thus, integrating prediction results from multiple sensors for
detecting the anomaly of a target sensor will be more accurate
because biases of different sensors are averaged and reduced.

Based on the idea above, we in this study propose an anomaly
detection method that integrates multiple prediction models
learned from the past measurements of surrounding weather
sensors. Since the multiple prediction models learn different
features from different data sets, they are considered to have
different biases in their prediction results. Therefore, when
predicting measurements of a target sensor, the biases are av-
eraged and canceled, which leads to high-accuracy anomaly
detection that allows for detecting rare anomaly events. We
evaluated the proposed method using AMeDAS weather sen-
sor data and a data set artificially created from them. The
results show that the proposed method improves the accuracy
of detecting anomalies created in a weather station using mea-
surements of surrounding weather station data.

This paper consists of 4 sections. Section 2 describes the
proposed method. Section 3 describes the evaluation of the
proposed method using AMeDAS weather sensor data and ar-
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tificially created anomaly data. Finally, Section 4 summarizes
this study.

2 PROPOSED METHOD
2.1 Problem Setting

The purpose of this study is to detect long-term anomalies,
i.e., sensor failure, where the target weather sensor outputs
inaccurate values over a certain period of time, due to factors
such as sensor equipment failure or the surrounding environ-
mental conditions. Weather sensor anomalies can occur for
various reasons, not only sensor malfunctions but also influ-
ences from plants and animals or human errors. Taking tem-
perature sensors as an example, According to the documents
from the Japan Meteorological Agency [1][2], instances of
temperature sensor anomalies include sensor degradation, ven-
tilation fan failures, ventilation issues caused by spider webs
or plant vines, short-term temperature spikes due to field burn-
ing, aircraft blasts, or heat from heavy machinery exhausts.
These anomalies manifest in various forms in the measured
value, such as significantly higher temperature readings dur-
ing the day or temporary spike-like abnormal values. Among
these anomalies, those that persist for long periods are partic-
ularly impactful. If such anomalies continue for long periods
without being noticed by the administrators, they can affect
various applications that utilize the weather for a long time,
greatly diminishing the reliability of the sensors. Therefore,
it is crucial to constantly monitor the weather sensor mea-
surements, promptly identify abnormal values, and respond
accordingly.

In recent years, the proliferation of the Internet of Things
(IoT) has increased the number of examples where multiple
sensors are connected to networks for operation. Various in-
expensive weather sensors are also available, many of which
can collect data through wireless communication. By using
these devices, if multiple sensors monitor each other’s mea-
surements and analyze the data collected through the network
in real-time to detect anomalies, it would allow for automatic
anomaly detection without requiring administrators to cali-
brate each sensor periodically. This study proposes a method
for automatic detection of long-term anomalies, which are
difficult to detect using conventional anomaly detection meth-
ods that rely solely on past measurements of the sensor in
question, by leveraging the cooperation of multiple sensors.

This study assumes a situation where multiple weather sen-
sors are installed within a certain range. Types of weather
sensors include temperature, precipitation, humidity, atmo-
spheric pressure, wind direction, and wind speed. There is a
relatively strong correlation among the measurements of these
sensors. Using methods such as deep learning, it is possible
to predict mutual measurements with a certain degree of ac-
curacy among the same type of sensors. Also, concerning
different types of sensors, their measurements are related to
each other as a physical phenomenon and can therefore be
an important factor for prediction. By utilizing these correla-
tions, any long-term anomaly in one of the sensors can be de-
tected without delay. Specifically, when checking anomalies
in a particular sensor (hereafter referred to as the target sen-
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sor), multiple prediction models can be generated to predict
the target sensor’s measurements from the surrounding sen-
sors. The target sensor’s measurements are always predicted
using these prediction models. If the target sensor measures
abnormal values over a long period of time, the predicted val-
ues are expected to have a significant difference from the real
measurements of the target sensor. By capturing this phe-
nomenon, long-term anomalies in the target sensor can be de-
tected.

2.2 Overveiw of Proposed method

In this study, we propose an anomaly detection method us-
ing multiple prediction models based on the relationships be-
tween multiple weather sensors. Using the measurements of
the target sensor as the prediction target, multiple prediction
models with different inputs are generated using the measure-
ments of the past target sensor and those of multiple weather
sensors installed in the vicinity. Each prediction model per-
forms outlier detection. To detect long-term anomalies, we
focus on the mean absolute value of the prediction errors of
each prediction model over a certain period of time rather than
capturing the instantaneous magnitude of the prediction er-
ror. Subsequently, the anomaly detection results from each
prediction model are integrated to produce the final anomaly
detection result. Since each prediction model predicts the tar-
get sensor’s measurements based on different characteristics
of different input data, the timings that large prediction errors
appear are expected to vary. Nonetheless, if multiple predic-
tion models simultaneously detect anomalies, it will not be a
false detection, i.e., the target sensor would actually be expe-
riencing an anomaly.

2.3 Anomaly Detection Using a Prediction
Model

A prediction model performs outlier detection. Outlier de-
tection is performed by calculating PMAE (Period Mean Ab-
solute Error) and modeling it as a probability distribution.
PMAE is the mean absolute value of the prediction errors oc-
curring within a certain time interval. Let f be the prediction
model that predicts the measurements of the target sensor. For
the measurements d; of the target sensor at time ¢, let y; be the
predicted value output by the prediction model f. The predic-
tion error e, is obtained by Equation (1), and PMAE E(t) is
defined by Equation (2):

et =y — dy, (1
t+d
a(t) = &=t @)

where d is a parameter that determines the time interval. For
example, if the prediction frequency of model f is every 10
minutes and parameter d is set to d = 6, PMAE E(t) is cal-
culated on an hourly basis. By using the absolute value of the
prediction error e; to calculate PMAE FE(t), we evaluate the
magnitude of errors by preventing offsetting when positive
values and negative values are mixed within the period.



Since the PMAE E(t) is the mean absolute value of the pre-
diction errors, it is distributed within the range [0, oo]. In out-
lier detection, when a threshold T is set, PMAE E/(t) within
the range (7', 00| are considered anomalies. The threshold 7'
is set using a percentile method [7]. The percentile method
is an effective threshold setting technique when the dataset
doesn’t follow a normal distribution. In this study, for exam-
ple, if the threshold is set at the 95th percentile, the thresh-
old T is set such that 95% of the data falls within the range
[0, T, and the remaining 5% of the data falls within the range
(T, 0].

2.4 Anomaly Detection by Integrating
Prediction Models

The final anomaly detection result for the target sensor us-

ing the proposed method is determined by integrating the anomaly

detection results obtained from multiple prediction models.
When there are N prediction models, each performs anomaly
detection using the method explained in Section 2.3, resulting
in N anomaly detection results. The final anomaly detection
result for the target sensor is considered an anomaly if at least
n out of the NV anomaly detection results indicate an anomaly,
where n is a parameter that determines the condition for inte-
gration. The parameter n is determined by the majority rule.
By using the majority rule, it is believed that people can ob-
tain reliable results in real environments. Additionally, even
if one of the prediction models makes an incorrect decision,
the final result can be accurate.

3 EVALUATION
3.1 Evaluation Methods

To confirm that the proposed method improves the accu-
racy of anomaly detection, the following two folds of evalua-
tions are performed.

(1) Veritying independence of individual prediction models.

(2) Evaluating the accuracy of the proposed method.

In evaluation (1), we verified that PMAE E(¢) calculated
by each prediction model is independent of each other. If the
PMAE of each model is independent of each other, it means
that the biases included in each model are not correlated, and
that the probability that multiple prediction models detect an
anomaly simultaneously is very low. Thus, this will be one of
the evidence that our idea of integrating multiple prediction
models is valid. In evaluation (2), we evaluated the accuracy
of anomaly detection using the proposed method. We com-
pared the performance of the proposed method with a basic
outlier detection method explained in Sec. 2.3 using each pre-
diction model learned from a nearby weather station’s data
set. We used three indexes to evaluate the accuracy of the
proposed method: Precision, Recall, and F-measure (called
also as F1-score).

The parameters of the proposed method were set as fol-
lows. The parameter d which determines the range of PMAE
E(t) was set to d = 6. Here, since the prediction frequency
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of the prediction model used in this study is every 10 min-
utes, PMAE is the mean of the absolute errors for each an
hour. The threshold 7" was set using the percentile method,
with the 95th percentile as the threshold. A dataset used to set
the threshold was different from a dataset used to evaluate the
accuracy of anomaly detection.

3.2 Dataset
3.2.1 Dataset Details

In this study, we evaluated the proposed method using weather
sensor data from AMeDAS, obtained by the Japan Meteoro-
logical Agency [8]. We used three years of data from 2019
to 2021; weather sensor data were AMeDAS 1-minute values
observed every minute. The types of weather sensors were
temperature, precipitation, wind speed, and wind direction.
For training the prediction models, we used data from 2019,
while for evaluating the proposed method, we used data from
2020 and 2021.

The AMeDAS data contains missing values. As a prepro-
cess of missing values, we complemented them with the mean
of the values before and after the missing value if the missing
values were not consecutive. If the missing values were con-
secutive, we deleted the values for the corresponding times.
To compress the data, we transformed the AMeDAS I-minute
values to 10-minute values. Specifically, the sensor data of 1-
minute values were compressed for every ten samples, and
the mean value was used as the 10-minute values.

The time and wind direction data, which are input to the
prediction model, were transformed using the sine and cosine
functions to account for their periodicity. Wind direction data
is observed as 36-direction values, ranging from 1 to 36 (0
being no wind). The time data was obtained at ten-minute
intervals, with 00:00 set as zero and incremented by one every
10 minutes to reach 143 at 23:50. The transformation using
the sine and cosine functions was performed on these values
2 using the following Equations (3), (4):

3)

x
sin = Sin (2 N )
z sin ( 7rX)

“)

Zeos = COS (2#%),
where zg;, is the sine transformed value, z..s is the cosine
transformed value, and X is the number of possible values
of x, which is 36 for wind direction values and 144 for time
values.

To eliminate bias among the features of the training data
and improve prediction accuracy, we normalized the values
of all features to be within the range [0, 1]. The normalized
value z; was calculated using the following Equation (5):

Lo TiT min(z)
" max(r) — min(z)’

®)

where z; is the value before normalization, and min(x) and
max(x) are the minimum value and the maximum value in
the training data, respectively.
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Figure 1: Weather observation station locations
( Source: Google Maps )

3.2.2 Target Weather Observation Station

In this study, we evaluated our method using weather sensor
data from ten weather observation stations as shown in Fig. 1:
Wakayama, Katsuragi, Kawabe, Kankujima, Kumatori, Koy-
asan, Sakai, Shimizu, Tomogashima, and Ryujin. From the
weather observation station in Wakayama, we obtained tem-
perature sensor data [°C], while from the other nine stations,
we obtained four types of weather sensor data: temperature
[°C], precipitation [mm], wind speed [m/s], and wind di-
rection (36 directions). In this study, the target sensor for
anomaly detection was the temperature sensor in Wakayama.
Multiple prediction models were generated using weather sen-
sor data and time data from all ten locations and used for
anomaly detection.

3.2.3 Generation of Anomaly Data

In this study, we artificially generated the anomaly data used
to evaluate our proposed method. We assumed a scenario
where a malfunction of the ventilation fan causes the day-
time temperature to be observed higher than normal. Because
of the ventilation fan failures, heat tends to accumulate inside
the ventilation tube more than normal, and the temperature is
expected to be observed higher than normal during the day-
time because of sunshine. Therefore, we transformed day-
time temperature data from the normal data to generate the
anomaly data. Specifically, we added a constant value b [°C]
to the temperature sensor data of Wakayama from 10:00 to
16:00 to generate the anomaly values. The reason for using
the period from 10:00 to 16:00 is that the effect of failures is
assumed to be fully reflected because enough time has elapsed
since sunrise. We confirmed the magnitude of anomalies that
could be detected with various values for the constant value b
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Table 1: Training settings

] Item \ Values \
Optimizer Adam (0.001)
Epoch Early Stopping (10)
Error function | MSE (Mean Squared Error)
Batch size 128
Language Python version 3.9.13
Library PyTorch version 1.13.1

[°C].

From the data from 2020 and 2021 used to evaluate the
proposed method, the data from 10:00 to 16:00 was extracted,
the data from 2020 was used as the dataset for setting the
threshold of outlier detection explained Sec. 2.3, and the data
from 2021 was used as the dataset for evaluating the accuracy
of anomaly detection. The number of samples for both normal
and anomaly data was 1586 samples.

3.3 Detail for Prediction Models
3.3.1 Configuration of Prediction Models

We used LSTM (Long Short-Term Memory) to generate the
prediction models. Each step of the LSTM layer inputs 10-
minute values, and at the final step, the outputs of the LSTM
layer are input to the fully connected layer, which outputs the
prediction value of the target sensor. The LSTM layer consists
of 144 time steps. Therefore, the prediction model is input to
24-hours data. The LSTM layer consists of a single layer, and
the number of units in the hidden layer is set to 10.

3.3.2 Training Settings

The settings for training are shown in Table 1. The initial
value of the learning rate was set to 0.001 and adjusted using
Adam. To prevent overfitting, the early stopping technique
was adopted, where training is stopped if accuracy does not
improve in 10 epochs. The general stochastic gradient de-
scent (SGD) method was used to learn networks, and the gen-
eral backpropagation technique was applied to calculate the
gradient of the loss function.

3.3.3 Construction of Prediction Models

The names of the generated prediction models and the in-
put features are shown in Table 2. The Wakayama model
only inputs the target sensor data (the temperature sensor in
Wakayama). The other nine prediction models were con-
structed using weather sensor data from a single observation
station and time data. Particularly, for temperature sensor data
prediction, it is considered effective to input temperature sen-
sor data from nearby stations, and time is also considered a
value highly related to temperature.

If anomaly values are included in the input, accuracy sig-
nificantly decreases, so the input data of the Wakayama model
is the data from 24 hours to 48 hours before the prediction
time, and it is assumed that there are no anomaly data in the
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Table 2: Names and input of Each Prediction Model

Name \

Input \

Wakayama model

temperature (in Wakayama observation station)

Katsuragi model

temperature, precipitation, wind speed, wind direction, time (in Katsuragi observation station)

Kawabe model

temperature, precipitation, wind speed, wind direction, time (in Kawabe observation station)

Kankujima model

temperature, precipitation, wind speed, wind direction, time (in Kankujima observation station)

Kumatori model

temperature, precipitation, wind speed, wind direction, time (in Kumatori observation station)

Kouyasan model

temperature, precipitation, wind speed, wind direction, time (in Kouyasan observation station)

Sakai model

temperature, precipitation, wind speed, wind direction, time (in Sakai observation station)

Shimizu model

temperature, precipitation, wind speed, wind direction, time (in Shimizu observation station)

Tomogashima model

temperature, precipitation, wind speed, wind direction, time (in Tomogashima observation station)

Ryujin model

temperature, precipitation, wind speed, wind direction, time (in Ryujin observation station)

input of the prediction model in this study. The other nine
prediction models used data from the prediction time to 24
hours before as their input data.

3.4 Results
3.4.1 Verification of independence of Prediction Models

To confirm the independence of each prediction model, we
calculated the correlation coefficients of the PMAE E/(t) be-
tween every two prediction models. The results are shown in
Fig. 2. According to Fig. 2, there are no cases for which the
correlation coefficients exceeded 0.7, and there is no strongly
correlated combination. Because the mean of the 45 corre-
lation coefficients calculated from the ten prediction models
was 0.356, the correlations were not strong. Therefore, the
PMAE E(t) calculated by each prediction model is indepen-
dent of each other.

3.4.2 Anomaly Detection Accuracy of the Proposed Meth-
ods

Figure 3 shows the anomaly detection accuracy of the pro-
posed method and the conventional methods. The conven-
tional methods adopt the basic outlier detection method de-
scribed in Sec. 2.3 using Wakayama model. The Wakayama
model’s input was solely the temperature sensor measurements
in the Wakayama observation station. Figure 3 (a) shows the
precision, Fig. 3 (b) the recall, and Fig. 3 (c) the F-measure,
respectively. The horizontal axis is the constant value b [°C]
added when generating the anomaly values. Parameter n,
which determines the condition for integration, was tested for
five values: 6, 7, 8, 9, and 10. According to Fig. 3, the pro-
posed method had higher precision and recall than the con-
ventional methods for all anomaly values b. Consequently,
the proposed method had a higher F-measure than the conven-
tional method. These figures show that the proposed method
improves anomaly detection accuracy.

Next, we examine the effect of integrating multiple mod-
els. We selected three models (Kumatori model, Kawabe
model, and Tomogashima model) with the highest accuracy.
The anomaly detection accuracy of the proposed method in-
tegrating these three models, and each prediction model, are
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compared in Fig. 4. The evaluation index was the F-measure.
The horizontal axis was the constant value b [°C] added when
generating the anomaly values. According to Fig. 4, the pro-
posed method had a higher F-measure than the three predic-
tion models. We conclude that integrating multiple predic-
tion models with the proposed method achieved more accu-
rate anomaly detection than each prediction model with out-
lier detection.

3.4.3 Effect of the Number of Prediction Models

We confirmed the effect in the accuracy of the number of
integrated prediction models. The results are shown in Fig.
5. Figure 5 shows four cases where the number of mod-
els was changed to 3, 5, 7, and 9. The order of prediction
models in descending order of accuracy, is Kumatori model,
Kawabe model, Tomogashima model, Sakai model, Katsuragi
model, Shimizu model, Kouyasan model, Kankujima model,
and Ryujin model. When integrating k-models in Fig. 5,
models were selected in the descending order of accuracy.
According to Fig. 5, the anomaly detection integrating three
models had the highest accuracy, and the accuracy slightly
decreased with the number of models increased. This indi-
cates that increasing the number of models does not contribute
to improving accuracy. Therefore, the proposed method can
achieve high accuracy by integrating a small number of high-
accuracy models.

4 CONCLUSION

In this study, we proposed an anomaly detection method
for weather sensors by integrating multiple prediction models
based on the relationship between multiple sensors. By in-
tegrating multiple prediction models, we aim to decrease the
effect of biases contained in each model’s input data and im-
prove the accuracy of anomaly detection.

We evaluated the proposed methods using AMeDAS data
and anomaly data artificially generated from them. We com-
pared the performance by comparing the proposed method
with the conventional method. The conventional method is
the outlier detection using a single prediction model. From
the results, we first showed that the correlation in prediction
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Figure 2: Correlation coefficients of PMAE E(t) of two prediction models
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error among each prediction model is not high, meaning that
the biases included in each model are independent of one an-
other. Second, we showed that the anomaly detection per-
formance improves when multiple prediction models (rela-
tively independent in bias) are integrated. From this result,
we show that our idea to integrate multiple prediction models
is effective. Finally, we examined the anomaly detection per-
formance in terms of the number of integrated models. As a
result, we found that integrating many models is not always
good, but integrating a small number of high-accuracy models
is a good strategy.

In future work, it is necessary to confirm the properties of
the proposed method. The results of comparing various num-
bers of models indicate that integrating a small number of
models with high accuracy improves the anomaly detection
accuracy, rather than merely increasing the number of mod-
els. However, the optimal number and quality of models to
achieve the highest accuracy remain unknown. One of our fu-
ture researches should focus on determining the optimal com-
bination of models to maximize the accuracy of the proposed
method.
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Abstract - With the proliferation of IoT technology, nu-
merous applications utilizing sensor data have emerged. In
these applications, the quality management of sensors, i.e.,
the maintenance and management of measurement accuracy,
becomes critical. A systematic error known as bias, which
can gradually fluctuate over time, is a common cause of re-
duced measurement accuracy in sensors. As bias can increase
significantly over time, it is essential to perform regular sen-
sor calibration, such as annually, to correct for bias and main-
tain accuracy. Calibration is typically performed manually
for each sensor, but as the number of sensors increase, it be-
comes challenging to calibrate all sensors manually. There-
fore, an automatic calibration method has been proposed in
environments with dense sensor deployments, utilizing the
proximity of neighboring sensors to estimate correction val-
ues for each sensor. However, existing automatic calibra-
tion methods focus solely on estimating optimal correction
values, and the accuracy of bias estimation remains unclear.
This study proposes a new automatic calibration method that
aims to sufficiently minimize the error in all sensors. The
proposed method uses a hierarchical Bayesian model to es-
timate the probability distribution of each sensor’s error and
periodically calibrates selected sensors based on this distribu-
tion, thus maintaining and managing the overall accuracy of
the sensors.

Keywords: auto calibration, error estimate, bayesian hier-
archical model, MCMC method

1 INTRODUCTION

The Internet of Things (IoT) is important in many emerg-
ing applications such as smart agriculture, smart cities, etc
[1][2]. In many cases, these applications require deploying
many sensors in a wide range and use low-cost sensors. How-
ever, if those sensors are used for a long time, their readings
start to deviate from the true value. Thus, using applications
for a long time requires maintaining the accuracy of sensor
measurements.

Sensor measurements involve random noise and system-
atic error called bias. Sensor measurements deviate from the
true value because of these errors. The sensor bias is slowly
changing over time. As the bias grows large, measurement
accuracy gradually decreases. Therefore, we are required to
maintain the accuracy by calibrating sensors, i.e., by making
their bias zero, periodically. The example of bias is shown in
Fig. 1. Generally, bias changes slowly both in a positive and
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Figure 1: Example of the Bias

negative direction. Therefore, bias takes on a small value in
the beginning while it takes on a large value as time passes.

Traditionally, calibration is performed manually. Manual
calibration compares the sensor readings including bias with a
highly accurate sensor reading, and corrects the sensor based
on the comparison. However, manual calibration is imprac-
tical when the number of sensors is large because it is ex-
tremely time consuming and costly. Hence, several automatic
calibration methods have been proposed to calibrate many
sensors simultaneously [3]. Automatic calibration methods
assume that sensors are densely deployed and the neighboring
sensors’ measurements are correlated. Under this assumption,
automatic calibration estimates each sensor’s bias by using
neighboring sensor measurements, and corrects each sensor
measurement based on the estimated bias. Automatic calibra-
tion maintains measurement accuracy by correcting measure-
ment values, instead of calibrating the sensors themselves.
Therefore, automatic calibration enables us to save time and
cost in comparison with the manual calibration.

Although automatic calibration seems useful for maintain-
ing sensors, existing methods have a serious drawback. If we
calibrate sensors with automatic calibration for a long time,
each sensor’s bias grows larger. This results in lower accu-
racy in bias estimation, leading to inaccurate calibration. In
addition, the existing automatic calibration methods estimate
the most likely bias value without estimating how accurate it
is. This means that the accuracy of the calibrated results is
unknown and cannot be guaranteed. This is practically fatal
when we want to keep the sensors’ accuracy for a long time.

In this study, we propose an automatic calibration method
to maintain the accuracy of sensor measurements within a
guaranteed range for a long time. By modeling the bias based
on the Bayesian Hierarchical Model and applying the Markov
Chain Monte Carlo (MCMC) method, we estimate the proba-
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bility distribution of sensors’ biases, enabling us to know how
accurate the estimated biases are. Additionally, we designed
a calibration procedure that combines manual and automatic
calibrations. By manually calibrating a part of sensors with
large biases, we can reduce the magnitude of sensor biases,
enabling us to improve the accuracy of bias estimation. As a
result, we designed a novel method that enable us to maintain
the accuracy of many sensors for a long time with an accept-
able cost.

This paper is an extended version of [4]. We mainly ex-
tended the bias estimation model of [4] by introducing a time-
domain relationship.

This paper is organized as follows. In Section 2, we present
related work. In Section 3, we describe the proposed method.
In Section 4, we summarize this study.

2 RELATED WORK

Automatic calibration aims to manage the accuracy of sen-
sors by correcting biases based on the estimated bias values,
provided that there is a correlation between neighboring sen-
sors when sensors are densely deployed. Because automatic
calibration does not need manual sensor calibration and just
corrects the measurement values, it is one of the promising
techniques in the IoT era.

Becnel et al. proposed an automatic calibration method un-
der the assumption that there is an accurate sensor [5]. This
method constructs a graph that defines edges between neigh-
boring sensors, and calibrates the sensors in turn from the
neighboring sensors of the accurate one. Bychkovskiy et al.
proposed a method that uses a calibration graph that repre-
sents the correlation relationship of sensors [6]. Balzano et
al. proposed a method that models measurements, true values,
and errors (called gain and offset) using a linear model and es-
timates gains and offsets of sensors with the least square met-
rics [7]. Sun et al. proposed a multipoint correction method
that uses a multivariable regression modeling and estimates
the measurement error based on the least square criterion [8].
These methods estimate the accurate sensor values at a spe-
cific time using the correlation of neighboring sensors, mean-
ing that they do not consider the time-series correlation and
thus their performance is limited.

Automatic calibration methods that consider clusters of the
sensors to improve the accuracy of error estimation are pro-
posed. Moon et al. proposed a method that creates clus-
ters of sensors with similar measurement tendencies and es-
timates error values by applying multiple regression analysis
[9]. Takruri et al. proposed a method that estimates the er-
ror value by subtracting the actual measurement of the sensor
from the average of the sensors in the cluster [10]. However,
the situation in which these assumptions of cluster are satis-
fied is limited.

There are automatic calibration methods that consider the
correlation of time-series. Takruri et al. proposed an auto-
matic calibration method that uses Support Vector Regression
(SVR) and Kalman filter [11]. This method uses SVR to esti-
mate the true values at the locations of each sensor by giving
the measurements of the neighboring sensors as input data.
After estimating the true values, they use the Kalman filter
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to estimate the error value of each sensor from the estimated
true value and the actual measurement of the sensor. Then,
they calibrate the sensors based on the estimated results. Ku-
mar et al. proposed a method that uses Kriging and Kalman
filter [12]. This method uses spatial estimation called Krig-
ing to estimate the true values at the locations of each sensor
by the measurements of the neighboring sensors and uses the
Kalman filter to estimate the error value of each sensor from
the estimated value and the actual measurement of the sen-
sor. WU et al. proposed a method that uses a Constrained
Extreme Learning Machine (CELM) and Kalman filter [13].
This method divides many sensors deployed randomly into
multiple clusters and estimates the measurement of the sen-
sor by the measurements of other sensors in the same cluster
with the assumption that the measurements of the sensors in
the same cluster tend to measure similar values over time. Af-
terward, they use the Kalman filter to estimate the error value
of each sensor from the estimated value and the actual mea-
surement of the sensor. These methods can estimate the error
value considering temporal as well as spatial correlations by
applying the Kalman filter recursively.

Instead of Kalman filter, some studies use Particle filter to
consider temporal correlation. Fujino proposed a method that
uses Gaussian process regression (GPR) [14] and a Particle
filter [15][16]. This method estimates the true values at the
locations of each sensor from the neighboring sensors’ mea-
surements by using GPR. Then, this method estimates the er-
ror value from the estimated value and the actual measure-
ment of the sensor by using the Particle filter.

As above, recent auto-calibration methods are based on
Kalman or Particle filters. Both Kalman and Particle filters
estimate unknown values from a statistical computation based
on the state-space model, in which they typically compute
future values from the past measurements. In contrast, our
method adopts MCMC methods to estimate the statistical dis-
tribution of unknown values based on our space-time model
within the framework of Bayesian hierarchical modeling, which
enables us to simultaneously estimate the statistical distribu-
tion of all variables corresponding to any time instant. Differ-
ent from Kalman or Particle filters, our method performs the
optimal estimation using the whole data period, i.e., not only
from the past measurements but also from the future. Due to
the better optimization and the output of statistical distribu-
tion, our method is considered to output better estimation.

In addition, our method is novel in that it can guarantee the
accuracy of sensors continuously for a long time, instead of
just estimating biases as is done by all the existing methods.
First, existing methods just estimate the most likely value of
bias and do not output the probability distribution. Accord-
ingly, we cannot get to know how accurate the estimation
value is, and so guaranteeing accuracy in the auto-calibration
process is not possible. Second, most of the existing auto-
calibration methods does not incorporate manual calibration
of sensors. Thus, the bias of each sensor grows larger as time
passes, which makes error in estimating bias larger. By in-
corporating manual calibration in the operation steps of the
proposed method, we enable to keep the sensor biases small
enough for a long time. To the best of our knowledge, our



method is the first method that can maintain the bias of sen-
sors within small values.

3 PROPOSED METHOD
3.1 Overview of the Proposed Method

In this study, we propose an automatic calibration approach
to maintain many sensors’ accuracy for a long time. We use
a Bayesian hierarchical model and the MCMC method to es-
timate the amount of bias as a probability distribution. Then,
we apply an affine transformation to the estimated results to
obtain a more accurate probability distribution. Afterward,
we specify the sensors that need calibration based on the prob-
ability distribution and correct those sensors. We repeat this
process periodically. Consequently, we can maintain many
sensors’ accuracy in a long term.

3.2 Proposed Model

We use an error estimation model based on the Bayesian
hierarchical model to estimate the bias. We assume that the
temperature sensors are densely deployed in a flat area and
calibrate the sensors periodically. Let S be a set of the sen-
sors. The measured value of a sensor s € S at time instant
t, the ground truth value of temperature at the location of the
sensor s, and the sensor s’ bias are given by

Yyl =

zl + bl + e, (D
where ¢, 2t and 1!, are the measured value, the true value and
the bias of the sensor s at time instant ¢ respectively, and e; is
the measurement noise following a normal probability distri-
bution. We estimate the true value and the bias at each time
point from the measured values at those time points based on
Eq. (1). However, in that case, accurately estimating the bias
is difficult because of lacking relation among each measure-
ment. Thus, our model assumes that the ground truth temper-
ature values and biases have spatio-temporal correlations to
estimate the highly accurate probability distributions.

First, we consider temporal correlations of bias. We model
the relationship of the biases at time instant ¢t and ¢ — 1 as
follows.

bl = b+ d, 2)

where d is the difference between the biases at time instant ¢
and ¢ — 1 and is a small value following a normal probability
distribution. Eq. (2) enables us to constraint the value that
bias can take.

Additionally, we consider spatio-temporal correlations of
the true value. The true value changes over time when using
temperature sensors for measurement environment. Thus, we
model the true value as follows.

t t—1
s — Ls + 1+ ez,

x 3)
where 7 is the inclination of the temperature change at time ¢
and es is the random noise following the normal distribution.
The inclination of temperature change means the amount of
change in the true value over a unit of time which depends

on time in a day. For example, the inclination of temperature
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change r; is 0.5 if :cg_l, the true value at time instant ¢ — 1, is
20.0, and 33‘;, the true value at time instant ¢, is 20.5. Use of r;
enables us to consider the spatio-temporal effects among true
values in time series.

We also define z¢ assuming that the true values of sensors
located in the neighborhood are highly correlated. We use the
ICAR model to consider the spatial correlation. The ICAR
model is applied to the true value at the location of sensor s
as follows.

ot 2
D jen, Wit T

ZjENS w; ZjENS wj

zi ~ N( ), 4

where NN is the set of neighboring sensors of sensor s, w; is
a weight of the neighboring sensor j and 7 is variance. Also,
N is the normal distribution. The expectation of z% is given
as the weighted average of the neighboring sensors and thus
the true values are correlated among the neighboring sensors.

3.3 Sensor Accuracy Management Method

In the proposed method, we estimate the amount of bias as
a probability distribution and manually calibrate a part of the
sensors based on the estimated results. Subsequently, we ap-
ply an affine transformation to the estimated results to obtain
a more accurate probability distribution with a correct scale.
Finally, we calibrate the sensors based on the estimated bias
with a correct scale. We show the procedure of our accuracy
management method in the following.

1. We estimate the posterior probability of all parameters
that are the bias b, the true value ¢, the value of tem-
perature change 7, the difference d, and the noise e
and ey by applying the MCMC method to the proposed
model.

2. We choose two sensors that have the maximum and the
minimum bias based on the posterior probability ob-
tained in Step 1, and calibrate those sensors manually.
Then, we get to know the true biases of those two sen-
SOrS.

3. We apply an affine transformation to the posterior prob-
ability obtained in Step 1, based on the true biases ob-
tained in Step 2.

4. We additionally calibrate the sensors if the 90% confi-
dence interval of the posterior probability obtained as a

result of the affine transformation exceeds the accept-
able bias range [—0.6, 0.6].

In Step 1, We estimate the posterior probability of all pa-
rameters such as the bias b}, and the true value z% to apply the
MCMC method to the proposed model. We regard the value
of the highest posterior probability as the estimated value of
each parameter.

Here, we have a problem that the estimated posterior proba-
bility loses the scale information because the value has a high
degree of freedom. Fig. 2 shows an example of the relation-
ship between the true bias and the estimated bias when scale
information is lost. The horizontal axis represents the true
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Figure 2: Example of the Relationship between True Bias
and Uncorrected Bias Estimation
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Figure 3: Example of the Relationship between True Bias
and Corrected Bias Estimation

bias and the vertical axis represents the estimated bias. In the
case of Fig. 2, the true bias is in interval [—1, 1], but the es-
timated bias is in interval [0, 2.5]. When scale information is
lost, we can not estimate the bias appropriately.

Thus, we need to correct the posterior probability to obtain
a more accurate posterior probability. In this study, we apply
an affine transformation which performs scaling and transla-
tion to the posterior probability. Before applying the affine
transformation, in Step 2, we calibrate two sensors manually
that have the maximum and the minimum bias based on the
posterior probability in Step 1. Then, we know the true bias
of the two calibrated sensors. In Step 3, we correct the poste-
rior probability by using the true bias. When bs represents the
corrected bias estimation and by represents the uncorrected
bias estimation, the uncorrected bias estimation is corrected
by Eq. (5).
®)

where p and g are parameters representing the degree of scal-
ing and translation. We can determine the optimal values for
p and ¢ by using the true bias that we know in Step 2. Then,
we can correct all sensors that are not calibrated manually.
In this way, we correct the estimated bias. The corrected re-
lationship between the corrected bias estimation and the true
bias is shown in Fig. 3. The uncorrected bias estimation in
Fig. 2 is in the interval [0, 2.5], while the corrected bias esti-
mation in Fig. 3 is in the interval [—1, 1] which is the same
interval of true bias. By the affine transformation described
above, We can estimate the bias more accurately.

Finally, in Step 4, We calibrate other sensors additionally
based on the corrected bias estimation. By defining the range
of acceptable bias values as the interval [—0.6, 0.6], we choose

Bs:prs+Q7
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the sensors that need calibration. If the 90% confidence inter-
val of the corrected posterior probability exceeds the accept-
able range [—0.6, 0.6], We additionally calibrate the sensor.

By performing these four steps at regular intervals, such as
annually or monthly, we can maintain the bias of all sensors
within the acceptable range with a sufficiently high probabil-
ity. Also, comparing the proposed method to the traditional
method which calibrates all sensors manually, the proposed
method can maintain the measurement accuracy of sensors
within a certain range with less labor and cost because we cal-
ibrate only the sensors that exceed the acceptable range based
on the confidence interval.

4 CONCLUSION

In this study, we propose the automatic calibration method
that can maintain the bias of sensors within small values for
a long time. We estimate the probability distribution of bias
by applying the MCMC method to our proposed space-time
model within the framework of the Bayesian hierarchical mod-
eling. Then, we additionally calibrate the sensors that need
calibration due to large biases based on the estimated proba-
bility distribution. Note that we involve manual calibration in
the procedures of the proposed method, which enables us to
maintain the bias small enough for a long time.

The estimation accuracy of the proposed method is evalu-
ated by comparing it with the methods that exclude key tech-
niques from the proposed method. As a result, we showed that
we can estimate bias most accurately and can maintain bias
smallest by the proposed method. This means that the key
techniques proposed in this paper actually worked, and we
achieved a practical automatic calibration method that main-
tains the bias of sensors within a certain range for a long time
by considering the temporal correlation of bias and incorpo-
rating manual calibration.

In this study, we assume that sensors are deployed in a
mesh pattern. As a future issue, it will be meaningful to apply
the proposed method in the case that sensors are deployed in a
random coordination. We expect that we can achieve this goal
by determining weight in Eq. (4) appropriately depending on
the distance between the neighboring sensors.
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Abstract - The population of sport cyclists has been on the
rise. Cyclists often encounter caution spots, which pose
significant risks. While experienced cyclists may sometimes
avoid accidents with quick identification, overconfidence
can lead them to accidents that could have been prevented.
Recognizing these caution spots can help reduce
overconfidence and promote safer bicycling. This paper
presents a novel architecture for caution spot detection using
electroencephalography (EEG), driving video, and driving
data. The proposed system includes a future EEG prediction
dynamic model. Performance evaluation was conducted by
comparing models with and without future EEG predictions.
We found that models with future EEG predictions have
higher accuracy compared to those without, indicating
closer detection distances and the ability to predict caution
spots. In addition, the architecture achieved 0.8171 in
accuracy, 0.2041 in precision, 0.3030 in recall, and 0.2439
in fl-score to detect caution spots.

Keywords. electroencephalography, model updating, wear-
able device, multimodal, image analysis

1 INTRODUCTION

The use of bicycles as personal mobility is well known
globally. Furthermore, bicycles are used not only for trans-
portation, but also for sports. As the population of sport cy-
clists increases, the number of beginners also increases, ne-
cessitating the establishment of strict traffic rules. Ensuring
safety in cycling is deeply influenced by societal rules and
individual awareness. In Japan, for example, there has been
a shift towards stricter regulations and encouraging cycling
on roadways rather than pavements, a trend emphasized by
stricter enforcement in 2022 [1]. Beginner cyclists, often
unfamiliar with cycling on roadways, may encounter
unexpected caution spots, leading to slips, falls, and
accidents. Especially in the case of sport cycling, the driver
is moving at high speed and must make an instantaneous
judgment of danger.

On the other hand, experienced cyclists can quickly
identify and avoid caution spots, adjusting their riding
accordingly. However, amateur cyclists, who may be
overconfident in their abilities, are at a higher risk of serious
accidents. In fact, Dong et al. found that distraction and
overconfidence among bicyclists were associated with the
occurrence of serious injury crashes [2]. This situation is not
unique to cycling but is also observed in driving [3].

Self-assessment of their abilities is essential for safe cy-
cling and effective traffic education. When focusing on the
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actions of an individual cyclist, road and environmental con-
ditions are perceived differently based on their experiences,
making it important to address these variations. Monitoring
heart rate and facial expressions have been employed to ad-
dress these subjective aspects. Research using the R-R Inter-
val (RRI) has shown that a smaller RRI indicates higher
stress levels [4][5]. However, it is also reduced by physical
exertion, complicating its use in sport cycling. In addition,
facial expression analysis is limited by the use of helmets
and eyewear, making it less applicable for sports cycling[6].
Therefore, new methods that use data from any style of
cyclist and situation are needed for caution spot detection.
This paper! aims to detect caution spots for sports cycling
using electroencephalography (EEG), driving video, and
driving data. To achieve this objective, we propose a novel
architecture that includes a future prediction component for
addressing time-series issues in EEG-based caution spot
detection. This paper contributes to the recognition of
caution spots after cycling and provides an opportunity for
self-assessment. The rest of this paper is organized as
follows. Section 2 presents a review of the latest literature
related to this paper. In Section 3, we introduce the focused
issues and the proposed architecture for caution spot
detection using EEG, driving video, and driving data. In
Section 4, we explain the implementation of the proposed
architecture. In Section 5, we describe experiments
conducted to evaluate the proposed method’s effectiveness
and present the results. Section 6 discusses the results of the
performance evaluation. Finally, Section 7 concludes this

paper.
2 RELATED WORK

This section reviews several related issues, including EEG
analysis for traffic safety and EEG usage for cycling,
respectively.

2.1 EEG Analysis for Traffic Safety

Most research on EEG for traffic safety has focused on
car drivers rather than cyclists. Saman et al. indicated that
many studies have concentrated on detecting, monitoring,
and forecasting driver fatigue, investigating cognitive
responses and brain dynamics during navigation, obstacle
avoidance, and external distractions [7]. Le et al
demonstrated that driver fatigue is a significant cause of
traffic accidents, emphasizing the growing interest in fatigue
detection systems [8]. Turker et al. reviewed eight fatigue
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detection systems and proposed a robust method using
single-channel EEG [9].

Some studies have explored EEG changes during
emergencies. Li et al. conducted driving simulator
experiments with 19 men and 19 women, measuring EEG
during pedestrian collision avoidance [10]. They found that
specific EEG activities could occur simultaneously in urgent
and safety critical situations, suggesting the need for
personalized danger assessment based on EEG. Xinran et al.
identified that EEG in the alpha/delta, alpha/theta, beta/delta,
and beta/theta frequency bands were higher during collisions
compared to successful avoidance, with critical decision
periods occurring two seconds before braking [11].

2.2 EEG Usage for Cycling

The use of EEG during cycling has distinct characteris-
tics. Szu-Yu et al. investigated how increasing the average
maximum heart rate ratio during continuous cycling affects
brain activity, revealing that EEG power showed similar in-
creases across all electrodes [12]. Enders et al. also found
that EEG power significantly increased with fatigue during
exercise [13]. These studies conducted measurements
indoors using conductive gel. Siddharth et al. demonstrated
that dry EEG systems could be used in outdoor
environments with high movement, such as cycling [14].
Zink et al. showed that mobile EEG could reliably acquire
data during outdoor cycling, though electrical noise from the
rear and baseline periods posed issues [15]. These
considerations emphasize the differences between using
EEG in cars and bicycles.

Regarding the application of EEG for hazard recognition,
Harish et al. focused on the safety of urban cyclists involved
in logistics, using EEG, eye-tracking data, and biometric
data to identify areas of distraction [16][17]. Chu et al.
examined six different cycling activity patterns [18]. They
extracted EEG features using discrete wavelet transform,
revealing that EEG patterns were related to various cycling
activities, especially during multitasking, such as phone use.

These studies primarily address hazard recognition in city
cycling, leaving a gap in understanding the unique hazards
associated with sports cycling.

3 PROPOSED METHOD

In this section, we first introduce focused important issues
on sport cycling. Then, we discuss the proposed bicycle cau-
tion spot detection architecture with feature fusion based on
integrated EEG, driving video, and driving data.

3.1 Focused Issues

To enhance cyclist safety, it is crucial to detect and avoid
caution spots. While some of these spots can be identified
through visual cues or image analysis, others are less visible
and rely more on psychological or intuitive factors. These
specific spots cannot be detected solely through images, ne-
cessitating the exploration of alternative detection methods.
This study employs EEG to detect caution spots that may
not be immediately apparent to cyclists. A multimodal
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approach incorporating EEG, driving video, and driving data
is used to improve prediction performance.

3.2 Overview of The Proposed Architecture

Figure 1 shows the overview of the proposed architecture.
In this architecture, features obtained from EEG are used in
combination with other data to make caution spot detection
decisions. One of the novel proposals considers this and
uses the future prediction of the EEG. In addition, feature
extraction of images using CNN reveals common features of
driving conditions without explicit objects. After that,
common driving data is also combined to build an integrated
dataset. Finally, using the integrated dataset, caution spot
detection is performed.

We will explain the details in the following.

3.3 Future EEG Prediction

Predicting future EEG is important to detect of caution
spots. EEG is known to exhibit a lag in response following
cognitive recognition. Future predictions can help address
this delay. On the other hand, sudden judgments are made
reflexively, causing EEG to change faster at caution spots
than the conscious response. This consideration is essential
in constructing prediction tasks.

A common method for detecting abnormalities of time-
series data is the difference from a rolling average. However,
using a rolling average that reflects a small window can be
overly influenced by peculiar behaviors. Increasing the win-
dow size results in an average that reflects only overall
movement trends. Although this method can detect reflexive
signals, it is unsuitable for detecting foresight signals to
notice caution spots. Figure 2 shows the comparison of the
pattern of significant signal differences calculated by rolling
average or future prediction in simulated EEG.

The upper section of the figure shows the simulated EEG
data with an anomaly compared to rolling averages
calculated using small (5) and large (50) window sizes.
Significant signal differences indicate reflexive actions and
are easily understood in regions where the rolling average
deviates substantially from the actual data. The lower
section of the figure presents the same EEG data with a 2
second future prediction model. The prediction model
forecasts caution spots by indicating significant differences
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Figure 2: Comparison of the pattern of significant signal dif-
ferences calculated by rolling average or future prediction in
simulated EEG

ahead of time, allowing for proactive measures rather than
reflexive reactions. This comparison found the advantage of
future prediction models in identifying caution spots by
forecasting than the rolling average method. By analyzing
these differences, we aim to highlight features of caution
spots that are not immediately apparent and contrast those
that require sudden, reflexive judgments. The dataset in this
figure is simulated and manually created for illustrative
purposes and does not represent actual data or calculations.

3.4 Application Example of the Proposed
Method

Figure 3 shows the application example of the proposed
method. This application example allows users to reflect on
their riding result after cycling. Existing private sector meth-
ods only provide information on performance, such as speed
and distance. By using the proposed method, it is possible
to identify individual recognized caution spots. In addition,
object-detected caution spots that are not recognized as dan-
gerous by the user are shown simultaneously. Since it is
difficult to pinpoint caution spots perfectly, a threshold
value for a specific indicator is used to make judgments.
This enables cyclists to self-assess their ability to recognize
caution spots

4 IMPLEMENTATION

In this section, we discuss the detailed mechanism and
implementation of the proposed architecture. In
implementation, the experiments were conducted using a
computational  environment  with  the  following
specifications. The system was equipped with an AMD
Ryzen7 2700X CPU and an NVIDIA RTX 2070 GPU,
supported by 48 GB of RAM. The operating system used
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Figure 3: Application example: Cycling result of perfor-
mance and caution spots’ location

was Windows 10, version 22H2. For the software
environment, Python 3.10.11 was used as the primary
programming language, with key libraries and tools
including Pandas (version 2.2.2), Numpy (version 1.24.3),
scikit- learn (version 1.2.2), and PyTorch (version 2.3.1). To
leverage GPU acceleration, the CUDA Toolkit version
12.1.105 was installed and configured.

4.1 Obtaining Data from Sensors

Samples were obtained from three locations: Yasu-shi in
Shiga, and Hachioji-shi in Tokyo from one participant. Each
experimental route included various environments such as
residential areas, arterial roads, and cycle tourism roads. In
the experiment, data was obtained at 5 minute intervals. In
total, ten datasets were obtained for the experiment. Table 1
indicates the datasets’ obtained location and usage in this
paper. All datasets were obtained during the day from 11:00
am to 3:00 pm, in good weather conditions.

We used FocusCalm with the GoodBrain application to
capture EEG. This application could obtain the timestamp
and raw EEG. Also, driving data were obtained from
Garmin Forerunner 255 as a cycling computer. We obtained
heart rate, enhanced speed, enhanced altitude, latitude, and
longitude. In addition, driving videos were captured by a
GoPro HEROS Black.

All the devices were connected to the rooted Pixel 4 and
synchronized time by NTP just before the experiment. Fig-
ures 4 show the mounting position of devices.

4.2 Training Model Using Open EEG Dataset
for Prediction

We used the “OPM-MEG, SQUID-MEG, and EEG
(OSE)” dataset provided by Okito et al. to train a time-series
prediction model for EEG. This dataset included EEG
recordings while moving their bodies in a stable situation.
The dataset records EEG from 64 channels. However, our
datasets only obtained EEG from 3 channels. To
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Table 1: The Datasets’ Obtained Location and Usage

No. Location Usage
Yasu-shi CNN Training
Yasu-shi CNN Training

CNN Training

Hachioji-shi
Hachioji-shi

Detection Model Training

1
2
3 Yasu-shi
4
5 Detection Model Training and Validation

P )

Figure 4: Sensor mounting positions. Left: Camera and
smartphone mounted on the bicycle’s center. Right: Focus-
culm (EEG capture device) worn under the helmet.

accommodate this limitation, we extracted data from
channels 61, 62, and 63, which had the same electrode
positions as our device. The average value of these channels
was used as each band’s power.

The trained model aimed to predict EEG 2 seconds into
the future. The 2 second prediction was made here to
account for the lag between reflexive motor movements,
perceptions, and the EEG [11]. We employed a
LightGBM[19], using specific parameters: {n estimates=100,
random=42}. The performance of the trained model was
evaluated using the Mean Squared Error (MSE) and Mean
Average Error (MAE). Table 2 shows each band’s
prediction performance evaluation and metrics.

After training the model, it predicted the future EEG. In
this process, the predicted data on timestamps with ranges
not in the existing dataset were cut off.

4.3 Caution Spots Annotation

We annotated the caution spots on the routes traveled to
train the classifier model. Participants evaluated the annota-
tions by viewing driving videos taken within 10 minutes and
rating them as binary values. The frequency of annotations
was 10 [Hz]. Caution spots here were not bound by rules,
such as the presence of a specific object, but were annotated
based on when the users themselves felt the route was dan-
gerous.

4.4 Feature Extraction

Feature extraction was performed on the respective data
obtained from each device according to the following
method.

441 EEG

We used segmented EEG into Delta, Theta, Alpha, Beta,
and Gamma bands. The ratios between the Delta, Theta,
Alpha, Beta, and Gamma bands, such as the Theta/Beta
Ratio (TBR), were also calculated. The 5 and 25 rolling
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Table 2: LightGBM Models Performance for Each Band

Band MSE MAE SD

Delta 5708 x 1002 1.897 x10°° 2176 x 10 ©
Theta  2.804 x 10712 1.367 x 10~ 1.562 x 10~¢
Alpha  1.535x 1071?9742 x 1077 1.844 x 107¢
Beta 2.654 x 10712 1.226 x 1076  2.205 x 105
Gamma 7.853 x 107  6.900 % 1077 1.213 x 10~

averages from each EEG band and rate were calculated.
This calculation was also adopted to EEG predicted after 2
seconds. After that, we calculated the difference between the
original EEG and the predicted EEG and between the
original EEG and 5 rolling averages.

44.2 Driving Video

The acquired driving video obtained prediction probability
by customized MobilenetV3[20]. Figure 5 shows a
schematic diagram of the architecture used in this study.
EEG and driving data are numerical and have a small data
volume, but driving video has a large data volume. This
implementation adopted an architecture that can be used
even with small computing resources on prediction tasks.
This realized feature extraction to be performed without
spending a great deal of time on image processing. The
model was trained 10 Epochs using a dataset obtained from
the area of Yasu-shi, which included 15 minutes of video
and annotation information. We employed Google Colab
Pro’s A100 runtime to train architecture. As a result of the
log of training, we employed Epoch 10 trained architecture
for feature extraction.

443 Driving Data

We computed heart rate change, RRI, 5 rolling average of
heart rate, these standard deviations, and altitude gain from
the driving data. The cycle computer used in this paper ob-
tains data at 1 [Hz], and an RRI was obtained by dividing 60
seconds by the calculated heart rate.

4.5 Multimodal Data Integration

Each data was compared with the timestamp of the EEG
and merged based on the data with the closest timestamp.
Therefore, the sampling rate of all data was fixed at 5 [Hz]
in this process. In addition, driving data obtained less fre-
quently than EEG was the same value transcribed in
multiple records. The data in the first 2 seconds were not
used in this experiment to employ the data holding the
predicted EEG 2 seconds ahead.

4.6 Training Detection Model

Before the main experiment, a preliminary test was con-
ducted to predict caution spots by combining EEG and
driving data. We used Random Forest, Support Vector
Machine, and Logistic Regression in this preliminary study.
Among these, Random Forest demonstrated the best
performance. Therefore, we adopted Random Forest as the
classifier model for this implementation.
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Figure 5: The implemented schematic diagram of the cus-
tomized MobilenetV3 architecture

We used two 5 minute datasets, totaling 10 minutes of
data obtained in Hachioji-shi for initial training. The initial
model was trained using the following parameters:
{n estimators = 10, max features = ”sqrt”, max depth = 10,
min samples split = 2, min samples leaf = 4, random
state=42}. We also implemented time-series-aware cross-
validation to validate the model. Cross-validation was
performed in three parts, and the model was selected using
fl-score as the evaluation index.

5 PERFORMANCE EVALUATION

In this section, we explain the procedure and result of
performance evaluation. The objective of this evaluation
was to compare the prediction performance with and
without predicted future EEG.

5.1 Procedure

We created two integrated datasets to evaluate the effect
of including future prediction data: one including predicted
future EEG and one without it. We used two 5 minute
datasets, totaling 8 minutes of data obtained in Hachioji-shi
for training Random Forest, and 2 minutes of data for
validation of this model. The performance of each trained
model was evaluated using a confusion matrix, accuracy,
precision, recall, and fl-score.

5.2 Result

The confusion matrices for both models are presented in
Figure 6. The proposed method shows a strong ability to
correctly classify normal states, with 267 true negatives.
However, it also had a notable number of false negatives, 23
instances where caution states were misclassified as normal.
In contrast, the model without future prediction had a lower
true negative count, 75, suggesting a less accurate
classification of normal states. It also had a high number of
false positives, 221, indicating many normal states were
incorrectly classified as caution. However, it performed
better in detecting caution states with fewer false negatives,
only 9.

The performance evaluation result of the model using a
dataset with predicted future EEG indicated 0.8171 in accu-
racy, 0.2041 in precision, 0.3030 in recall, and 0.2439 in f1-
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Figure 6: Confusion matrices comparing model performance
with and without predicted future data during validation

score. On the other hand, the performance evaluation result
of the model using a dataset without predicted future EEG
indicated 0.3215 in accuracy, 0.1333 in precision, 0.7907 in
recall, and 0.2282 in fl-score.

6 DISCUSSION

In the evaluation, we clarified the characteristics of the
predictions made by the proposed method. Training with a
dataset with predicted future EEG indicated high accuracy
but had low precision and recall. The particularly low recall
indicates the possibility of missing many positive cases. On
the other hand, training with a dataset without predicted
future EEG indicated lower accuracy but very high recall.
However, the low precision in this case means that there
were many false positives. This difference suggests that the
proposed method can offer significantly different insights
when reviewing cycling activities to understand potential
caution spots.

The limitation of this study is that this experiment was an-
alyzed from data acquired by a single person. In the future,
similar experiments can be conducted with multiple users to
compare the differences in prediction results or train a
generic model using a dataset obtained from multiple users.
Also, this study does not encompass different risks that may
arise during peak traffic hours, off-peak hours, or in adverse
weather conditions such as rain. These factors can
significantly affect the risk levels and the corresponding
caution spots for cyclists. Conducting experiments during
these varied conditions could provide a more comprehensive
understanding of the potential risks and improve the
robustness of the proposed method.

7 CONCLUSION

This paper introduced a novel architecture to detect
caution spots for sports cycling using EEG, driving video,
and driving data. We found that models with future EEG
predictions have higher accuracy compared to those without,
indicating closer detection distances and the ability to
predict caution spots. The best validation results using the
proposed architecture were 0.8171 in accuracy, 0.2041 in
precision, 0.3030 in recall, and 0.2439 in fl-score,
demonstrating the effectiveness of the future prediction.
However, there are some limitations; for example, this
experiment was analyzed from data acquired by a single
person. Future research will focus on developing and
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implementing an architecture adopted by multiple users and
locations. It will contribute to recognizing caution spots
after cycling and make an opportunity for self-assessment.
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Abstract - Social Sensing Data (SSD) posted by residents of
disaster-stricken areas during a disaster holds great poten-
tial for flood damage assessment. It is particularly promis-
ing for use in areas where installation, operation, and main-
tenance of observation equipment are difficult or where such
equipment is in short supply. We are developing a social
sensor tuning function to effectively utilize SSD for
identifying safe evacuation routes and timing during urban
flood events. In this paper, as part of the social sensor tuning
function, we examine methods for determining activity
levels that indicate the density of SSD necessary for flood
assessment, aiming to effectively utilize SSD. This
determination method consists of four main processes. The
function analyzes the relationship between SSD density and
data assimilation accuracy, introducing the concept of
activity levels to enable effective data collection and high-
precision flood assessment. Simulations using actual flood
cases demonstrate that increasing SSD density under
specific conditions leads to improved accuracy, verifying the
effectiveness of the proposed function. We also examine
several challenges for practical application. This research
provides important insights for pre-verification of flood
assessment utilizing SSD.

Keywords. flood estimation, state-space model, temporal-
spatial analysis, data assimilation

1 INTRODUCTION

There are concerns that flood risks are intensifying on a
global scale. The Fifth Assessment Report of the Intergov-
ernmental Panel on Climate Change (IPCC) states that
global warming is gradually progressing, and it is likely that
the frequency and intensity of rainfall will change
accordingly [1]. Many regions worldwide are experiencing
an increase in the frequency and intensity of heavy rain and
flooding [2]-[3]. Among flood damage countermeasures,
observing rainfall, rivers, and flooding, and understanding
the changing situations of rainfall and rivers and their
influences enables us to determine what actions should be
taken and to take effective measures to prevent or mitigate
damage. Many previous studies have attempted to estimate
flood risks using regional vulnerability. For example, [4]
estimates urban flood risk with a detailed spatial resolution
of about 2 meters. [5]-[6] conduct research to estimate
index-based flood risk wusing theoretical hydraulic
engineering models. Furthermore, a Chinese case in [7]
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examines risk perception during the 1997 Red River flood
situation. Active research is being conducted to accurately
analyze risks and lead to mitigation behaviors by presenting
risks to people in affected areas and raising awareness of
individual flood risks [8]-[9].

However, these previous studies are not temporal estima-
tion methods but static estimation approaches for calculating
maximum water levels. Static estimation results are risk es-
timates where risk values may change due to rainfall fluctua-
tions. Considering evacuation behavior, dynamic risk
estimation is necessary because flood situations change very
rapidly due to complex flooding phenomena in urban areas
caused by water overflowing from small rivers and
waterways, and rainwater that cannot be completely drained.
Therefore, to understand risk with high temporal resolution
as a guide for evacuation behavior, it is necessary to
calculate high spatio-temporal flood levels that fluctuate
according to rainfall conditions.

Our research goal is to achieve high-accuracy flood
assessment by integrating static estimation approaches for
calculating maximum water levels and data for
understanding dynamic risks. This compensates flood
analysis simulations, which are static estimation approaches,
using dynamic data such as time-series data obtained from
observation devices and social sensing data (SSD). SSD is
effective in assessing flood levels even in places where it is
difficult to install, operate, and manage observation
equipment. Although there have been many studies on flood
damage detection using SSD, its effectiveness has not been
clearly established, and the amount and content of collected
data vary depending on flood damage cases. However, the
greatest advantage of SSD is that it has the potential to
obtain data from diverse locations without the need to install
monitoring devices. We are developing a compensation
method using monitoring data and SSD to take advantage of
this benefit. We believe that if this compensation method is
realized, it will contribute to improving the accuracy of
flood assessment and enable a system for pre-verification of
information services based on flood assessment.

For compensation, we use the state-space model (SSM)
used in our previous research. By applying SSM to flood
analysis simulation results with the addition of monitoring
data and SSD, we calculate the flooding situation for the en-
tire affected area. What we are developing this time is social
sensor tuning that enables effective utilization of SSD.
While SSD has many advantages, it also has the
disadvantage that necessary data may not always be
obtained. However, given the recent advancements in
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information services, it is possible to request necessary data
from users. Therefore, we consider a function to evaluate
and tune how much data is needed to

meet the required accuracy by setting an activity level
based on the relationship between SSD density and flood
estimation accuracy. Activity level refers to the density of
collected SSD considering the time series. Social sensor
tuning first analyzes the relationship between SSD density
and flood estimation accuracy to define the activity level.
Next, considering temporal elements, simulations are
performed with different SSD densities and posting times to
quantitatively evaluate the impact on accuracy. Finally,
based on these analysis results, the quantity and quality of
SSD needed to meet the required accuracy are determined,
and parameters for effective data collection are set. If we
can set the necessary activity level, we will be able to
determine optimal SSD collection parameters. In this paper,
we investigate whether tuning of SSD is possible in flood
assessment and examine how to set activity levels to
calculate the necessary amount of SSD.

2 RELATED WORK

2.1 Flood Monitoring

Traditional river sensor technology has succeeded in de-
tecting signs of disaster in large-scale rivers [10], [11].
While these sensors have the advantage of stable monitoring,
they also come with significant limitations in terms of
installation. Specifically, they require very large equipment,
incur high installation costs of several million dollars, and
demand complicated preconfiguration. However, if these
installation limitations could be improved, it would enable
the possibility of installing a large number of sensors,
leading to more reliable detection through the
implementation of higher-resolution monitoring sensors. In
the field of flood prediction, advanced forecasting methods
such as hydrological techniques [12] and artificial neural
networks [13], [14] have been proposed. These methods
have resulted in highly precise predictions of rising river
levels from the perspective of large-scale river analysis.
However, these conventional methods have a significant
limitation: they cannot predict the flooding of smaller rivers
and waterways. The main reason for this limitation lies in
the elements required for complex water flow prediction.
Forecasting floods in smaller rivers and waterways
necessitates analyzing the complicated relationships among
multiple confluent rivers while also factoring in the impact
of rainfall dynamics. Due to the intricate interplay of these
factors, traditional methods are currently insufficient for
adequate prediction.

2.2 Risk Estimation with Higher Spatial
Resolution

Various studies have already been conducted with the aim
of generating information about dangerous areas. Case stud-
ies such as [15]-[16] have focused on research presenting
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risks on maps. For instance, Sinnakaudan et al. [15]
developed an ArcView GIS extension, providing an efficient
and interactive spatial decision support tool for flood risk
analysis. This extension can analyze water surface profiles
of the Pari River and create associated flood maps within
ArcView GIS. Another example of GIS-based flood risk
assessment is the study by Lyu et al. [16] on the
vulnerability of the Guangzhou metro

system. Using the flood event that occurred in Guangzhou
on May 10, 2016, they revealed the vulnerability of several
metro stations. These studies demonstrate the importance of
risk assessment focused on specific areas or facilities.

Meanwhile, research proposing more detailed modeling
methods has also been conducted. Studies such as [4],[17]-
,[18] have proposed modeling techniques using strictly
collected input data. Particularly noteworthy is the research
by Ernst et al. [4], which presented a microscale flood risk
analysis procedure with a high resolution of 2-meter grid.
This method is based on detailed 2D inundation modeling
and high-resolution topographic and landuse databases.
However, these detailed risk estimation methods also face
challenges. They require detailed data measurements, such
as laser altimeter data, making it impractical to measure
such high-precision data in all areas. This highlights the
difficulty in balancing high-precision risk assessment with
wide-ranging applicability.

2.3 Flood Detection through Social
Networking Services

Social networking services are gaining attention as a new
method for gathering information about flooded areas. Ac-
cording to research by Kim et al. [19], social networking is
the fourth most popular source for accessing emergency in-
formation. They applied social network analysis to the 2016
Louisiana flood, converting emergency SSD into useful
knowledge. The aim of this study was to support the
development of social media operation strategies for disaster
mitigation plans, exploring the interaction patterns between
online users and disaster responses.

Development of disaster monitoring systems utilizing
SSD is also progressing. Sufi et al. [20] designed a system to
monitor disaster-related social media feeds using Al and
NLP- based sentiment analysis. This system is reported to
have an average accuracy of 0.05 and can indicate potential
disaster locations with an average accuracy of 0.93.
Additionally, Teodorescu [21] proposed an SSD analysis
method for disaster prediction and relief and mitigation
measures. This method aims to establish correlations
between disaster characteristics and SSD responses.

However, while studies using SSD have been applied to
many flood damage cases, there are also some challenges.
SSD are not always posted as researchers expect, and the
high accuracy reported in these studies may not always be
achieved. This suggests that when utilizing SSD, it is neces-
sary to consider its limitations and uncertainties.



2.4 Issues and Approaches

Understanding road conditions in urban areas is crucial
for identifying safe evacuation routes. Currently, flood
damage assessment relies on two primary methods:
numerical simula- tions (e.g., flood analysis) and monitoring
using low-resolution ground observation data (precipitation
and river water levels). Numerical simulations are based on
differential equations of urban flood flow for given
precipitation amounts. These simulations calculate
maximum flood levels for specific detailed areas (e.g., 10m
grids). Based on these calculations, authorities publish
information about areas expected to be at risk during heavy
rainfall. However, these analyses use idealized models with
fixed parameters such as precipitation amount, runoff
coefficient, and drainage outflow conditions. Consequently,
in urban areas with complex rainfall distributions and land
use patterns, there can be significant discrepancies between
analytical results and actual flood levels. This discrepancy
can lead to road flooding occurring before warnings or
evacuation information are issued, resulting in potential
damage.

On the other hand, monitoring sets danger level
thresholds at specific locations where road underpasses or
river breaches are of concern. This method includes
situation monitoring to detect flooding based on
observational data. While this approach can easily assess
actual damage, it is limited by the number of observation
points. SSD (Social Sensing Data) is expected to overcome
these monitoring limitations. As mentioned in the previous
section, the importance of SSD in flood damage detection
has been recognized for some time and has been applied to
many flood damage cases. However, there is a fundamental
problem with using SSD for water damage detection. SSD is
not necessarily posted in all cases. While it may function
effectively in floods with a high number of posts, it is likely
to be less accurate than reported in floods with fewer posts.
Particularly in severely damaged areas, it can be difficult to
post while ensuring safety, and communication problems
may prevent posting altogether. We are convinced that these
issues are obstacles to the effective use of SSD in flood
damage detection.

We are developing a system to estimate flooding through
data assimilation to identify safe evacuation routes and
timing during urban flood events. The distinctive feature of
our system is its ability to utilize Flood Monitoring, risk
estimation, and SSD collectively, compensating for each
other’s shortcomings to enable high-precision assessments.
Previously, we developed a method to complement flood
analysis simulations using monitoring data, proposing a way
to estimate the expansion process of flooding. We
demonstrated its effectiveness in time-series flood
assessments [22]. Furthermore, we extended this approach
to investigate how SSD could contribute to flood
assessments, examining the effectiveness of SSD in terms of
the number of posts, their content, and posting timing [23].
Our findings revealed that while SSD requires careful
handling due to potential errors, its utilization can indeed
contribute to flood assessments. At this stage, our
experiments assumed that SSD could be collected at speci-
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fied densities. However, considering real-world scenarios,
we identified the need to account for variations in the
density of collected SSD as a challenge for future research.

In this paper, we advance the development of our system
to the next stage. We tackle the challenge of developing a
“social sensor tuning” function for our social sensing
simulator that generates SSD. SSD has the potential to
gather information from a wide area without the need for
installing sensor devices. However, the density of this data
can be unevenly distributed. If SSD is not posted from areas
where we need to assess flood conditions, flood assessments
using SSD may not function as we expect. Therefore,
understanding the accuracy of flood assessments in areas
where we need situational awareness is crucial for effective
flood assessment. If we can determine the accuracy of flood
assessments for detailed areas, it may become possible to
encourage data collection in those specific regions. (Of
course, we recognize the need for safety considerations. We
do not recommend posting SSD from dangerous areas.)

In this paper, we explore a tuning model for social sensor
tuning to accurately calculate activity levels. Activity level
refers to the density of collected SSD, considering the time
series. By incorporating social sensor tuning that accurately
calculates activity levels into our system, we anticipate the
following benefits:

* Social sensor tuning, when functioning effectively,
will enable advance planning for flood
assessments. For instance, our system could
request SSD collection about an hour before
expected rainfall. This approach offers the
advantage of obtaining timely flood assessment
values.

* This development allows us to adapt the concept
of semi-active social sensing. Most social sensors
are passive in nature, meaning we must find ways to
effectively utilize data without knowing who will
write what. However, when social sensor tuning
functions well, social sensors can adopt a semi-
active nature. We can stimulate sensors in advance
by providing requests for specific types of data at
designated times.

o This shift towards semi-active social sensing
represents a significant advancement in our
approach to flood assessment. It allows for more
targeted and timely data collection, potentially
improving the accuracy and relevance of our
assessments. By proactively engaging with social
sensors, we can better guide the data collection
process to meet specific assessment needs.



International Workshop on Informatics (IWIN2024)

3 PROPOSAL OF SENSOR EVALUATION
AND TUNING USING SOCIAL SENSOR
SIMULATOR

3.1 Overview

This research proposes a system to estimate flooding
through data assimilation, aimed at identifying safe
evacuation routes and timing during urban flood events. We
present a flood estimation system based on data assimilation.
This system seeks to improve the accuracy of flood
estimation by assimilating data using observational time-
series data and SSD. Furthermore, we aim to enhance
accuracy by encouraging system users to provide
information that compensates for the lack of observation
points. Our system leverages the advantages of both
observational methods, which can provide accurate time-
series data, and SSD, which can easily provide large
amounts of data based on the number of posted messages.
This dual approach allows for a more comprehensive and
accurate flood estimation. By combining the precision of
traditional observational data with the volume and breadth
of SSD, we can create a more robust and responsive system
for urban flood management. The integration of user-
provided information further enhances the system’s
adaptability and coverage, potentially filling gaps in areas

where traditional observations may be limited or unavailable.

Phase 1: SSD Validation requires verification of the effec-
tiveness of SSD in improving the accuracy of flood assess-
ments. While some previous studies have shown SSD to be
effective in disaster damage assessment, these are empirical
validations based on data collected during specific disasters.
We cannot rule out the possibility that highly effective data
were simply collected by chance. There has been little veri-
fication of what types of SSD posted during disasters are ef-
fective or ineffective. Therefore, a scientific validation of
the relationship between SSD and analysis is necessary.
Addressing this point, we investigated in Reference [23]
whether SSD containing various errors is effective in
improving the accuracy of data assimilation and flood
estimation. This systematic approach to validating SSD is
crucial for establishing its reliability in flood assessment. By
scientifically examining the effectiveness of different types
of SSD, including those with errors, we can develop more
robust methods for integrating this data into our flood
estimation models. This research contributes to a more
nuanced understanding of how SSD can be effectively
utilized in disaster management systems.

Phase 2: Flood Assessment and Promotion Requirement
Validation is a more detailed investigation compared to the
validation conducted in Phase 1. This phase involves exam-
ining the flooding conditions of various past flood events
and the SSD posted during these events. Concurrently, we
simulate SSD based on the relationships between past SSD
and physical measurements of events, derived from the
learning process. Furthermore, our social sensing simulator
generates numerical flooding data under disaster occurrence
scenarios and produces SSD based on the measured data.
Throughout Phase 2, the effectiveness of SSD in flood
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Figure 1: Proposed System for Flood Assessment

assessment is validated for as many flood disasters as
possible. Additionally, the system develops dissemination
requirements to determine what kind of SSD is necessary to
improve the accuracy of the assessment. This
comprehensive approach allows us to refine our
understanding of SSD’s role in flood assessment and to
develop more targeted strategies for data collection and
utilization. By simulating various scenarios and analyzing a
wide range of historical data, we can identify patterns and
correlations that might not be apparent in single-event
studies. This process enhances our ability to predict the most
valuable types of SSD for different flood situations,
potentially leading to more efficient and effective flood
management strategies.

Phase 3: Flood Assessment is illustrated on the right side
of Figure 1. In Phase 2, we accumulate knowledge about
SSD that is useful for flood assessment. Our system then
uses this knowledge to disseminate desirable data to the
SSD space. In Phase 3, we conduct high-precision flood
assessments using the collected data. This assessment
includes estimating flood levels through data assimilation. In
the data assimilation process, the estimated water levels
analyzed by flood simulations are compensated using a
state-space model with observational data and SSD. The
results of data assimilation are compared with observational
data and SSD. In flood affected areas where low accuracy is
detected, SSD is acquired through commercial services and
other means. These results can also be used to improve the
data assimilation process. We are planning to develop a
dissemination function for the SSD space that encourages
SSD posting in areas with insufficient data. By providing
SSD from the SSD space, we can update the data
assimilation results and improve accuracy. This
comprehensive approach integrates simulation, real-time
data collection, and adaptive improvement strategies. By
continuously refining our models and encouraging targeted
data collection, we can create a more responsive and
accurate flood assessment system. This system has the
potential to significantly enhance flood management and
evacuation planning in urban areas.

3.2 Intended Use of the Proposed System

We envision two primary uses for our system. The first is
the pre-verification of information services based on flood
assessment. The need for providing flood situation
information is increasingly crucial. However, even if service



developers wish to develop and offer such services, there are
currently no means to verify their usefulness. This is
because disasters occur infrequently, and it is not yet clear
how people are affected by various flood situations and what
kind of SSD they would post. We intend to use our system
for such pre-verification purposes. In pre-verification
scenarios, our system generates SSD from people in the
midst of flooding and provides it as verification data. This
approach allows service developers to test and refine their
information services under realistic conditions without
waiting for actual flood events. By simulating various flood
scenarios and the corresponding SSD, our system can
provide valuable insights into how different flood situations
might impact people and what kind of information they
might share. This capability can significantly enhance the
development and refinement of flood-related information
services, potentially leading to more effective disaster
response and management tools.

Phase 2 in Figure 1 illustrates our expected flow of SSD
generation for pre-verification. Past SSD collected from pre-
vious floods is compared with actual flood damage
((DPhysical measurement). The (2)Physical events
measurement generator uses these results to recreate the
damage that occurred during the flood as simulated
measurement  values. Based on these simulated
measurements, the (3)Social Sensing Simulator generates
simulated SSD. Using the simulated SSD collected in this
phase, we perform (4)data assimilation, combining flood
analysis simulations and observational data. This process
calculates under what conditions SSD should be collected to
improve flood estimation accuracy. The social sensor tuning
within the (3)Social Sensing Simulator determines whether
the accuracy of data assimilation meets the precision
required by the information service. If not, the (2)Physical
events measurement generator and (3)Social Sensing
Simulator generate additional SSD for that area. In this
paper, we develop and evaluate our system for use in pre-
verification scenarios. This approach allows for a
comprehensive testing and refinement process, enabling the
creation of more accurate and reliable flood assessment
tools before their deployment in real-world situations.

The second intended use of our system is for flood
assessment itself. Although this is not the focus of this paper,
it represents our ultimate goal. We aim to identify safe
evacuation routes and timing during urban flood events,
accurately estimate flooding through data assimilation, and
provide this information to the public. The pre-verification
method described above can be applied to such a service.
Now, let us explain the operational flow of this information
provision service when implemented:

In the second use case, the operation of (1)Physical
measurement and (2)Physical events measurement generator
is straightforward. (1)Physical measurement collects
actually posted SSD. This data is then passed to the
(2)Physical events measurement generator, which removes
data containing obvious errors or false reports. The
processed SSD is sent through the (3)Social Sensing
Simulator to (4)Data Assimilation, where the assimilation
process is executed. Based on the results, the social sensor
tuning within the (3)Social Sensing Simulator determines

99

International Workshop on Informatics (IWIN2024)

whether the estimation accuracy meets the precision
required by local authorities and residents. If the accuracy is
insufficient, a request is sent from the (3)Social Sensing
Simulator to this information service (referred to as Social
Sensor Space in Figure 1). The request promotes the areas,
quantity, and types of SSD needed. SSD posted in response
to the promotion undergoes (4)Data Assimilation processing
again. By repeating this process or promoting in advance,
we aim to utilize SSD as semi-active social sensing,
enabling high-precision estimation by timely obtaining
necessary data. This approach represents a novel method of
integrating real-time social data into flood assessment
systems. By actively promoting data collection in specific
areas and of specific types, the system can adapt to changing
conditions and maintain high accuracy even in complex
urban flood scenarios.

3.3 Main Objective of This Paper

Among the three phases necessary for developing our
system, this paper focuses on the (3)Social Sensing
Simulator in Phase 2: Flood Assessment Promotion
Requirement Validation (blue box in Figure 1). The purpose
of this paper is to develop and test the performance of the
social sensor tuning function, a feature of the (3)Social
Sensing Simulator in Phase 2. Our social sensor tuning sets
an activity level indicating the density of SSD that has
spatial bias in data collection areas, and calculates the
accuracy of the assessment. While SSD is known to be
useful for flood assessment using data assimilation, there are
issues with how this data is collected. SSD may not always
be available from necessary areas, and its accuracy varies by
location. By setting an activity level to represent data
density, we can achieve good results even in cases of low
density by increasing the volume of data generation or
collection. This approach addresses a crucial challenge in
utilizing SSD for flood assessment: the uneven distribution
and varying reliability of data across different areas. By
quantifying the activity level, our system can adaptively
adjust its data collection and generation strategies to
maintain high assessment accuracy even in areas with sparse
data. Moreover, this method enables a more nuanced
understanding of data quality and coverage, allowing for
targeted improvements in areas where data is lacking or
unreliable. This capability is essential for creating a robust
and adaptable flood assessment system that can perform
well across diverse urban environments and flood scenarios.

Our proposed simulation is based on the use of
observational data and Social Sensing Data (SSD). Previous
research [22] has shown that observational data significantly
contributes to the accuracy of flood level compensation.
However, there is an upper limit to the number of
observation devices due to installation requirements.
Therefore, effective utilization of SSD is considered crucial
for improving accuracy when devising a system. As
mentioned in 2.4, there are numerous studies on flood
damage detection using SSD, but most of these analyze
flood damage where large amounts of data are available.
However, the ability to collect large amounts of SSD
depends on the characteristics of the flooded area.
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Consequently, it is not always possible to collect SSD that
can be used for flood analysis in all flood disasters.
Additionally, SSD collected during actual floods varies in
terms of information representation and posting timing.
Furthermore, the accuracy of much of this data cannot be
verified. Thus, to sustainably utilize SSD for disaster
management, it is necessary to verify its effectiveness in
various cases. This approach acknowledges the challenges
and limitations of SSD while recognizing its potential value
in flood assessment. By systematically evaluating SSD’s
effectiveness across different scenarios, we can develop
more robust methods for integrating this data into flood
management systems. This comprehensive validation
process is essential for creating reliable and adaptable flood
assessment tools that can perform well even in situations
where data quality and quantity may vary significantly.

In Reference [23], we investigated the conditions under
which SSD can contribute to flood estimation and how it can
improve the accuracy of flood analysis. Specifically, we ex-
amined whether variations in information representation and
posting timing affect flood assessment, and to what extent
these influences are acceptable. Our next consideration is to
incorporate a function into our system that evaluates these
impacts. This involves measuring the accuracy impact due
to SSD bias and determining whether to request additional
SSD. This requires further refinement of the approach in
Reference [23]. The challenge lies in the fact that the
demand for flood assessment accuracy cannot be uniformly
defined. To estimate all flood-risk areas with high precision
would require requesting high-density SSD from all areas,
which is unrealistic in practice. To effectively utilize limited
resources, it’s more practical to determine which areas need
high-precision estimates and what level of accuracy is
required, allowing for more targeted requests that are more
likely to yield SSD collection. The difficulty in our flood
assessment approach lies in dynamically determining which
areas need high-precision estimates and what level of
accuracy is required. To address this challenge, we consider
how to dynamically set activity levels. Achieving this would
enable us to operate a stimulation mechanism aimed at
obtaining specific activity levels in targeted areas. This
dynamic approach represents a significant advancement in
flood assessment methodology. By adapting to changing
conditions and prioritizing data collection based on real-time
needs, we can create a more efficient and effective system
for flood management. This method not only optimizes
resource utilization but also enhances the system’s ability to
provide critical information where and when it’s most
needed during flood events.

4 SOCIAL SENSOR TUNING

The basic concept of social sensor tuning is as follows:
This function evaluates the accuracy of compensated flood
levels and determines the necessary activity levels. Figure 2
illustrates the data assimilation process where social sen- sor
tuning is applied. Data assimilation is performed using a
SSM. Monitoring devices are already installed throughout
the city. In data assimilation, time-series data obtained from
these monitoring devices is first used to compensate flood
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analysis simulation results. However, this compensation is
insufficient due to the limited number of installed
monitoring devices. Data assimilation using SSD attempts to
achieve further high accuracy. Social sensor tuning receives
the results of this data assimilation. In pre-verification
scenarios, social sensor tuning has knowledge of the
compensate flood levels. Based on these levels, it calculates
the accuracy of data assimilation. If the accuracy is
insufficient, it returns an evaluation result to the information
service, requesting the areas and quantities of additional
SSD needed. This data assimilation uses the spatio-temporal
SSM proposed in our previous studies [22] and [23]. The
types of SSD and included errors discussed in this paper are
explained in [23]. Note that the spatio-temporal state-space
model in this paper is applied without using the waterway
and sewer data used in the previous study [22], as these data
are generally limited in availability. From here, we will
explain the processing flow of our social sensor tuning. This
approach represents a sophisticated method for dynami-
cally adjusting flood assessment accuracy based on real-time
data and predefined accuracy requirements. By integrating
both fixed monitoring devices and variable SSD, the system
can adapt to changing flood conditions and data availability,
potentially leading to more accurate and timely flood
assessments in urban areas.

4.1 Process(i) Data Assimilation using
Monitoring Data

Initial Process (1 ): Flood Level Estimation In the initial
process (i), we use a SSM to compensate the results of flood
analysis simulations with time-series data collected from
observation points, estimating flood levels that closely
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approximate reality. The subsequent process flow is
illustrated in Figure 3. This section provides an overview of
the SSM used in our data assimilation. The fundamental
flood analysis is based on conventional simulations using a
surface flooding model. This method calculates the runoff at
each grid position by expressing the flood flow through
continuity and momentum equations. Our approach
integrates advanced statistical techniques with traditional
hydraulic modeling to enhance the accuracy of flood level
predictions. By assimilating real time observational data into
the simulation results, we can dynamically adjust the model
to better reflect actual conditions. This process is crucial for
capturing the complex and rapidly changing nature of urban
flooding. The use of SSM allows for a more nuanced
understanding of flood dynamics, accounting for
uncertainties and variabilities that static models might miss.
This methodology forms the foundation for our subsequent
social sensor tuning processes, enabling a more adaptive and
responsive flood assessment system.
A continuous equation is defined as follows.
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Each parameter is defined as t: time, H: water level, h:
flood level, U: flow velocity (X direction), V: flow velocity
(Y direction), g: gravity acceleration, p: water density, M:
flux (X direction), and N: flux (Y direction) (M = uh, N =
vh).

Here, the shear force in the x direction 7,.(b) and the shear
force in the vy direction 7., (b) are defined as follows.
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The roughness coefficient n (the resistance value of river
water to touch obstacles) can be expressed as follows,
considering the influence of a building.

n? = n.ﬁ + 0.020 x x hi (6)

100 — 0
(n:bottom roughness coefficient, n,:composition equivalent
roughness coefficient,and #:building occupancy rate)

Equation (1)-(3) calculates flood level h for each grid, ac-
counting for the runoff from the inside of the sewer line to the
ground surface and the flooding to the ground surface due to
rainwater. For the above equations, the inflow into each grid
represents the flux into each grid from adjacent grids and the
effect of buildings on the inflow in each grid.

We define D as the two-dimensional space corresponding
to the region of interest and divide D into m grids of d meters
each. Let s; € D denote the location coordinates of each
grid (s; is denoted by ). Using equation (1)-(3), we calculate
hy (%) for the flood level of each grid at time t.

Then, using the state-space model, we estimate the flood
level of grid s from the observations yt(i) collected at the ob-
servation location at time . Grid si(k = 1,2, 3....,m) is the
location indicated by the SNS data. The state-space model is
represented by two types of observation equations; the flood
analysis simulation result h,(¢) at grid s;, and the difference
between the flood analysis simulation and the observed value
at the observation location. This state-space model is defined
by the equations (7)(8)(9).

ygi) = Stréi) + Gii)wgi) + egi) (7
'rf") = rf'_)l + véi) (8)
(V= 2@ 4 u® 9)

The réi) denotes the state at time ¢ and 'vt(i) denotes noise.

The term Ggi)arii) represents the total inflow/outflow, and

a:ﬁ’”) is the difference between the flood analysis simulation

results and the observed values. The ugi) denotes the noise

at time £. G,(f) is the adjacency matrix indicating the spatial
component.

4.2 Process( ii ) Synthetic Data of Simulated
SSD

The next process we need to explain is how we create
sim-ulated SSD for use in data assimilation. This simulated
SSD can be considered synthetic data related to disaster
damage. This is because it essentially involves artificially
generating information about flood damage. For pre-
verification pur-poses, we only have access to flood analysis



International Workshop on Informatics (IWIN2024)

simulation re-sults and limited monitoring data. From these
restricted data sources, we must generate synthetic data that
realistically rep-resents potential SSD during a flood event.
Flood analysis simulation results often differ from actual
flood levels. Consequently, the only truly accurate data we
have access to is from monitoring devices. However, these
monitoring points are limited in their spatial distribution. To
address this limitation, we create simulated SSD from flood
analysis simulation results compensated using monitoring
data. Yet, we recognize that compensation based solely on
monitor-ing data is insufficient for creating fully appropriate
simulated SSD. Therefore, we generate synthetic data
anticipating a dis-crepancy between the compensated values
using monitoring data and actual flood levels. We assume
this difference prob-abilistically falls within the interquartile
range and randomly add values within this range to the
compensated values. It is important to note that these are
merely projected SSD val-ues. However, we do not require
high accuracy from SSD. Our goal is to develop a method
that produces high-precision flood estimation outputs even
when using SSD with lower ac-curacy or containing errors.
This approach acknowledges the inherent uncertainties in
flood modeling and social sensing data while leveraging the
strengths of both. By incorporat-ing this controlled
uncertainty into our synthetic data, we can create a more
robust and realistic testing environment for our flood
assessment system. The key lies in developing data as-
similation and social sensor tuning methods that can effec-
tively filter out noise and errors in SSD while still extracting
valuable information. This strategy allows us to harness the
potential of widespread, albeit imperfect, social sensing data
to enhance the accuracy of flood assessments in urban areas.

4.3 Process(iii) Data Assimilation using
Simulated SSD

In Process (iii), we use a State-Space Model (SSM) to
compensate the results of flood analysis simulations with
Simulated Social Sensing Data (SSD) around observation
points. This step aims to estimate flood levels that closely
approximate reality. The SSD used in this process is the
synthetic data generated in Process (ii). The data
assimilation technique employed here uses the same
equations as the SSM used in Process (i). However, there’s a
crucial distinction: while Process (i) applied SSM to time-
series data, Process (iii) applies it to data at a specific time t.

4.4 Process(iv) Evaluation & Tuning by
Social Sensor Simulator

Process (iv) involves social sensor tuning, where we eval-
uate the accuracy of data assimilation performed in Process
(ii1). In this paper, we investigate the feasibility of such
evaluations by focusing on the relationship between activity
levels and compensation accuracy. Activity levels represent
the density of SSD in target areas over time. In pre-
verification scenarios, data assimilation is repeatedly
performed with varying SSD activity levels. Social sensor
tuning calculates the required activity level to meet accuracy
demands in areas where compensation precision falls short,
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considering the relationship between activity levels and
compensation accuracy. We examine the feasibility of this
verification by comparing flood levels compensated through
data assimilation with “correct” levels estimated from
monitoring data. It’s important to note that simulated SSD
for specific locations is not continuous time-series data.
Therefore, there is only one time point t for simulated SSD,
and the state-space model in Process (iii) is applied only
spatially. Consequently, more SSD may sometimes be
necessary. In pre-verification, increasing the density of
synthetic data is easily achievable. However, when applying
this system to actual flood events, we must request SSD
from people in affected areas. As the scale of flooding
increases, providing SSD becomes more challenging. There-
fore, determining acceptable activity levels during pre-
verification becomes a crucial process.  This step helps us
understand

the minimum data requirements for accurate flood
assessment while considering the practical limitations of
data collection during real disaster events. By systematically
evaluating the relationship between activity levels and
assessment accuracy, we can optimize system performance,
balance the reality of data availability with precision needs
during flood events, and enable effective and responsible
utilization of SSD in actual flood situations.

5 CONCLUSION

This study proposed a new flood assessment system uti-
lizing Social Sensing Data (SSD) to identify safe evacuation
routes and timing during urban flood events. We focused on
developing and evaluating the core component of the
system: the social sensor tuning function. This function
analyzes the relationship between SSD density and data
assimilation accuracy, setting optimal activity levels to
enable effective data collection and high-precision flood
assessment.

Our system consists of four main processes. Process (i)
performs initial flood estimation using data assimilation with
observational data. Process (ii) generates simulated SSD,
which is then used in Process (iii) for further data
assimilation. Finally, Process (iv) evaluates results and
adjusts parameters through the social sensor tuning function.
This sequence of processes enables high-precision flood
assessment by integrating conventional observational data
with SSD.

A key feature of the social sensor tuning function is its
method of utilizing SSD that considers temporal elements.
This allows for the evaluation of SSD importance based on
posting time, enabling more appropriate data assimilation.
By introducing the concept of activity levels, we were able
to quantitatively analyze how changes in SSD density in
specific areas and time periods affect accuracy. Through
simulations using actual flood cases, we demonstrated that
increasing SSD density under certain conditions leads to
improved accuracy, verifying the effectiveness of our
proposed system. This research has demonstrated the
potential of an SSD- based flood assessment system
centered on the social sensor



tuning function, providing important insights for pre-
verification. The proposed four-stage process enables more
comprehensive flood assessment by effectively integrating
conventional observational data with SSD. These findings
are expected to contribute to the development of more

reliable
significantly contributing

flood prediction and assessment systems,

to disaster prevention and

mitigation in urban areas. Moving forward, it is necessary to
conduct simulations considering a wider variety of flood
scenarios and regional characteristics

to further improve and validate the proposed system for
practical application.
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Abstract - Autonomous mobility is now driving not only
outdoors, but also indoors, such as in restaurants, commercial
facilities, and other places. A common method to make
people aware of approaching mobility is to use an alarm
sound. However, there is a problem where if the volume of
the warning sound is too soft or small, pedestrians may not
notice it, and if it is too loud, it can be heard by people outside
the roadway. In this paper, an information presentation
system is developed that individually notifies pedestrians,
who may be at risk of collision and are presumed to be
unaware of the presence of mobility, about the approach. The
system uses image recognition to recognize the direction of
the pedestrian's face, and if the pedestrian is likely to be
unaware of the vehicle's presence, the system uses parametric
speakers to individually notify the pedestrian of the
approaching vehicle.

Keywords: Autonomous Mobility, Human Interface

1 INTRODUCTION

1.1 Research Background

In recent years, the implementation of autonomous mobility
has been advancing in restaurants, commercial facilities, and
other places. Autonomous mobility is being used for
automating luggage transportation and patrolling duties
within facilities. These mobility systems operate in
environments where pedestrians are present. They need to
reach their destination without colliding with pedestrians or
obstacles. Pedestrians can avoid collisions by predicting each
other’s movements through cues like eye contact. However,
mobility units face the risk of collisions if they cannot
communicate properly with pedestrians or if pedestrians are
unaware of their approach. Therefore, it is necessary to
explore methods to achieve smooth and cooperative
movement when autonomous mobility navigates situations
where pedestrians may not be aware of their presence. This
discussion considers two examples.

In the first example, consider the scenario of driving a car.
Major roads on which cars travel are typically equipped with
traffic signals and crosswalks, and there are clear traffic rules
based on road signs and traffic laws. This enables cars to
navigate smoothly and safely with other vehicles and
pedestrians. In the second example, consider a cyclist
approaching a pedestrian who is looking at their smartphone
while walking. To alert the pedestrian of their approach, the
cyclist can ring a bell or maintain a safe distance to avoid a
collision.
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As seen in these examples, a smooth traffic environment is
achieved when humans drive cars or ride bicycles by making
judgments based on their surroundings. In contrast, when
autonomous mobility travels on residential roads or sidewalks,
the routes and traffic rules are not as clearly defined as they
are for cars [1]. Therefore, "cooperative movement," where
the mobility predicts and responds to the movements of others,
becomes essential.

Thus, if the mobility itself can predict the state of
pedestrians and take appropriate actions, it can achieve
cooperative navigation that also considers the pedestrians'
sense of security.

1.2 Acoustic Vehicle Alerting System

When autonomous vehicles or automated guided vehicles
(AGVs) in factories approach pedestrians, they often use
warning sounds to notify nearby people of their approach for
safety reasons (Fig. 1). Recently, the number of incidents
involving pedestrians walking while looking at their
smartphones, known as " Texting while walking " has
increased. According to data from the Tokyo Fire Department,
35.4% of emergency transports due to accidents involve
collisions, and 75.9% of these collisions occur on roads or in
traffic facilities [2].

The dangers of texting while walking include "narrowed
field of vision", "inability to hear surrounding sounds" and
"being defenseless" [3]. If pedestrians are unaware of an
approaching mobility, they might suddenly change their path,
leading to collisions. Therefore, using proximity warnings
helps reduce the risk of such collisions. In automobiles, the
installation of vehicle approach notification systems to alert
pedestrians of an approaching vehicle by sound has been
mandated by law [4]. For autonomous mobility, which are
expected to operate on sidewalks and residential roads, it is
essential to ensure that pedestrians can reliably recognize
their approach to maintain safe and secure operations. It is
anticipated that similar considerations will advance
autonomous mobility in the future.
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Alarm sound

Mobility

Fig. 1 Presenting information to the surroundings
using a proximity alarm sound

However, audible alerts can be tolerated in open spaces like
roads or factories where noise levels are generally higher. In
quieter environments like office settings, frequent mobility
vehicle movements with loud alarms might be perceived as
disturbing or annoying by individuals who shouldn't normally
hear them. To address this issue, adjusting the volume of the
alarm or using softer tones can reduce the disturbance.
Nevertheless, this approach may lead to challenges such as
individuals who need to hear the alarm not being able to do
so or becoming less attentive to approaching vehicles.

1.3 Research question and hypothesis

The classification of pedestrians is shown in Fig. 2.
Individuals on the path where the mobility vehicle travels are
termed "traffic participants," while those outside the path are
termed "non-traffic participants." Among traffic participants,
some may be aware of the approaching vehicle while others
may not. Factors contributing to lack of awareness include
pedestrians walking in front of the vehicle or being distracted
by smartphones. While it's desirable to issue audible alerts to
ensure safety for unaware traffic participants, it's also
preferable for non-traffic participants not to hear the sound to
maintain tranquility.

To convey information about the approach of vehicles and
mobility to pedestrians, research on warning sounds is being
conducted. One example is the study by Pavlo et al., which
demonstrated a strong correlation between the loudness of
external vehicle sounds and the deterrent effect on road
crossing [5].

Research on approach warning sounds often focuses on the
impact of the sound's timbre on traffic participants and its
perceptibility. However, studies considering the impact on
non-traffic participants are lacking. As a result, approach
warnings might provide information to non-traffic
participants as well, which can be perceived as noisy.
Additionally, traffic participants might not receive sufficient
information, making it difficult to notice the warnings.

To solve these problems, this study introduces a method
termed '"individual information presentation" aimed at
delivering information to pedestrians individually, thereby
addressing the limitations of proximity warnings.
Specifically, the method employs image recognition to
identify pedestrian states and subsequently delivers tailored
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information to them wusing parametric speakers. This
approach aims not only to prioritize safe arrival at the
destination but also to consider pedestrians' sense of security.
The proposed method was integrated into a mobility system,
and its effectiveness was validated through sensory
evaluation experiments.

. Non-Traffic Participant
]
(1)

, o !
e e

) _ ,
— ~ 9
Aware traffic
participant
Unaware traffic °

Unaware traffic participant ﬂ
Definition

participant
| Person on the road (Traffic participant) \

Mobility

——— Aware traffic participant

Unaware traffic participant

| Person outside the road (Non-Traffic Participant) I

Fig. 2 Pedestrian Classification

2 METHOD

2.1 Proposed Algorithm

To issue proximity warnings individually to unaware traffic
participants, the system estimates the position and condition
of pedestrians. If it determines that a pedestrian is unaware, it
activates the warning sound only in such cases. The procedure
unfolds as follows:

Stepl: Utilizing a camera mounted on the mobility,
pedestrian position and state are estimated
through image recognition.

Identifying nearby pedestrians who are deemed
unaware, the system controls the direction of
parametric speakers.

Based on recognition results and pedestrian
positions, audible warnings are emitted.

An overview of the proposed information presentation
system is depicted in Fig. 3.

Step2:

Step3:

Camera Servo motor Speaker
Pedestrian Recognition Speaker
( position, aware/unaware ) direction control Alarm souncd

Fig. 3 Overview of Information Presentation System

2.2 Pedestrian
detection

location and condition

The position and state of pedestrians were determined using
the YOLO [6] image recognition software. The pedestrian's
position was calculated by projecting the coordinates of the
bottom of the bounding box (bbox) representing the "person"”
class obtained through image recognition (Fig. 4). This



method allows for determining the pedestrian's position
without depending on their height. To evaluate the detection
accuracy, a coordinate axis was set up as shown in Fig. 5, with
vertical distances of 7m and horizontal distances of 1.4m. The
accuracy of pedestrian position estimation was investigated
by comparing the calculated distances and angles with the
actual values at each coordinate set in Fig. 5. One male
subject (23 years old) was sequentially positioned upright at
each coordinate point, and the measured distances and angles
were compared with the calculated values. The subject wore
long-sleeved shirts and pants matching the attire worn during
the evaluation experiments, and the measurements were
conducted under two conditions: indoor and outdoor. RMS
(Root Mean Square) errors were calculated from a total of 210
data points collected at 21 measurement points. The results
are presented in Table 1 and Table 2.

Pedestrian position

Fig. 4 Method of obtaining pedestrian coordinates

-0.7 ® @ o o o o o
Mobili
obl Ity 1 2 3 4 5 6 7 y[m]
0.7 | o o o o o o o
x [m]

Fig. 5 Location where detection accuracy is evaluated

Table 1 Pedestrian location estimation results (indoor)
Distance error [m] 0.461
Angle error [deg] 5.75

Table 2 Pedestrian location estimation results (out-
door)

0.414
4.61

Distance error [m]
Angle error [deg]
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The state of pedestrians was assumed to be such that they
were not aware of the mobility vehicle's presence if they were
facing away from the direction of the vehicle or if their faces
were looking downwards. Therefore, images of pedestrians in
various states were captured at multiple locations within
Kanagawa Institute of Technology. These images were
labeled into four categories: "person", "forward-facing
(look)”, “backward-facing (no_look)" and "downward-facing
(smartphone ped)" as shown in Fig. 6. A total of 7548 images
were used, and the training process took 9 hours and 51
minutes, with 8000 epochs conducted for learning. Table 3
shows the accuracy of the recognition results.

smartphone

|
l
2 J 2

Unaware

Unaware

Aware

Information presentation target

Fig. 6 Pedestrian Condition Detection

Table 3 Correctness of recognition results (Accuracy)

person 93.4%
look 75.4%

no look 64.7%
smartphone ped 69.9%

There is a need to improve the recognition rates for "look",
"no_look" and "smartphone ped" in the future.

2.3 Parametric speaker

To transmit warnings to individual pedestrians, a highly
directional parametric speaker was used. The speaker's
orientation was controlled by a servomotor to align with the
pedestrian's direction. The parametric speaker, which uses
ultrasound, is a single-directional audible speaker with a
narrower audible range compared to conventional speakers.
For this purpose, a parametric speaker manufactured by
TriState was utilized (Fig. 7). This speaker generates a 40 kHz
ultrasonic carrier wave from each of its 50 ultrasonic
transducers, which is frequency modulated with the target
sound and emitted. These ultrasonic waves cause nonlinear
distortion in the air, allowing the target sound to be heard with
sharp directivity [7]. This technology has been applied in
previous research to systems providing hands-free
environments [8].

To evaluate the characteristics of the parametric speaker
used in this study, the variation in perceived sound based on
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positioning was investigated. Three male subjects (average
age: 22.7 years, ranging from 22 to 23 years) were positioned
upright at various measurement locations (Fig. 8) in a quiet
environment (background noise: 32dBA). They were then
asked to respond to a questionnaire evaluating the "audibility
of the alert sound." Responses were rated on a 5-point scale:
"1. hardly audible", "2. a little audible", "3. audible", "4. well
audible", "5. very audible". The alert sound, a sine wave with
a fundamental frequency of 880Hz, was continuously emitted
from the parametric speaker. The experimental results,
depicted in Fig. 9, highlight areas where the mean score of
the audibility evaluation exceeded 3.0 (indicating "audible"),
marked with shading. Despite the angle error in image
recognition being 5.75 degrees, the evaluations were
consistently in the "audible" range. This suggests that
controlling the orientation of the speaker towards pedestrians
and transmitting alerts is indeed feasible.

Fig. 7 Parametric speaker

¥ [m]

.__...__.._........__..__._...__.__......._.__...

—2.0 —-15 —-1.0 —05 \_( 0.5
Parametric
speaker

Fig. 8 Location of the “Hearing the alarm” rating.
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Audibility evaluation score of

y [m] 3.0 or high range

“{Angle error in image recognition
5.75[deg]

Fig. 9 Experimental Results Average

3 EXPERIMENT

3.1 Experimental device

An evaluation experiment was conducted to assess the
effectiveness of the proposed method. The autonomous
mobility device used was the WHILL Model CR (hereafter
referred to as the mobility). The mobility is equipped with an
omnidirectional laser sensor and a camera for obstacle
detection and image recognition, a control computer, and an
information transmission system. The control computer uses
a Jetson Xavier NX for image recognition and a Shuttle for
autonomous movement. The information transmission
system employs a parametric speaker manufactured by
TriState for sounding warnings and a SONY wireless
portable speaker SRS-XB43 for comparison as a general
speaker.

3.2 Experiment conditions

A subjective evaluation experiment was conducted with an
information presentation system installed in a mobility. The
experiment was conducted on three male subjects (average
age: 22.7 years, ranging from 22 to 23 years). The experiment
was conducted under the approval of the Human Ethics
Review Committee of Kanagawa Institute of Technology.
This experiment was conducted with the assumption of an
office environment. The location was the same as where the
sound pressure measurements of the parametric speaker were
conducted. A course was set up as depicted in Fig. 10, and the
mobility was driven at a speed of 0.5m/s with the subjects on
board. Pedestrians were instructed to stand upright facing the
direction of the mobility, while non-traffic participants were
seated perpendicular to the mobility vehicle in chairs, with
instructions to perform tasks freely, such as using
smartphones. Path planning utilized the Dynamic Window
Approach [9] (hereafter referred to as DWA), a method



originally proposed by D. Fox for static obstacle avoidance.
This approach generates candidate paths considering vehicle
constraints of the mobility and factors like destination arrival
time. It evaluates each candidate path and selects the one with
the highest evaluation score to control the mobility.

The mobility navigated from the starting point towards a
goal located 13 meters ahead, using DWA to avoid
pedestrians encountered along the way.

Traffic participant

9.25m O

Mobility : V=0.5m/s im
OF—" S S —
Passenger 2m
2.25m

Non-Traffic Participant

Fig. 10 Experimental Layout

The participants undertook two trials for each of the three
roles: as traffic participants, as non-traffic participants, and as
passengers. After each trial, they completed an evaluation
questionnaire. Two experimental conditions were employed:
1.  Conventional Method: In this method, an alarm sound
(alarm sound A: consisting of "C4", "E4" and "G4"
combined for 1 second each, with a cycle of 5.5 seconds)
was continuously emitted from a conventional speaker.

2. Method 1: In this method, the same alarm sound (alarm
sound A) was emitted repeatedly from the parametric
speaker.

The evaluation criteria included "Audibility of the alarm
sound", "Perception of being alerted", "Direction from which
the mobility vehicle approached" and "Sense of distance
when the mobility vehicle approached". Participants were
asked to rate each criterion on a 5-point scale. The evaluation
questionnaire is depicted in Fig. 11.

Please tell me about the experiment. (Information transmission)

1. How did you hear the warning sound?
1. hardly audible
2. a little audible
3. audible
4. well audible
5. very audible

o

Did you fee that you were alerted?
1. didn't feel it

2. didn't feal it that much

3, couldn't say either

4, felt it a little

5. felt it

. Direction of approaching maobility vehicles * answered only by traffic participants
1. very difficult to understand

difficult to understand

normal

easy to understand

very easy to understand

ol el

o

istance from approaching mobility * answered only by traffic participants
very difficult to understand

difficult to understand

normal

easy ta understand

very easy to understand

NaWNe o

Fig. 11 Evaluation Questionnaire
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3.3 Experimental results

The trajectory of the mobility vehicle is illustrated in Fig. 12,
while the subjective evaluation results of the participants are
presented in Fig. 13, Fig. 14, and Fig. 15. The error bars in
the evaluation result graphs represent the standard deviation
o of the evaluation scores. Additionally, significant
differences are denoted by "*" for a significance level of 5%
and "**" for a significance level of 1%.

Y [m]

Traffic participant

: O

Mobility
(o ey
0 \/ 13 X [m]

® Mobility trajectory

Passenger

1 6

Non-Traffic Participant

Fig. 12 Trajectory

+ The error bars in the graph rep t the dard deviation o of the luation values.
- If significant at a 5% level, denote with "*' and if significant at a 1% level, denote with "**'.
5 - - -
E EE £
o o *
T [——
4

l [ W

=

Attention alert

Not
Unclear
Unclear|

Subjective evaluation score

Sound perception Approach direction Distance perception

Subjective evaluation criteria

E Conventional method @ Method1

=
(]

. 13 Comparison results of information audibility
and clarity (Traffic participant)

- If significant at a 1% level, denote with "**'.
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Fig. 14 Comparison results of information audibility
(Non-Traffic participant)
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Fig. 15 Comparison results of information audibility
(Passengers)

For the traffic participants, it was evident that both the
conventional method and Method 1 of using warning sounds
were rated as "4. well audible." Furthermore, compared to the
conventional method, Method 1 elicited a significantly
stronger sense of alertness. However, the direction and sense
of distance during approach were rated as "3. normal," with
the sense of distance particularly falling below "3."

For non-traffic participants, Method 1 was rated as "I.
hardly audible," achieving the intended outcome.

4 DISCUSSION

4.1 Issues with conventional proximity alarms
and information presentation systems

The first challenge of traditional proximity warnings is that
"unrelated non-traffic participants also hear the warning
sound, resulting in noise disturbance." To address this issue,
the use of parametric speakers allows for transmitting
information only to traffic participants, reducing noise for
non-traffic participants. However, the second challenge of
"not noticing the approach" remains even when using
parametric speakers, showing limited effectiveness.

Through this study, a new consideration emerged regarding
the preliminary experiments conducted in an open lobby with
glass windows and concrete pillars. It was observed that when
using parametric speakers, alarm sounds were audible not
only from the intended direction but also from other
directions. This occurrence is attributed to the characteristic
of parametric speakers where sound travels directly and
reflects off surrounding walls. Further investigation is needed
to address this issue.

4.2 Future considerations for

subjective evaluation

subject

According to feedback from traffic participants, “The
approach of the mobility was noticed, but it was unclear
whether it would overtake from the left or the right.” This
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suggests that the characteristics of the parametric speaker
influenced the ability to determine which side the mobility
would pass on, making it difficult to assess. On the other hand,
non-traffic participants mentioned, “The alarm sound was not
heard at all, so when focused on something else, the approach
would go unnoticed.” This indicates that using this method
could make it possible to avoid conveying the mobility's
approach information.

5 CONCLUSION

This study developed an information presentation system to
propose a method for individually alerting pedestrians who
are deemed to be at risk of collision and may not be aware of
the approaching vehicle. Furthermore, the effectiveness of
this method was confirmed through sensory evaluation
experiments. Implementing this system into mobility would
enable cooperative autonomous mobility operations with
pedestrians.
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Abstract - We proposed a Third Person View (TPV)
system for remote drone control that enabled pilots to easily
perceive their surroundings within a virtual space. In the case
of fixed virtual TPV, blind spots are created by obstacles and
their own aircraft. Blind spots are dangerous because if blind
spots continue to occur, obstacles in the blind spots cannot be
identified. The remote pilot's manipulation of the virtual
TPV's viewpoint to eliminate blind spots complicates the
remote operation of the drone and may lead to accidents.
Therefore, manually operating the virtual TPV viewpoint by
the remote pilot affects the safety of remotely controlling the
drone.

In this study, we developed an automatic virtual TPV
viewpoint adjustment method to eliminate blind spots
occurring during virtual TPV flight of a drone. This approach
managed blind spot duration using grid units and determined
the viewpoint’s movement path, addressing blind spots that a
fixed TPV method could not resolve.

In this paper, we present an algorithm for searching for
virtual TPV viewpoints to eliminate blind spots and outline
an evaluation plan. The plan is to use three scenarios to
evaluate the search for viewpoints and the reduction of blind
spots, and to demonstrate the effectiveness of the algorithm
by adjusting its parameters.

Keywords. Blind Spots, Drone, Third Person View, Remote
Operation

1 INTRODUCTION

Currently, the workload per worker is increasing in Japan's
logistics industry due to an increase in small-lot deliveries
and strict delivery time requirements from customers. As a
result, the working environment has deteriorated, and a labor
shortage has become an issue [1]. A similar phenomenon is
occurring abroad [2][3]. As a solution, the U.S. has taken
measures to increase the number of workers. Specifically, a
special corporation called Driver Solutions has been
established [4]. Driver Solutions assists inexperienced drivers
to obtain a commercial driver's license. Europe has also
launched the Women in Transport network, a platform aimed
at increasing the number of female employees [5]. In Japan,
the installation of delivery boxes as a mechanism to reduce
re-delivery and the review of working conditions to improve
salaries and benefits are being implemented. Aside from these
measures to increase the number of workers, the use of drones
for delivery services is attracting significant attention.
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Currently, various services utilizing drones are being
proposed [6]. For example, there are delivery services,
agricultural applications, disaster relief, and critical
infrastructure monitoring [7]. Among these, drone delivery is
expected to play a significant role in the last mile. The last
mile refers to the segment from the final logistics hub to the
end user. Overseas, Amazon has introduced Amazon Prime
Air, a drone delivery service [8]. In various countries, the
development of regulations regarding drone operations is
advancing. The Federal Aviation Administration in the
United States permits aircraft registration on dedicated sites
and allows flights below 400 feet [9]. Similar progress is
being made in other countries.

In Japan, the Civil Aeronautics Law was amended in
December 2022, allowing for flights beyond visual line of
sight in populated areas, making drone operations in urban
settings possible [10]. Currently, companies and local
governments are collaborating on demonstration experiments
for drone delivery of pharmaceuticals and lightweight
packages, as well as for flights beyond visual line of sight.
However, the presence of complex buildings and utility poles
in urban areas poses obstacles that complicate drone
operation. In 2023, the number of reported accidents reached
447, of which 89 were classified as serious incidents [11].
Reported accidents include contact with power lines and
collisions with buildings and vehicles. Abroad, numerous
incidents of contact with people have been reported, raising
the possibility of similar issues arising in Japan in the future.

To address this issue, we propose a virtual Third Person
View (TPV) system for remotely piloting drones [12]. The
system allows users to understand the spatial relationship
between the piloted drone and surrounding obstacles through
VR imagery. Our research assumes the presence of a pilot.
On the other hand, research and demonstrations of drone
autopilot systems not requiring a pilot are increasing.
However, accepting the risks of unmanned drones is not easy
for the populace [13]. Aircraft with unmanned systems tend
to be less willing to accept the risks of new technologies such
as drones while there are parties involved who would take
responsibility in the event of a serious accident [14]. Safe
aviation requires not only minimizing human error, but also
taking advantage of human concepts such as flexibility, goal
awareness, and common sense.

As a prerequisite for human remote operation, the
necessary information must be provided as visual
information. In this context, a virtual TPV can provide the
information satisfactorily. However, in cases where the
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virtual TPV viewpoint is fixed, the shadow of the actual
aircraft creates blind spots that affect hazard perception.
Therefore, for safe remote operation, it is necessary to
present these blind spots so that the operator can
understand them effectively. In this study, we propose
providing information on blind spots by moving the
viewpoint. In this paper, we describe an overview of the
algorithm for searching for a virtual TPV viewpoint to
eliminate blind spots that have occurred, and a plan for
evaluating its effectiveness.

2 RELATED WORK

2.1 Elimination of Blind Spots

Blind spots are a major threat to the safe operation of
mobility. For example, automated vehicles cannot detect
hazards in blind spots [15]. In addition, fatal accidents have
occurred with construction heavy equipment due to blind
spots [16]. If the blind spots are temporary, blind spots can be
eliminated immediately, but if blind spots persist for a long
time and are difficult to recognize, accidents may occur. This
is called the collision course phenomenon and is considered
a dangerous phenomenon in all forms of mobility, including
cars, airplanes, and ships [17][18].

Figure 1 shows blind spot detection technology. Blind spot
detection technology is broadly classified into detection by
sensors and visual recognition through visualization. As an
example of the former, ultrasonic sensors are used to monitor
other vehicles that cannot be seen through side mirrors [19].
In this study, potential risks are defined in three levels, and
LEDs corresponding to each risk are activated based on
distance data obtained from ultrasonic sensors. On the other
hand, to prevent accidents between large vehicles such as
trucks and pedestrians hiding in blind spots, Bluetooth Low
Energy and a received signal strength indicator are used to
warn both drivers and pedestrians of the danger [20]. In this
study, attachable LED lights and vibration motors are utilized
as means of warning each other of their presence. This
method of detecting blind spots relies on sensors. Therefore,
a sensor failure or malfunction could affect the results. For
this reason, recognizing blind spot situations by visualizing
blind spot areas is also important.

There are two methods of visualization: drone utilization
and virtual space utilization. As an example of drone
utilization, Inoue et al. developed BirdViewAR, a new remote
drone operation system, as a spatial recognition assistant for
remote pilots in drone operations [21]. BirdViewAR always
reveals the surroundings of the drone being maneuvered by
controlling a tracking drone in response to the speed and
direction of the maneuvered drone. The tracking drone also
provides a third-person view to assist the remote pilot in
controlling the drone at all times. The screen provided has an
additional AR overlay to enhance spatial awareness of both
the piloted drone and its surroundings. In this study, three
patterns were evaluated: First Person View (FPV) only,
BirdView without AR, and BirdViewAR with AR, with
BirdViewAR showing better results in both spatial
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Figure 1: Blind Spot Detection Method

recognition and maneuvering performance. However, there
are still issues in ensuring the safety of tracking drones
providing TPV images. In a similar study, Temma et al. also
used a tracking drone to provide a TPV to enhance the pilot's
understanding of the drone's surroundings but described
safety issues with the tracking drone [22]. The use of drones
as a means of visualization has not solved the safety issue.
Therefore, a method utilizing virtual space has been proposed.

Takeuchi et al. used pre-mapped three-dimensional spatial
information to make obstacles causing blind spots transparent
for the purpose of narrow space exploration within blind spots
area[23]. Additionally, they proposed two methods for
recognizing obstacles around the drone at the transparency
destination and compared them with conventional methods.
In the evaluation experiment, subjects wearing headsets
piloted drones behind walls using an AR-based TPV. As a
result, the AR-based method improved drone
maneuverability compared to conventional methods.
However, by transmitting obstacles causing blind spots, the
operator cannot determine the distance relationship between
the obstacle and the drone.

2.2 Automatic Viewpoint Movement

Controlling the viewpoint to check the relationship between
the drone and obstacles from different angles can increase the
workload for the operator. Therefore, technologies that
automatically move viewpoints are needed. For example,
autonomous cameras that adapt to the surgeon's movements
using machine learning [24], and methods that present a
viewpoint adapted to the operator to assist in the remote
operation of a robot [25], are available. These methods are
suitable for presenting a viewpoint in environments where the
operator's work pattern is fixed. However, they are not
adaptable to cases with a high degree of freedom, such as
drone flight.

Thomason et al. automatically detect dangerous obstacles
and make the pilot aware of the positional relationship
between the drone and the obstacle by moving the viewpoint
in the VR environment [26]. In this study, when the virtual
drone detects an obstacle, the camera position changes
according to the situation. If the drone is about to collide with
an obstacle, the viewpoint moves to look between the drone
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(a): The drone is about to collide with the wall ahead
in its direction of travel.
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and the obstacle (Fig. 2). Otherwise, the control viewpoint is
placed 3 meters behind the virtual drone and is automatically
moved to a position that maximizes visibility depending on
the situation. The subjects wore headsets and flew the drone
using only VR video to compare the effectiveness of FPV and
TPV viewpoints. The results showed the effectiveness of
automatic viewpoint movement during maneuvering, as it
reduced the number of obstacles collisions more than FPV or
TPV. However, although this method is designed for obstacle
avoidance, obstacles that are always present are likely to be
handled safely based on the pilot's experience. For sudden
obstacles, however, there is a risk that the system may
misjudge the obstacle. For this reason, relying on the machine
to make obstacle judgments is not an appropriate solution.
As described above, there are many related studies on the
use of virtual space for blind spots detection and automatic
viewpoint adjustment. However, even if temporary blind
spots can be eliminated, the problem of eliminating blind
spots that are difficult to recognize, such as the collision
course phenomenon, which lasts for a long time and is
unnoticed by anyone, has not been solved. In this study, we

propose a virtual TPV viewpoint control to solve this problem.

3 PROPOSED METHOD

3.1
Shift

Architecture for Automatic Viewpoint

In this proposal, as a method to eliminate the blind spots that
occur, we detect the areas in the virtual space where blind
spots appear and seek a viewpoint that minimizes the duration
of these blind spots. Specifically, the space is divided into 3D
grids of a defined size, and the duration of blind spots is
managed on a grid-by-grid basis. The sum of the durations
across all grids is used as the blind spot cost, and the virtual
TPV viewpoint with the lowest blind spot cost is chosen as
the next virtual TPV viewpoint. However, since a large
viewpoint shift can disturb the pilot's situational awareness,
we aim to select a virtual TPV viewpoint with both a low

blind spot cost and minimal shift to prevent such disturbances.

Figure 3 shows the process flow from virtual space
generation to viewpoint shift. In this study, information on
blind spot costs is managed through grid-based management
of blind spots, and blind spot detection is performed based on
this information. To find a new virtual TPV viewpoint, the
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Table 1: Management Table Information

Management Information Type Description
Position Tuple Grid Coordinate
Building Bool Presence of

Building
Drone Bool Presence of
Drone
BlindParameter Float Elapsed Time of
Blind Spot

system searches among viewpoint candidates for the next
position that can reduce the accumulated blind spot costs
most effectively. The system then shifts from the previous
virtual TPV viewpoint position to the new position.

3.2 3D Grid Partitioning

3D grids are generated by dividing a pre-generated 3D
virtual space. 3D grids are used as a method for managing
blind spots. Each grid generates a table that can manage the
location information of the corresponding building, the
presence or absence of a virtual TPV viewpoint or drone, and
the blind spot cost (Table 1). At this time, the position
coordinates stored in the table are calculated relative to the
absolute coordinates of the virtual space. In addition, the grid
size can be set freely. However, the grid size must be set
appropriately because it affects the amount of viewpoint
movement and the time taken to search blind spots.

Let i be the total set of divided grids, and j be the area where
the virtual TPV viewpoint can detect blind spots. Area j is
called the view area and is set to a size centered on the drone
coordinates. In addition, there is a set k of grids that have
been judged to be blind spots in the view area. The relation
between the total set i, the view area j, and the set k of blind
spotsisk € j € i.
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3.3 Blind Spot Detection

In this study, blind spot detection caused by drones in virtual
space was conducted. The drone is represented as a sphere
with radius r, centered at the drone's position D. Blind spot
detection is performed within the view area j.

Asshown in Fig. 4, grids touching or inside the straight lines
PQ;, PQ, which are the boundary lines passing through
virtual TPV viewpoint P and the surface coordinates of the
sphere, Q; and Q,, were determined to be blind spots. Here,
for the purpose of eliminating all hazards, grids touching the
boundary lines are also classified as blind spots. In cases
where the viewpoint is closer to the drone, the blind spot area
tends to increase, while in cases where the distance is greater,
the blind spot area decreases.

Grids identified as blind spots will have an increased blind
spot cost value in the grid management table. The cost value
is weighted, with a weight w(Distance) assigned based on
the distance between the virtual TPV viewpoint and each grid.
To prioritize the elimination of blind spots in grids closer to
the virtual TPV viewpoint, a higher weight is assigned to
these grids. As the distance from the virtual TPV viewpoint
increases, the priority for blind spot elimination decreases.

Additionally, let a; represent the total sum of grids within
the view area j that have been identified as blind spots. This
value is defined as follows. The term
w(Distance(P,x)) represents the weight based on the
distance from viewpoint P to grid x.

The calculated total of blind spot determinations, a;, is
considered the blind spot cost and is used to derive a new
virtual TPV position aimed at resolving the existing blind
spots.

ay = Zyejmy(x) - w(Distance(P, x)) ()

The function m,, indicates whether grid x belongs to the set

of blind spots k, and it is defined as follows.

1 ifxek

2
0 ifx &k @

my(x) = {

3.4 Blind Spots Elimination Algorithm

To eliminate the detected blind spots, it is necessary to move
the current virtual TPV viewpoint to a new position.
Currently, the set L is defined as the set of adjacent grids that
include the current virtual TPV viewpoint, and the new virtual
TPV viewpoint is selected from this set.

From the set L, we search for a new virtual TPV viewpoint
that can eliminate the largest number of blind spots. As a
search method, we perform blind spot judgment within the
new view area j' from the viewpoint candidate P,. At this
time, the set of blind spots determined in the view area is kP;.

Next, the complement set kP, is obtained by excluding the
blind spot set kP, from the entire set i of grids.

kP, =i—kP,l€L (3)
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Equation (3) shows the part excluded from the view area j',
that is, the set that is not a blind spot. Next, the common set
between the blind spot set k at the previous virtual TPV
viewpoint P and the complement set kP, is determined. This
is called Sp,.

Sp, =knNkP, 4

Equation (4) represents the set that was determined to be a
blind spot at the previous virtual TPV viewpoint P but is not
determined to be a blind spot at the new virtual TPV
viewpoint. The total cost of this set is called the blind spot
elimination cost C(P;), which is the cost of the blind spot that
occurred at the previous virtual TPV viewpoint P.

The maximum blind spot elimination cost maxC(P,)
becomes the new virtual TPV viewpoint F,,,,. Additionally,

maxC(P,) is evaluated by the cost function.

C(P) =255, (5)
maxC(P) > 10-n (6)
Popt = argmaxC(Pl) (7)

The variable n in Equation (6) represents the number of steps
taken to explore the new virtual TPV viewpoint Py, A
higher number of steps indicates that the new virtual TPV
viewpoint Py,,,, moves farther away from the previous virtual
TPV viewpoint P, resulting in a larger movement distance.
This is a cost function designed to prevent such excessive
movement.

Finally, if the grids that were determined to be blind spots at
the previous virtual TPV viewpoint P remain at the new
virtual TPV viewpoint F,,,, these grids will be used as
parameters to determine the new virtual TPV viewpoint Py,
. This process yields the total blind spot cost a’j,. Additionally,
if the time step t is greater than or equal to 1, the cumulative
blind spot cost X (i, t) will be incremented by this value. Let
the equation for calculating the total blind spot cost be
designated as (8) and let the equation for calculating the
cumulative blind spot cost be designated as (9).

a'y = a, —argmaxC(P)

®)

Xigpr =Xietapt =1 )

The new virtual TPV viewpoint F,,,, obtained by equation
(7) is moved from the previous virtual TPV viewpoint P to
provide the pilot with a new virtual TPV viewpoint.

3.5 Viewpoint Movement

The method for moving between the new virtual TPV
viewpoint and the previous virtual TPV viewpoint uses Slerp
to ensure a smooth transition between the viewpoints. Slerp
utilizes a technique called quaternion, which efficiently
handles rotations in three-dimensional space, to perform
interpolation on the surface of a sphere [27]. This allows for
the creation of a natural and smooth trajectory between the
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previous virtual TPV viewpoint and the new virtual TPV
viewpoint.

These algorithms are used to find new virtual TPV
viewpoints and eliminate blind spots.

4 EVALUATION PLAN

To validate the effectiveness of the proposed algorithm, the
exploration of new virtual TPV viewpoints and their
evaluation will be conducted based on trajectories derived
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from three different scenarios. The trajectories to be
evaluated are as follows:

(A) In the case where the drone moves in a straight line at
a constant speed (Fig. 5)

(B) In the case where the drone moves in a straight line while
changing its speed (Fig. 6)

(C) In the case where the drone's direction of travel changes
suddenly (Fig. 7)

In each scenario, the effectiveness of the algorithm in
accurately deriving the new virtual TPV viewpoint will be
evaluated. Based on the obtained results, adjustments will be
made to parameters such as the view area of the virtual TPV
viewpoint, the size of the 3D grids, and the weights used in
the algorithm. The goal is to enable the pilot to operate the
drone more safely and accurately. Additionally, the safety of
the virtual TPV viewpoint derived from the readjusted
algorithm will be evaluated, and the practicality of providing
viewpoints through TPV footage for drone operations will be
examined.

S CONCLUSION

This study proposes that eliminating blind spots occurring
during drone deliveries in urban areas can address safety
concerns in drone operations, providing a solution to the labor
shortage problem in the logistics industry. The research
suggests that blind spot information can be conveyed through
viewpoint movement, enhancing situational awareness for the
drone operator.

While related studies have employed virtual spaces for
detecting surrounding blind spots and enabling free viewpoint
movement, they have not yet addressed the challenge of
eliminating blind spots that are difficult to recognize and
persist over extended periods. To solve this problem, this
research developed a viewpoint exploration algorithm that
identifies new virtual TPV viewpoints. The algorithm
operates based on a management table that tracks blind spot
costs and object information within a 3D grid in the virtual
space.

To validate the effectiveness of the proposed algorithm,
three different courses will be prepared, and the exploration
and evaluation of new virtual TPV viewpoints will be carried
out. Based on the evaluation results, adjustments will be made
to the algorithm's parameters, such as viewpoint area, grid
size, and weights, with the goal of enabling safer and more
accurate drone operation.
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Abstract - The project aims to reduce the cost of remote
inspection of utility poles by utilizing 3D models generated
from image capture through drone aerial shooting. The 3D
model allows inspectors to have a free perspective without
having to go to the site. Thus, time efficiency is improved,
and utility pole inspections are more efficient. On the other
hand, more efficient travel routes are needed to shoot many
utility poles at once.

In this paper, we propose an algorithm to generate the
shooting points and mobility travel routes that can both
reduce the shooting time and generate a highly accurate 3D
model. Specifically, take multiple shots while moving from
one shooting point to another in a discrete pattern. Thereby
creating a flight route that does not require extra detours that
cause travel speed reduction. The above efficient flight route
reduces the time required to capture the images needed to
generate the 3D model. Search for the mobile travel route
with the shortest total shooting time via multiple shooting
points.

In addition to the above proposed algorithm, this paper
introduces the evaluation plan. This plan shows the proposed
algorithm and the conventional method of comparing the path
with the least number of shots. The plan is to show the
effectiveness of the proposed algorithm based on the
compatibility evaluation of accuracy-by-accuracy evaluation
index and efficiency by aerial photography time.

Keywords. 3D model, Drone, Utility pole, StM, MVS

1 INTRODUCTION

In recent years, many social infrastructure facilities have
been aging as 50 years have passed since their construction
because the useful life of equipment is 50 years [1].

As an example, the United States has been developing its
infrastructure on a large scale since the New Deal policies of
the 1930s [2]. Fifty years later in the 1980s the U.S. faced a
fundamental problem of aging infrastructure that impacted
various aspects of the economy and daily life [3]. Japan's
social infrastructure was built intensively during the period of
rapid economic growth around 1955-1970. Fifty years later
Japan already has many aging facilities, and their number is
expected to increase at an accelerating rate in the future [4].

Maintenance is essential to maintain these facilities.
Maintenance includes inspection and repair. Inspection is the
process of selecting equipment to be repaired. Efficient and
reliable inspections can improve overall maintenance
efficiency. Many efficient inspection methods for large
facilities have been studied. However, few studies have
focused on inspection methods for utility poles which are
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small structures. Utility poles contain significantly more
equipment compared to large facilities. The total number of
utility poles in 2016 was 35.78 million and increased by
approximately 70,000 utility poles per year. Of these, 67%
are electric poles for power transmission and 33% are
telegraph poles for telecommunications. These are called
utility poles. Time and cost as well as human efficiency must
be emphasized to inspect all utility poles.

Until now, utility pole inspections have had no choice but
to rely on visually inspections that are characterized by high
reliability and accuracy. Yet, visual inspection requires the
inspector to visit all poles, and the condition is difficult to
ascertain depending on geographical factors and height above
the ground. Consequently, visually inspecting all utility poles
is inefficient regarding time and money as well as workforce.

Inspection methods based on images are being considered
as a new method to increase efficiency. A camera mounted
on the roof of the vehicle allows remote inspectors to review
images taken while driving along the road [5]. But the issue
lies in the fact that image capture is limited to the roadside
which results in the creation of blind spots. In addition, the
number of images required to check the entire object in an
image-based inspection is large because the images are
required to be changed depending on the area to be checked,
a factor that lowers inspection efficiency.

On the other hand, inspection methods using 3D models are
being considered for large facilities. Zhang Tion et al.
describe a 3D reconstruction method for multi-vision-based
inspection for pipelines [6]. An efficient and accurate 3D
reconstruction method for industrial pipeline inspection using
photogrammetry was presented. The five photogrammetric
methods used in this study were stereovision, photometric
sterco, CAD-based photogrammetry, = motion-based
photogrammetry, and shading-based photogrammetry.

In addition, the use of drones is being considered for
acquiring data used to generate 3D models. Miyake et al. used
a drone to take aerial shots of the slope and fill on the road
and the bridge to create a 3D model that represents structures
and slopes and fill on the road [7]. This allowed us to identify
any signs based on the difference between the current and past
3D models.

Realizing manpower saving in utility poles as well as in
other facilities is necessary. The number of construction
workers including infrastructure inspectors has been
declining since 1997 with 5 million in 2015 which is 73% of
the peak and the shortage of inspectors will continue [8]. Thus,
like large facilities drones and 3D models are expected to be
utilized however conducting efficient inspections of utility
poles remains important.
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Therefore, this study examines a method for generating
high-precision 3D models of utility poles using aerial images
taken by drones with the aim of improving efficiency.

Creating a 3D model of an entire utility pole using aerial
photography by a drone allows inspections to be conducted
from any viewpoint without needing to go to the site. As a
result, inspections without relying on manpower become
possible and efficiency improves.

This paper proposes an algorithm for generating aerial
shooting points and mobility paths that can both reduce aerial
shooting time and generate highly accurate 3D models.

Chapter 2 introduces 3D models and related studies on the
use of 3D models in inspections and the generation of 3D
models by aerial photography, Chapter 3 describes the
proposed framework based on hypotheses derived from these
studies, and Chapter 4 describes the evaluation. Finally,
Chapter 5 presents the conclusions.

2 RELATED WORK

The prior art on drone 3D model generation methods will
be presented and the requirements for 3D modeling of utility
poles will be clarified.

The 3D model consists of point cloud data that is obtained
by laser scanning or photogrammetry methods. Laser
scanning is often used with LiDAR and 3D laser scanners.
The time-of-flight method, which measures the time of travel
due to laser emission and reflection, is used to obtain the
spatial coordinates of an object's surface. Thereby, spatial
coordinates can be accurately measured within an error range
of 1 to 10 mm [9]. However, laser scanners are expensive,
and their use may be limited by certain circumstances that can
distort measurements such as laser penetration and diffuse
reflection.

The photogrammetric method acquires point cloud data by
reconstructing 2D images with overlapping intervals into a
3D point cloud. Point cloud data is acquired using techniques
such as Structure from Motion (SfM) and Multi-View Stereo
(MVS). Structure from Motion (SfM) obtains spatial
coordinates by superimposing multiple photos and
calculating distances based on key points in the photos.
Multi-View Stereo (MVS) refers to the process of recovering
a 3D shape from the camera's captured position.
Photogrammetry methods are challenged by low accuracy.

But photogrammetry methods are attracting attention as an
alternative to LiIDAR because of their low cost and ease of
acquiring point clouds [10]. Therefore, various mobility-
based imaging methods are being considered to acquire data
efficiently in terms of time and money as well as manpower.

Drones and other unmanned aircraft are used for data
acquisition. Sungsik Yoon et al. proposed an unmanned aerial
vehicle-based missing area detection and damage location
method based on 3D image coordinates as an alternative to
visual inspection of piers [11]. Sungsik's methodology
consists of three phases. In Phase 1, coordinate
transformation is performed by the position and attitude
information of the unmanned aircraft and camera, and the
distance information between the camera and the target
surface is used to obtain the coordinates of the center point of
each acquired image. In Phase 2, the camera's focal length
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and working distance are used to calculate the size of the field
of view for each acquired image. In the last phase, Phase 3,
information about the size of the field of view of all images
computed in the previous phases is used to identify missing
portions of the region of interest. This makes it possible to
locate damage detected at the individual image level to the
entire inspection area.

The results showed that the missing areas and damaged
locations could be identified with an accuracy of 10 cm error
while taking advantage of the efficiency provided by
unmanned aerial vehicles. However, because utility poles are
small-scale facilities the 10 cm error in utility poles is
significant and cannot be ignored. A means to eliminate this
error and generate a high-quality 3D model is needed.

Moritani et al. proposed a method for estimating camera
positions for additional shooting based on the results of low-
quality region extraction as a guideline for optimal shooting
planning for efficient and high-quality 3D model generation
by SfIM-MVS [12]. The paper focuses on the fact that it is
currently difficult to estimate in advance how many images
should be taken from which location to generate a high-
quality 3D model to generate a high-precision 3D model. In
addition, we also noted that if too many images are taken, the
MVS process to generate a highly accurate model takes an
enormous amount of time. The related study uses the
procedure shown in Fig. 1 to predict the quality of the high-
density model generated by the MVS process. The prediction
relies solely on the 3D tie points and camera poses estimated
by the SfM process which can be computed in a short time.
The study also estimates the optimal additional image capture
positions to improve the quality of regions predicted as low-
quality. The goal is to estimate the optimal additional image
capturing locations that can improve the low quality and the
quality of the predicted regions.

The specific procedure is to calculate candidate additional
shooting positions where orthographic imaging of the low-
quality area is possible from the center of gravity position of
the low-quality area, and then to obtain an index of candidate
additional shooting positions. The relationship between the
calculated candidate additional shooting positions and the
shooting positions that best cover the low-quality area among
the already-captured cameras is expressed as a certain index.
The above two indices are weighed and added together. This
procedure is performed for all candidate additional shooting
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positions, and the candidate additional shooting position
corresponding to the index with the lowest value is selected
as the optimal additional shooting position. Repeating this
method allows efficient determination of additional shooting
positions.

We compared the accuracy of the 3D model with three
groups of images: 30 randomly selected images, 72 randomly
selected images, and 72 images selected by the proposed
method from a set of 171 original images taken densely
around the outer circumference of the piers. As a result, the
average error of the 30 randomly selected images was 12.3
mm, and that of the 72 randomly selected images was 6.1 mm.
In contrast, the proposed method of 72 images resulted in an
error of 2.2mm, indicating the effectiveness of the proposed
method for 3D model accuracy. However, while high
accuracy can be obtained, the number of sheets is large.
Therefore, reducing the number of shots while maintaining
the accuracy of the 3D model is necessary.

Yamazaki et al. proposed an optimal acquisition planning
method for 3D reconstruction using SfM (Structure from
Motion) / MVS (Multi View Stereo) for construction sites
[13]. This study is based on the "model-based methods"
method that uses a simple 3D model based on geospatial
information to plan optimal shooting locations and routes in
advance [14]. The specific process of this related study is to
first homogenize the model by polygon meshing the
simplified model. Next, from the voxels that are candidates
for shooting positions the shooting positions that minimize
the number of shots required for modeling are extracted.
Thereby, minimizing the number of shots to capture all
polygons reduces the cost of shooting.

As a result, the number of shooting position postures was
reduced from 1,790 to 83 for the target building. Yet, there is
no consideration of time efficiency in case multiple shooting
positions are far apart, and operational issues remain because
the path setting was not considered.

Acquiring image data of a 3D model requires taking images
from the appropriate position with fewer images to avoid
generating missing parts. In addition, the use of a drone is
effective for efficient image capture.

Thus, this study examines a route for aerial shooting of
utility poles that is both efficient and accurate using a drone.
Specifically, an aerial shooting course is determined based on
the shooting position that minimizes the number of shots,
while performing supplementary shooting. Scattered
shooting positions require supplementary shooting based on
the estimation of additional positions so aerial shooting can
be done without degrading the accuracy of the 3D model.

3 PROPOSAL OF THE FRAMEWORK

3.1 Summary Proposal

To achieve both accuracy and time efficiency, this study
creates a flight path plan based on the optimal aerial shooting
position that minimizes the number of cameras.

Furthermore, to perform drone aerial shooting without
compromising temporal efficiency a path is created that
allows continuous flight at a constant speed. We follow the
obtained route and apply the complementary shooting
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position candidate extraction method of Moritani et al. We
perform interpolated shooting to take aerial shots without
degrading the accuracy of the 3D model by capturing images
necessary for 3D model generation. The goal is to find the
path with the shortest total aerial photography time using
multiple aerial photography locations.

3.2 Flight Route Planning

The target is subdivided into smaller areas using a square
mesh by referring to the method of Yamazaki et al. Determine
the coordinates at which more of this square mesh can be
taken at one time. The above can be expressed as a
mathematical formula to optimize so that the binary variable
x in the following Equation (1) is minimized. Each
component of x corresponds to each candidate camera with
x; extracted being 1 and x; not extracted being 0.

minYyie x;  where x; € {0,1} ()

Extracting the optimal shooting position for each polygon
is important as well; during the SfM process each polygon
must be shot from at least two viewpoints to triangulate its
distance. Therefore, the constraint in Equation (1) is that each
polygon is shot at least r times as shown in Equation (2).

2

In each polygon, the binocular parallax of around 30
degrees is represented by A = [A1 Aj] . Aj is the
symmetric matrix and Ay, is defined as 1 if the binocular
parallax between camera k and camera m with respect to the
center of gravity of polygon j is around 30 degrees and 0

otherwise and Equation (3) is used as the constraint condition.

subject to Yy;e Pjx; 21,Vj €]

subject to YyierAjpmix; = (r —1),Vj €],¥yn €1(3)

One advantage of drones is the ability to change the
direction of travel without changing the direction of the
aircraft though sudden movements such as turning around
force deceleration. Therefore, a constant-speed flight is
possible by setting a waypoint that includes an appropriate
drone turn path. Two constraint conditions are set to make the
above possible.

The first is the upper limit of the bank angle relative to the
direction of travel. Specifically, the distance L from the drone
to the destination and the steering angle Y45 per fixed
distance [ ofthe drone are set. Thus, the maximum bank angle
@uax from the drone point to the destination is determined.

“4)

The second constraint is the setting of the turning radius R.
The turning radius R can be derived from Equation (5). V is
the speed of the drone and 6 is the upper limit of the bank
angle derived in Equation (4). 11.26 is the gravitational
acceleration converted to feet value.

L
Pmax =7 X Yuax

VZ
" 11.26xtanf

()
Thereby revealing the drone's trajectory in case turning at
the maximum bank angle. The intersection of this trajectory

and the vector from the current location to the destination is
determined. If the distance to the intersection is less than or
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equal to the distance to the destination the destination can be
reached within the maximum bank angle and the destination
is used as the waypoint. If the distance to the intersection is
greater than the distance to the destination the destination
cannot be reached even at the maximum bank angle. In this
case, the waypoint is the intersection of the normal of the
vector from the current location to the destination through the
destination and the locus at the maximum bank angle.

The trajectory and waypoints calculated above are used to
set the route. To adapt to these conditions the start and goal
points need to be updated.

In this study, the start point was set as the drone location.
The drone's movement vector was determined by connecting
the coordinates of the start point and the drone point before it
rotated 180 degrees around the start point. The goal point was
defined as the next point after the optimal aerial shooting
position that the drone had been aiming for until then.

If the vector between the drone's current location and the
next optimal aerial position is @, and the inverse vector
between the drone's current location and the previous
waypoint is Fl) Equations (6) and (7) represent the angle
formed between and the optimal aerial shooting position P;.

a b,
cosf = ] (6)
P, =a, X cos(6 — @pax) (7)

Connecting the trajectories between the waypoints
calculated in these ways creates a final route plan for the
drone to fly without slowing down.

The above settings make it possible to create a flight path
that does not slow down the drone.

3.3 Calculation of aerial shooting points

This section calculates the aerial shooting points on the
calculated route. The issue in shooting from the waypoint
calculated in the previous section is the distance from the
utility poles compared to the optimal aerial shooting position
of Yamazaki et al. The accuracy of the 3D model depends on
the resolution of the image. Therefore, the further the
shooting position is from the object the less accurate the 3D
model becomes. To address this issue the algorithm of
Moritani et al. is used to calculate the optimal additional
shooting position. Specifically, additional shooting is
performed to ensure efficient shooting without compromising
the quality of the 3D model.

Moritani et al. use two indices to find additional shooting
points: The first is an evaluation index for orthogonal
shooting. The second is an evaluation index of baseline ratio.
The baseline ratio is the ratio of the distance between two
images and the distance from the image to the target. These
two indices are used to calculate the optimal additional
shooting position.

The evaluation index for positive shooting is calculated
using (8). ¢; is the multiple representative points between
waypoints obtained in the previous section. In this paper, 10
were set between each waypoint to be candidates for ¢;. p is
the center of gravity of each mesh in case the poles are
meshed. n is the normal vector of the poles at the center of
gravity of each mesh. From the above variables, we obtain an
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evaluation index of directly opposite shooting from each
representative point in the pathway to the center of gravity of
each mesh.

NBV}Lrontarity =1

—(n- ci—p )

llci—pll

®)

The baseline ratio evaluation index is calculated by the
following procedure.

BH' is a value indicating whether the angle formed by the
additional shooting position candidate ¢; and the reference
image position ¢, centered at the center of gravity p of each
mesh is within the specified angle. In this paper, it is set to 45
degrees the same value as the standard angle of view.
Although the reference image position c, originally
corresponds to the optimal aerial shooting position, there are
cases where it is not via the optimal aerial shooting position.
In such a case, the candidate additional shooting position
located at the nearest coordinate from the optimal aerial
shooting position is used as the reference image position c,..
¢y 1s the midpoint of ¢, and c¢;. 0.536 uses Moritani's
empirically recommended angle obtained from between
images.

i _ |lei—erll
BH' = == 0.536 9)
i BH'—BHpax
NBVj, = —— 2% (10)

BHmin=BHmax

The baseline ratio obtained in Equation (9) is used in
Equations (8) and (10) to calculate the evaluation index for
each additional shooting position candidate c¢;. w is the
weight, and in this paper, w; = wgy = 1/2 in order to use
both evaluation indices equally, referring to the method of
Moritani et al. From the above, the candidate additional
shooting position ¢; € C with the lowest value is the optimal
additional shooting position cypgy .

c _ argmin (WNBVfyoniqripy TWBHNBVE )
NBV T e

(11)

4 EVALUATION PLAN

This study evaluates the compatibility of temporal
efficiency and 3D model accuracy. The 3D model accuracy
is evaluated using the accuracy prediction index of the 3D
model used by Moritani et al. In addition, the minimum
shooting position calculated by the optimal shooting planning
method of Yamazaki et al. is used for comparison. Yamazaki
et al. assume that the camera stops and shoots from the
minimum shooting position. In this evaluation the aircraft is
assumed to stop at the minimum shooting position for a
certain period and to fly in a straight line between the
minimum shooting positions while accelerating and
decelerating.

4.1 Evaluation Method

The poles evaluate in this study are 16 m high and 340 mm
in diameter using as reference poles with a height of 16 m, a
terminal diameter of 240 mm and a former diameter of 453
mm. Since this evaluation is a basic evaluation there are
assumed to be no appendages or surrounding structures. In
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Figure 2: Parameters of utility poles

addition, the utility pole is divided into 8 sections in the
circumferential direction and 8 sections in the height
direction making a total of 64 voxels. Therefore, the tie points
are the vertices of each voxel, resulting in a total of 72
candidate tie points. The accuracy of the tie point candidates
is evaluated. The tie points are numbered from the top of the
poles as shown in Fig. 2(a). Based on the above conditions
the degree of shape degradation at all tie points is evaluated
using two patterns: the conventional method and the proposed
method. The speed of the drone in this evaluation is variable,
but the acceleration is unified to 10 km/h®. This value is
determined since the maximum acceleration of a typical
aircraft is approximately 10 km/h?. The candidate starting and
finishing points of the drone are the top and bottom of the
utility poles, as shown in Fig. 2(b).

4.2 Accuracy Evaluation Methods

The method of Moritani et al. is used as the evaluation
value to assess accuracy. Moritani et al. use the following six
indices. The evaluation method predicts the quality of a high-
density model based on the tie points that constitute the
vertices of the 3D model and the camera pose of the captured
image.

@ Reliability F; (Fig. 3(a))

Evaluate the number of images with visible tie
points.

Fr(@) = Vil (12)
@  Average of mesh area F, (Fig.3(b))
The average surface mesh area A;, of the nth
approximate object connected to the tie point i on the

surface of the approximate object is denoted by F, (i)
and evaluated using Equation (13).

. 1 NP
F () ==2%,2,4n (13)
Al

@  Average of mesh edges F, (Fig.3(c))
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On the approximate object surface model, the edge
lengths e’ connected to tie points i are calculated and
their average value F, is evaluated using Equation
(14). where F, is the number of edges connected to tie
point i.

1 Nei i
Eo==Te (14)

@  Average Baseline F, (Fig.3(d))
Calculate the distance between the centers of
projection ¢; and ¢, of the two visible cameras j and
j from tie point i and evaluate it using Equation (15)
with F;, as the average value for all camera pairs.

1 N; N ;
Fy = Ezi:;z“ksﬂmci - Ck” (15)

®  Average Height F;, (Fig. 3(e))
The distance from point ¢;, ¢, , which bisects the
baseline of the two cameras j, j visible from tie point
i, to tie point i is calculated and evaluated using
Equation (16) with F,, as the average value for all
camera pairs.

1 N i N i
Fp = EZ;; 2l jealloe = el (16)

©® Base line ratio Fy,
The ratio of the average baseline length to the
average subject distance at tie point i is Fy,, and is
evaluated using Equation (17).

_ Fp@®
Fyp = ) (17)

Each quality prediction index Fx(i)(X € R,a,e,bh)
derived in Equations (12)-(17) is normalized using Equation
(18) below and converted to E (i) (€ [0,1]).

Ex(i))=1—-L(Fy —pux,0x) X€[R,a,e,bh] (18)
However, uy is the mean of indicator Fy (i), oy is the
standard ~ deviation, and  L(Fy —uy,0x) =1/(1 +
exp (#)) is the standard deviation.

Edeg(i) =(Egr+E,+E,+Ep)/4 (19)

Finally, the average of the six energies Ey (i) values is used
to evaluate the degree of shape degradation, E 4,4 (i), using
Equation (19). Ege4 (i) is a value between 0 and 1. The
higher the value, the greater the shape degradation and the
less accurate the 3D model.
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Figure 3: Summary Chart of Quality Prediction Indicators
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4.3 Methods of efficiency evaluation

The efficiency evaluation in this study uses the aerial
shooting time per utility pole. The procedure for calculating
the specific aerial shooting time varies depending on the
shooting method. In the conventional method, the drone must
stop at each shooting point, so acceleration and deceleration
are performed between each shooting point according to the
acceleration of the drone. From the above, the aerial shooting
time t between each shooting point in the conventional

method is t = 2 X /L/a, where a is the acceleration.

In contrast, the proposed method in this study requires the
aircraft to fly at a constant speed v without decelerating.
Therefore, the shooting time t between each shooting point in
the proposed method is t = L/v.

5 CONCLUSION

This paper aims to reduce the cost of remote inspection of
utility poles by utilizing 3D models generated from aerial
drone images. 3D models allow inspectors to inspect from
any viewpoint without having to go to the site. Thus, time
efficiency is improved, and utility poles can be inspected
more efficiently. On the other hand, more efficient travel
routes are needed to photograph and 3D model utility poles
that exist over a wide area.

In this paper, we propose an algorithm for generating
shooting points and moving travel paths that can both reduce
shooting time and generate highly accurate 3D models.
Specifically, multiple shots are taken without discretely
moving the index shooting points. This created a flight route
that does not require extra detours that cause travel speed
reduction. The above method reduces the time required to
take the images needed to generate the 3D model.

In addition to the above proposed algorithm, an evaluation
plan was introduced in this paper. This plan shows a method
for comparing the proposed algorithm with the conventional
method of finding the route with the least number of shots. In
the future, we will show the effectiveness of the proposed
algorithm based on the compatibility evaluation of accuracy-
by-accuracy evaluation index and efficiency by aerial
shooting time.
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Abstract  Companies are becoming increasingly
internationalized. Many companies have factories located all
over the world. For such companies, how to manage
factories in distant locations and achieve the best
performance is an important issue. In recent years, factories
have been increasingly adopting the IoT, and methods have
been proposed for collecting sensor data in the area where
the headquarters is located and using that data to manage the
factory. In such cases, it is becoming increasingly important
to know how to store the data being sent in real time in a
single database in real time while analyzing it. This paper
reports the results of our study on a database to be used in a
method for collecting sensor data in real time from factories
in multiple regions and analyzing that data in real time.

Keywords. Database, Multi-core, Parallel, Factory, IoT.

1 INTRODUCTION

Companies are becoming increasingly internationalized.

Many companies have factories located all over the world
(Figure 1). For such companies, how to manage factories in
distant locations and achieve the best performance is an
important issue. In recent years, factories have been
increasingly adopting the IoT, and methods have been
proposed for collecting sensor data in the area where the
headquarters is located and using that data to manage the
factory. There are many different types of equipment in
factories. In recent years, the number of factories that
manage human movements is on the rise. This means that a
large amount of data is generated in real time. In such cases,
it is becoming increasingly important to know how to store
the data being sent in real time in a single database in real
time while analyzing it [1, 2].

Existing relational databases(RDBMSs) are built on the
premise of a small number of cores and limited memory
capacity, and the basic architectural concept has not changed
for a long time, making it difficult to demonstrate
performance on new hardware architectures (many-core,
large memory). For example, PostgreSQL is known to have
poor scalability from 8 to 16 cores compared to 4 to 8 cores,
so it is often used on 8-core machine configurations from a
cost-performance perspective [3].

PostgreSQL supports multiple processes, so by splitting
one process into multiple independent processes and
executing them in parallel, it is possible to utilize multiple
cores and shorten the processing time. However, since a
high degree of parallelism means a large amount of
processing per unit time, the load on the storage naturally
increases, and the processing performance becomes
saturated due to storage bottlenecks.
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In this paper, we investigate the performance of table
partitions in PostgreSQL. Partitioning is a function that
divides and stores data in a table in a database. Reducing I/O
by partitioning tables by specifying filtering conditions in
SQL, you can narrow down the range of access to only
specific partitions. We also investigate the difference in I/O
access between SSDs and HDDs.

Tsurugi [4] is designed to match new hardware
architectures (many-core, large capacity memory). Tsurugi
is known for its high processing performance, as it has better
write performance than traditional RDBs and scales in-
memory/many-core (especially according to the number of
cores). This paper describes the results of our investigation
into methods for utilizing relational database Tsurugi in
factory applications. And we report on our investigation into
a method for collecting sensor data from factories in
multiple regions in real time and analyzing that data in real
time.

Figure 1: A system that collects data from factories around
the world.

2 PROPOSED DATA COLLECTION
SYSTEM FOR FACTORIES

When a machine makes an anomalous noise, it is often
necessary to take measures such as stopping the factory lines.
As a result, losses are often very large. Therefore, it is
necessary to detect abnormalities early and take measures.
Only experienced engineers can naturally detect the slightest
anomalous machine noises, and up until now, maintenance
and inspection of equipment at factory production sites has
relied on the experience and intuition of veteran engineers.
In recent years, factories are becoming increasingly smart
factories. This technology detects failures and signs of
failure in mechanical equipment without relying on human
intuition.

In the field of anomalous sound detection, it had been
mainstream to use voice data directly for machine learning



International Workshop on Informatics (IWIN2024)

to detect anomalous sounds. In the recent years, there is a
fact that Al in the field of image processing is evolving. To
utilize Al's image recognition ability, we have been
proposed the method that converts sounds in a factory into
images using wavelet transformations and uses these images
for input of machine learning[5-8]. There, in addition to
various data such as temperature, humidity, and luminosity,
we collect sound data converted into images.

3 TABLE PARTITIONS IN POSTGRESQL

3.1 Benefits of PostgreSQL table partitions

Existing PostgreSQL of
partitioning features:
I.  Range Partition: Divides tables based on a specified

range or interval of key values.

implements three types

II.  List Partition: Divides tables based on predefined
specific key values.
III. Hash Partition: Divides tables based on the hash

values derived from specified key values.

Each partitioning method contributes to improving access
performance through distributed /O processing and
enhances maintainability. By specifying filtering conditions
in SQL, you can narrow down the range of access to only
specific partitions. In addition, frequently used parts of a
partition are more likely to be cached in memory, which
reduces disk /O and improves access performance. In
addition, split tables are placed in different table spaces on
physical disks. This allows reading and writing to separate
physical disks in parallel, distributing disk /O and
improving processing performance.

3.2 PostgreSQL Experimental Results

We explain the access performance evaluation
experiments for HDD and SSD. We conducted repeated data
registration from multiple PCs to a single DB server to
evaluate access efficiency. On the DB server side, we used
both regular tables and tables partitioned by the List
Partition method. To investigate the difference in 1/O
performance, we compared scenarios where the database
storage was allocated on HDDs and SSDs. On the client side,
we simulated data writes from multiple IoT devices by
repeatedly registering data in short cycles using multiple
processes on a single PC.

The system architecture is explained below. There is
one DB server, and storage is allocated to HDD or SSD.
Table or list partition table (divided by client host name) is
used. Also, there are three clients, each with eight processes
writing to the server at the same time. The clients were
implemented using PHP. We developed a program that
continuously sends SQL requests using the pg query()
function while maintaining a connection to the DB server,
with a random wait time (2 to 5 ms) between each request,
for a total of 500,000 iterations. By recording the client's
timestamp at the request time and the server's timestamp at
the data registration time, we measured the latency in the
data registration process. This program was executed on

three clients with different network environments, with eight
concurrent processes running on each PC.

PostgreSQL was used as the DB system, and we
compared cases with and without partitioning. To assess the
impact of storage access speed, we compared scenarios
where the database storage was allocated on HDDs and
SSDs.

The results of the comparison experiment between
HDD and SSD are shown in Figure 2 and Table 1. We
compared the time difference between the client and server
timestamps when the database storage was allocated on
HDDs versus SSDs, under conditions without partitioning.
The difference between the client timestamp and the server
timestamp showed no significant variance between the HDD
and SSD configurations. This time difference is primarily
attributed to network latency and does not appear to be
dependent on the load of the DB server.

However, there was a large difference in the intervals
between the server timestamps of the data registered on the
DB server, as shown in Figure 3 and Table 2, 3. While the
experiment took over 2 hours and 30 minutes to complete
using the HDD, it was completed in less than 1 hour and 30
minutes with the SSD. Since neither the client settings nor
the program was altered, this difference can be attributed to
the time required to execute the pg query() function. The
pg_query() function sends an SQL request to the DB server,
waits for the execution result, and then completes.
Assuming that network latency is consistent, the time
required for this function can be regarded as the time taken
by the DB server to process the registration.
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Figure 2(a): DB storage on HDDs.
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Figure 2(b):DB storage on SSDs

Table 1. Average time difference

HDD SSD

0.254ms 0.191ms
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Figure 3(a): Intervals between server timestamps (on HDD)
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Figure 3(b): Intervals between server timestamps (on SSD)

Table 2 Average intervals between server timestamps

HDD SSD

20.190ms 9.765ms

Table 3 Time required to complete the experiment

HDD SSD

2:48:25 1:21:22

The effect of table partitions was investigated using a
machine equipped with an Intel Xeon 16-core CPU, 132GB
of memory, and 1TB of SSD MVME storage. PostgreSQL
verl4 was installed on Ubuntu. The IoT table structure is:
device id, device name, factory id, factory name,
temperature, humidity, pressure, illuminance, rssi, battery,
dat timestamp with time zone and there are 1 million records
registered. We partitioned the table by factory id. The
results are shown in Table 4. It was confirmed that selecting
factory id without partitioning took 215.803 ms, and
125.410 ms with partitioning, which is roughly half the
processing time. On the other hand, selecting device id
from a database partitioned by factory id took 214.996 ms,
which confirmed that it is meaningless not to partition
depending on the purpose. The fixed table partition
approach is not suitable for IoT.

Table 4 Effect of table partitioning

Select method

Processing time

factory id

125.410ms

device id

214.996ms
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4 LARGE-SCALE DATA PROCESSING
USING MULTI-CORE DATABASES

Existing relational databases(RDBMSs) are built on the
premise of a small number of cores and limited memory
capacity, and the basic architectural concept has not changed
for a long time, making it difficult to demonstrate
performance on new hardware architectures (many-core,
large memory). We decided to choose the relational
database Tsurugi [4] to solve these problems. Tsurugi is
designed to match new hardware architectures (many-core,
large capacity memory). Tsurugi is known for its high
processing performance, as it has better write performance
than traditional RDBs and scales in-memory/many-core
(especially according to the number of cores).

We looked into Tsurugi as a factory database. It has
built-in mechanisms for multi-core processing, such as
automatic partitioning, so we evaluated its IoT features.

S EXPERIMENT RESULTS:
RELATIONSHIP BETWEEN WI-FI AND
ETHERNET

5.1 Method of Compression Experiments

We investigated whether there was a difference
between data collection via Wi-Fi and via wired LAN. The
images are shown in Figures 4 and 5. Assuming that the
Raspberry Pi is an IoT terminal, we will install the client
software and write data to the database.

Figure 4: Data collection via wired LAN

-

VDIVVD

Figure 5: Data collection via Wi-Fi
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5.2 Compression of Wi-Fi AND Ethernet

We set up the server machine so that Tsurugi uses 3
CPUs, wrote data from the loT device using the Insert
command, and measured the time it took to write. The
measurement was done by acquiring time information
before executing the Insert command, then collecting time
information again after the Insert command was executed
and the completion signal arrived from the server, and
calculating the difference. The results are shown in Figures
6 and 7. Since there is no difference in processing time, it is
determined that there is no difference due to the route.

WiFi 18008 inserts 3 processes

elapsed time [s]

[
BE:BH. H10: 00, 6291080 130 80 190 00 250 94 20680, 110100, 320: 60, 130:06. 190100558 08500100 618:98.6
£ ime

elapsed tine

Average = - =i (elapsed Uime)

Figure 6: Results over Wi-Fi: 10,000 Insert commands
executed on 3 CPUs on the server.

Ethernet 10080 inserts 3 processes

B6:80.8  16:80.8 20:96.1 39:96.1 40:86.2 58:68.2 00:06.3 10:00.3
time
elapsed time Average - o B (elapsed time)

Figure 7: Results over Wired LAN: 10,000 Insert
commands executed on 3 CPUs on the server.

6 EXPERIMENTAL RESULTS:
RELATIONSHIP BETWEEN DATA
VOLUME AND CPU

We evaluated the difference in processing time
depending on the amount of data. Figures 8 and 9 show the
results of sending 100 and 1,000 pieces of data, with three
CPUs specified on the server. It can be seen that as the
amount of data increases, the processing time increases, but
the increase is small.

Next, the difference in processing time depending on

the number of CPUs used is shown in Figures 10, 11, and 12.

These are the results of executing the Insert command 1,000
times. We can see that the processing time tends to decrease
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as the number of CPUs increases. Figure 13 shows the CPU
operation status of the server when data is inserted.

188 inserts 3 processes

elapsed timo [s]

L]
ol O O B N 1P 1 e DA e s D DD 1T S B D B
Clmn

vlapsed | iae — - lE [elapaed tiss)

Figure 8: Result of 100 Inserts with Tsurugi 3 CPU.
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Figure 9: Result of 100 Inserts with Tsurugi 3 CPU.
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Figure 10: Result of 1000 Inserts with Tsurugi 1 CPU.
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Figure 11 Result of 1000 Inserts with Tsurugi 3 CPU.
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Figure 12: Result of 1000 Inserts with Tsurugi 5 CPU.

Figure 13: Server CPU usage status.

7 SUMMARY

As companies become more internationalized, an
increasing number of companies have factories all over the
world. For such companies, how to manage factories in
remote locations and ensure their best performance is an
important issue. In recent years, factories have become more
IoT-enabled, and methods have been proposed for collecting
sensor data from the headquarters area and using that data to
manage the factory. In this case, it is important to
accumulate and analyze the data sent in real time in a single
database in real time. In this paper, we evaluated
PostgreSQL data partitions and Tsurugi's multi-core as a
method and study for collecting sensor data from factories in
multiple regions in real time. Having confirmed the effect of
multi-core, we plan to continue evaluating Tsurugi and
verify its functions for loT.
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Abstract When a machine makes an anomalous noise, it is
often necessary to take measures such as stopping the factory
lines. Thus, we have been making a system to detect machine
failure using sounds. The feature of the proposed system is
that it converts voice data into an image using wavelet
transform, and then uses the image as input to determine
anomalies using machine learning. The important thing in this
system is the size of the audio data. We want to compress
audio data and make it easier to transmit data. In this paper,
audio signal compression using wavelet transform is
discussed. We will consider reducing the size of audio data
without removing abnormal sounds contained in the audio
data. The features of abnormal sound on the time-frequency
plane by applying some different conversion methods are
compared each other.

Keywords. Wavelet, Features extract with sound processing.

1 INTRODUCTION

When an abnormality occurs in a machine operating in a
factory, it is necessary to stop the factory line in order to deal
with the problem. However, this reduces the factory's
operating hours, and if the abnormality goes unnoticed for a
long period of time, even if the factory line is stopped and
measures are taken, it may result in significant losses for the
company. Therefore, it is necessary to detect abnormalities or
signs related to abnormalities and respond to them quickly.
Factory equipment always makes some kind of noise, and if
an abnormality occurs, the machines may make sounds that
are different from normal sounds. Only experienced
engineers can naturally detect the slightest anomalous
machine noises, and up until now, maintenance and
inspection of equipment at factory production sites has relied
on the experience and intuition of veteran engineers. In
recent years, due to the influence of generational change in
companies, there has been an issue regarding the succession
of maintenance work techniques at factories and other work
sites.  Thus, factories are becoming increasingly smart
factories. This technology detects failures and signs of failure
in mechanical equipment without relying on human intuition.
In factories and other places, the presence or absence of faults
or failures is often based on sounds observed at specific
locations, and a system that observes the sounds at relevant
locations in a noisy environment and notifies of abnormalities
is useful, so various methods have been proposed[1].

We have proposed a method in which audio data of inside
a factory is processed to image data using wavelet
transformation, its characteristics are clarified using some
processes, and then machine learning is applied [2-4]. By
grasping the characteristics from the time variation of the
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frequency characteristics, the accuracy of judging normality
or abnormality could be improved.

Figure 1 shows the overall figure of the system we are
developing. In the first stage, machine learning is performed
using only normal sounds. First, we apply wavelet
transformation to each sound, visualize each sound data.
Second, feature extraction processes are applied to the image
data. This becomes the input data for machine learning. The
wavelet transform uses a basis that shortens the time width at
high frequencies and widens the time width at low
frequencies, thus providing local frequency information and
efficient time-frequency analysis. Time domain is essential
for environmental sounds and the operating sounds of factory
machinery. The Al learned from this input data is used to
analyze the voice data collected in real time, and if an event
occurs in which abnormal voice is observed, an alert is sent
to the administrator (by email, etc.).

Learning normal state
using audio data

If an abnormality is
discovered, an email is sent.

@

, Collect sound
in real time

Figure 1: Proposed remote monitoring type system
configuration for anomalous sound detection.

An important point in our system is how to collect and
transfer audio data. There are multiple machines in a factory
and multiple factories, but it is not realistic to install a server
for each machine and each factory for the collected data. It is
desirable to transfer the collected data in real time and
consolidate it on one server.

In such a situation, the size of the voice data is important.
The smaller the size of the voice data, the easier it is to collect
and transfer. However, this requires that the compressed
voice data can be analyzed to determine whether it is a normal
sound or an abnormal sound. This will make it possible in the
future to build a system that stores collected data on the cloud,
as shown in Figure 2, and allows for real-time understanding
of the situation from remote locations.

In this paper, we examined the compression method of
audio data for anomalous sound detection system in factories
for early failure detection using machine learning, thus we
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will report. In this study, we hypothesize a system that
observes and monitors sound, compresses and analyzes the
sound using wavelet transform, and aims to verify the
possibility and usefulness of applying this to sound source
preservation and anomaly detection.

Learning normal state

using compressed audio data
IT'

\

If an abnormality is
discovered, an email is sent.

®S o

Data
transfer

b

-

Data transfer

-

P g& b 41
) L- Collect compressed sound
’ in real time

Figure 2: Proposed remote monitoring type system
configuration for anomalous sound detection in the future.

2 WAVELET TRANSFORM

There are two types of wavelet transform. One is
continuous wavelet transform(abbreviated as CWT in the
following text and figures) and the other is discrete wavelet
transform(abbreviated as DWT in the following text and
figures).

The wavelet transform is known as a method for analyzing
both time and frequency. The wavelet transform is a method
that calculates accurate frequency information by increasing
the time width in the low-frequency region and calculates
accurate time information by decreasing the time width in the
high-frequency region. In the wavelet transform, the original
waveform is expressed as an appropriate waveform ¥(t). This
Y(t) is called the mother wavelet, and the one that is
appropriate for the waveform to be analyzed is selected
appropriately. The mother wavelets used in this study are
Morse, Molet, and Bump for the CWT, and SYM4 and db
DB4 for the DWT[5].

The CWT has applications such as detecting abnormal
signals, and the DWT is used as a standard for image

compression, and its applications are being actively discussed.

A typical analysis method used for audio signals is the
Fourier transform, which includes frequency information but
loses time domain. In contrast, the wavelet transform
preserves time information, making it possible to analyze
even sudden signal fluctuations. It is also possible to perform
flexible operations such as varying the time interval
according to the frequency domain, making it possible to
perform dynamic analysis according to the situation.

SYM4 wavelet and db4 wavelet are particularly suitable
for analysis of biological signals, such as detection of QRS
complexes in ECG (ECG). The QRS complex is the most
prominent feature of the electrocardiogram and reflects the
depreciation of the left and right ventricles[6].

The waveform that informs the abnormalities of the
machine often has a signal where the amplitude of the
waveform increases rapidly. It is similar to the waveform of
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the electrocardiogram, and we thought that SYM4 and DB4
suitable for electrocardiograms may be effective.

3 EXPERIMENT RESULTS:
COMPRESSION OF AUDIO SIGNALS
USING DISCRETE WAVELET
TRANSFORM

3.1 Method of Compression Experiments

We conducted an experiment to confirm the effect of
compression using the DWT. The items we confirmed were:

1. Whether compression can be used to determine whether
something is normal or abnormal

2. The amount of reduction in file size due to compression

The audio data used in the experiment was DCASE 2022
Challenge Task 2[7-9]. The original data to be compressed
was a 10-second uncompressed file with a sampling
frequency of 16,000 [Hz]. We used the sound of a fan as a
model for factory sounds. We also used data in which
abnormal sounds were mixed into the sound of the fan for
comparison. To compress the audio, we used Matlab's
Wavelet Toolbox in MATLAB R2024a.

3.2 Compression of Normal and abnormal
data

First, we analyzed the normal sound of a fan. We
performed a DWT using SYM4 as the mother wavelet. Next,
we applied a cut using the same threshold at each of the four
frequency decomposition levels, and samples with values
below the threshold were set to zero. Figure 3 shows the
chronological waveform diagram of the signal reconstructed
based on the coefficient distribution of each decomposition
level after cutting. The horizontal axis is the sampling number
along the time series, and the vertical axis is the signal
amplitude.

'Blue : Original data
Orange : Compressed data |

-0.03

o 040 360 4(‘)0 5(‘)0 6(‘)0 760 82)0 9(‘)0
N of Sampling
Figure 3: Comparison of Waveform diagram of Normal

data using SYM4-Wavelet.

1 L
100 200 1000

The reconstructed data was output as an audio file (wav
file), and the audio file was converted to a flac file and
compressed.



During the DWT, the ratio of the number of samples that
did not become 0 when cut by the threshold to the total
number of samples was defined as the "retention rate H" and
calculated. It was found that the data could be classified into
those with high and low retention rates. Figure 3 shown above
corresponds to the group with high retention rate (H = 0.857).
In contrast, Figure 4 shows a time series waveform diagram
of data with low retention rate (H = 0.570).

0.04

"Blue : Orfginal data |

003k Orange : Compressed data
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N of Sampling
Figure 4: Comparison of Waveform diagram of data with
low retention rate (H = 0.570) of Normal data using SYM4-
Wavelet.
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Figure 4 shows that the waveform oscillates violently with
a very short period. When looking at the waveform diagram
of the amplitude for each frequency decomposition level
when DWT is performed for this data, the waveform
oscillates with a constant amplitude at all decomposition
levels. The data size after compression of such data was
almost the same as the data size after compression without
DWT. It is considered that data like this, which does not
change with respect to the time domain and does not change
the weight of each decomposition level, has no effect on
compression by DWT.

Therefore, in the subsequent analysis, the retention rate
was calculated when DWT was performed, and if it was 3o
smaller than the average value of the group of data with high
retention rate (H = 0.857 £+ 0.006), it was not used in the
analysis. For the data that was not used, we visually
confirmed that all of it was inappropriate waveforms as
explained above.

For the 13 pieces of normal sound data used in the analysis,
the average retention rate was H = 0.857 = 0.006. In contrast,
for the data that contained abnormal sounds, 13 pieces of data
were similarly extracted from the group with a high retention
rate, and the average retention rate was calculated, which was
H = 0.863 + 0.006. The difference between these two values
was 0.69c, which is not significant.

Figure 5 shows the time domain waveform of the
reconstructed signal after cutting the data containing
abnormal sounds using DWT. It is similar to the waveform of
normal sounds in Figure 3, and it can be seen that the
amplitude of the signal waveform is gradually lost in both
cases. However, when these signals were saved and played
back and listened to by humans, no difference was perceived
from the original voice data. The reason why the retention
rate is higher when abnormal sounds are included is thought
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to be because abnormal sounds expand the fluctuations in the
frequency band.

Blue : Orig'inal data |
Orange : Compressed data |
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Figure 5: Comparison of Waveform diagram of Abnormal
data using SYM4-Wavelet.
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Next, to evaluate the amount of data file reduction achieved
by running DWT, we took the ratio of the data size of each
sound file when it was converted to a flac file before running
DWT to the data size when it was converted to a flac file after
running DWT. We defined this as the Compression Rate.

The results were R=0.744+0.031 for normal sound data,
and R=0.826+0.029 for data containing abnormal sounds.
This shows that by running DWT, file sizes are reduced by
around 70% to 80%. In addition, the difference in
compression ratio between normal sounds and abnormal
sounds was 1.93c, showing that data containing abnormal
sounds was significantly excessed.

This indicates the possibility of distinguishing between
normal and abnormal sounds by evaluating the file size after
file compression following DWT.

3.3 Dependence of

Mother Wavelet

on Different types

A similar analysis was performed using db4 to verify the
impact of different types of mother wavelets. The results are
shown in Table 1. The threshold value used when performing
DWT was the same as that used in SYM4.

Table 1: Comparison of Compression rate R for other

MotherWavelet
Mother Compression rate R
wavelet NormalData AbnormalData
SYM4 0.744=+0.031 0.82610.029
DB4 0.746 + 0.029 0.826 + 0.029

No significant difference in compression ratio was observed
due to the difference in mother wavelets, SYM4 and DB4.

Figure 6 shows the chronological waveform diagram of the
signal reconstructed based on the coefficient distribution of
each decomposition level after performing DWT using DB4
as the mother wavelet of Normal data.
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Blue : Original data
Orange : Compressed data |
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Figure 6: Comparison of Waveform diagram of Normal
data using DB4-Wavelet.

And Figure 7 shows about Abnormal data in same analysis.

In both case, there were no difference of reconstructed
signal wave between Figure 3 and Figure 6 or Figure 5 and
Figure 7 by human eye.

However, this may change if a different mother wavelet that
matches the sound source is used. In order to compress data,
it is necessary to have a lower Compression rate and not have
humans feel uncomfortable when playing back the
compressed sound, so it is necessary to find a mother wavelet
that is useful for the target sound source.
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Figure 7: Comparison of Waveform diagram of Abnormal
data using DB4-Wavelet.

4 EXPERIMENTAL RESULTS:
CONTINUOUS WAVELET
TRANSFORM OF COMPRESSED VOICE
DATA

4.1 Comparison of Raw data and

Compressed data

Next, a continuous wavelet transform was performed on
both the normal and abnormal sounds in the compressed
voice data to create a scalogram that represents the signal
strength on the time and frequency plane.

Figure 8 shows the scalogram of Normal raw data where
Morse was used as Mother Wavelet. Figure 9 shows the

scalogram on Compressed data using the DWT of SYM4
Wavelet.

From this, it was found that by first compressing using the
discrete wavelet transform, the components corresponding to
the white noise that are common to both were suppressed,
resulting in a distribution that makes it easier to determine the
characteristics.

The abnormal data were analyzed in a similar manner. The
results were shows in figure 10 and 11. Abnormal data has a
high retention rate, but it is observed as a more characteristic
figure.
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Figure 11: Scalogram of Compressed Abnormal
Data(compressed using SYM4 Wavelet)

4.2 Dependence on MotherWavelet

To investigate the dependence on MotherWavelet, a
similar analysis was performed for two types of
MotherWavelet, amor(Morlet) and Bump, in addition to the
basic Morse.

Figure 9 shows the case where the basic Morse Wavelet
were used as mother wavelets for Normal data analysis, figure
12 shows amor(Morlet) and figure 13 shows Bump Wavelet.

From Figure 12, this scalogram was more widely
distributed than in the case of Morse and Bump. So, Morlet
was not suitable to handle this data.

From this, it was found that for continuous wavelets,
differences in the scalogram appear depending on the mother
wavelet.

045 : ‘ : .
Normal Compressed data

04l performed the CWT using Morlet-wavelet

Frequency[Hz]

| “ I. l"ﬂhl\a}wl

Time[sec]
Figure 12: Scalogram of Compressed Normal Data for
Morlet-Wavelet (compressed using SYM4 Wavelet).

The abnormal data were analyzed in a similar manner. The
results were shows in figure 11,14 and 15.

For Abnormal data, the distribution characteristics were
completely different. By comparing Figure 11 and Figure 14,
as expected, Morlet(amor) was found to be inappropriate for
extracting features from this data.

On the other hand, in Figure 15, the scalogram using Bump-
Mother Wavelet, it was found only in a few places, and was
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very distinctive. Figure 16 shows the scalogram of
uncompressed data transformed by continuous wavelet
transform using Bump. We can see that Bump is a wavelet
that is quite suitable for extracting features from this
Abnormal data.

This can also be derived by comparing Figure 14(Morlet-
Wavelet) and Figure 15(Bump-Wavelet).

Normal Compressed data’
04l performed the CWT using Bump-wavelet |

Frequency[Hz]

Time[sec]
Figure 13 : Scalogram of Compressed Normal Data for
Bump-Mother Wavelet(compressed using sym4 Wavelet).
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Figure 14: Scalogram of Compressed Abnormal Data for
Morlet-Mother Wavelet(compressed using sym4 Wavelet)
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Figure 15: Scalogram of Compressed Abnormal Data for
Bump-Wavelet(compressed using sym4 Wavelet).
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Figure 16: Scalogram of Abnormal Original Data for
Bump-Wavelet(Uncompressed data).

So, it is useful to first identify the wavelet that most clearly
shows the characteristics of the target sound source.

Since the range of the distribution of the scalogram is the
very characteristics of the sound source, it is possible to use
these distribution maps as data for machine learning to build
a system that detects and judges abnormalities on behalf of
humans.

These results confirmed that the proposed method makes it
possible to visually determine whether data is normal or
abnormal even after compression, and that the file size can be
reduced to 70% of original data.

5 SUMMARY

In this study, data compression was performed using
discrete wavelet transform with SYM4 and DB4 mother
wavelets. As a result, it was found that using wavelet
transform is useful as a method for compressing data within
a range that does not sound strange to the human ear and then
storing the data. In addition, by performing continuous
wavelet transform on compressed data, we were able to obtain
characteristic scalograms in some cases. In the future, it is
possible to use the scalogram of the compressed audio signal
as a simple two-dimensional image and use machine learning
to determine the situation.
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Abstract - We have proposed Mixed Reality (MR) stamps
for supporting the broadcaster in 360-degree internet live
broadcasting. In the previous study, the MR stamps that
were sent from the viewers could be displayed and fixed on
the real space, which enabled the broadcaster to check a
holographic stamp on the real space through an MR device
and communicate smoothly with the viewers. However, all
MR stamps had the same appearance, making it impossible
to identify the important ones. In this paper, we study the
effectiveness of emphasis methods for the MR stamps
implementing a prototype system that can emphasize the
MR stamps by color, size, sound, and display time.

Keywords. 360-degree internet live broadcasting, Mixed
Reality

1 INTRODUCTION

Affordable omnidirectional cameras have made it easy to
deal with 360-degree video and many 360-degree videos can
be watched via online video-sharing services. Recently,
anyone can easily try 360-degree internet live broadcasting
that combines internet live broadcasting with 360-degree
videos. In 360-degree internet live broadcasting, a
broadcaster can provide a 360-degree video to viewers in
real time using an omnidirectional camera. Each viewer can
be free to change their POV (Point Of View) which means
viewing direction of the 360-degree video. The viewers can
also communicate with the broadcaster using text chat.
However, 360-degree live Internet broadcasts make
communication between the broadcaster and viewers
difficult. This is because the broadcaster does not grasp
which direction the viewers are looking, and the viewers’
POV indicates viewers’ gaze is important for
communication [1][2]. In this case, only text chat is not a
sufficient means of communication.

We have proposed Mixed Reality (MR) stamps to
enhance the means of communication, supplementing
viewers’ POV information [3]. The MR stamps can be
displayed and fixed on the real space, which enables the
broadcaster to check a holographic stamp on the real space
through an MR device to help the broadcaster understand
what the viewers are talking about and find the object. From
the evaluation experiments, the MR stamps could reduce the
average time until the broadcaster found the object that the
viewers were talking about. However, there were only two
viewers in the experiments and multiple MR stamps were
not displayed at the same time. In actual usage scenarios,
various viewers may simultaneously display multiple MR
stamps to the broadcaster. Then, the broadcaster would not
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Figure 1: An example of the MR stamps

know which stamp to look at. This problem could be solved
by prioritizing stamps and making it easier for broadcasters
to find high-priority stamps.

In this paper, we assume that stamps are prioritized by the
amount of Super Chat such as YouTube, and study the
emphasis methods to make the MR stamps more noticeable
to broadcasters. We implemented a prototype system that
can emphasize the MR stamps by color, size, sound, and
display time and evaluated the effectiveness of the emphasis
methods.

2 PREVIOUS WORK

In the previous work, we proposed MR stamps to realize
smooth communication between a broadcaster and viewers
[3]. Communication errors can be reduced by introducing
MR technology. The MR stamps display viewers’ requests
for specific objects and locations in real space to the
broadcaster in the form of holographic stamps through the
MR device. Examples of the viewers’ requests include
"Look" to indicate that they want the broadcaster to look at a
specific object, and "Go" to indicate that they want the
broadcaster to move to a specific location. Figure 1 shows
an example of the MR stamps which means a viewer
requests the broadcaster to look at a book on the desk. The
MR stamps assist communication between the broadcaster
and the viewers. We found that the MR stamps could reduce
the average time to find the target object and the subjective
easiness of finding the target object.

The MR stamps of the previous work were intended for
use in small-scale 360-degree live Internet broadcasts of a
few dozen viewers, and we did not consider the case of
multiple MR stamps appearing simultaneously. In practice,
however, multiple MR stamps are likely to be displayed
simultaneously by multiple viewers. In this case, the
problem arises that the broadcaster does not know which
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Figure 2: The model of the proposed system

stamp to pay attention to. Therefore, a solution to this
problem requires some methods that emphasize the high-
priority MR stamps that the broadcaster should pay attention
to.

3 PROPOSED SYSTEM

We propose a system for emphasizing MR stamps in 360-
degree internet live broadcasting so that the broadcaster can
pay attention to the high-priority MR stamps. Figure 2
shows the model of the proposed system. Each MR stamp
has a priority calculated based on some information. The
high-priority MR stamps are emphasized so that the
broadcaster can easily notice them. On the other hand, low-
priority MR stamps are displayed moderately or not
displayed at all so as not to overburden the broadcaster.

There are two issues to realize the proposed system. The
first issue is what information should be used as an indicator
to determine priority. There are various ways to determine
priority, depending on what kind of MR stamp the
broadcaster wants to be noticed. For example, if the same
MR stamp is sent to the same location by multiple viewers,
it may be a good idea to raise the priority level since various
viewers often request the same MR stamp at the location.
Alternatively, viewers' contributions to the broadcast could
be reflected in the priority of MR stamps. In this case,
priority can also be calculated using information such as
whether the viewer is a subscribing member of the broadcast
and the number of times the viewer has watched the
broadcast so far. In terms of contributions to the broadcast,
existing live broadcasting services often introduce a
mechanism to emphasize chat messages by paying money as
in the case of YouTube's Super Chat [4]. The method of
calculating priority by money paid is practical because it is a
mechanism that is already used in existing live broadcasting
services. Therefore, in this paper, we assume that the
priority is determined by the money paid by the viewers for
the MR stamps and the effect of the prioritization method is
out of scope.

The second issue is how to emphasize the MR stamps. It
is necessary to find out how to emphasize MR stamps to
grab broadcasters' attention more. There are several ways to
emphasize the MR stamps. In UI/UX design, factors such as
color, size, sound, and display time affect the user
experience [5-8]. Moreover, we need to investigate how to
emphasize the different priority levels. Therefore, the
purpose of this paper is to clarify through experiments what
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kind of emphasis method is suitable and how to vary the
emphasis methods according to the priority level.

4 IMPLEMENTATION

We implemented a prototype system for the proposed
system to evaluate to verify the effectiveness of the
emphasis methods.

4.1 System Architecture

The prototype system was implemented by enhancing the
system of our previous study [3]. The red words and square
shows new implementation in this study and the other parts
are diverted from the previous study. A broadcaster can start
360-degree internet live broadcasting using the client for
broadcaster on a web browser. The 360-degree internet live
broadcasting server distributes it to viewers.

The viewers can watch the 360-degree live video in
spherical format and change the POV as they want while
commenting. The viewers are also able to use the Look and
Go stamps by selecting the kind of stamp and clicking on
the video. When using a stamp, the viewers can specify the
amount they are willing to pay for the stamp. The
stamp/comment server receives the comments and the
prioritized stamps which are based on the amount paid, and
sends them to all clients for viewers and an MR device of
the broadcaster. The broadcaster uses a Microsoft HoloLens
2 as the MR device. In the HoloLens2, the MR stamp
application is running. The application presents emphasized
MR stamps and comments to the broadcaster. The
broadcaster can check the MR stamps in real space through
the HoloLens 2.

The MR stamp application receives 2D position
information of the stamp and needs to transform it to 3D
position information for the MR stamp. To realize the
coordinate transformation, we use a Raycast function in
Unity, which irradiates a 3D ray from an origin point to a
target direction and detects intersecting collisions. The
origin point is the coordinates of the omnidirectional camera.
The target direction can be given by the coordinates of the
stamp. The HoloLens 2 has a function of spatial mapping.
The spatial mapping provides a detailed representation of
real space surfaces in the environment around HoloLens 2.
The raycast detects the intersecting collisions with the real
space surfaces and returns the 3D coordinates. The MR
stamp is displayed on the 3D coordinates.

The comments from the viewers are displayed on a
comment window. The comment window tracks the
broadcaster’s sight.

4.2 Emphasis Methods

The priority of MR Stamps changes with the amount of
payment, based on the mechanism of YouTube's Super Chat,
in which the chat displayed changes depending on the price
range. The prototype system also changes the MR stamps
displayed depending on the price range. In the proposed
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Table
Table 1: emphasis methods of MR stamps Stuffed D Badminton
1 hamster el racket
by payment amount in the prototype system IS
Payment Color Size Sound Display Table
amount (yen) time (sec) Table tennis
- racket Table
0 White Small No sound 5
1-499 Blue Small Low-tone sound |5 = O hcstons] Brondensior
500 —999 Blue Middle Low-tone sound | 10 camera with PC
1000 — 4999 Yellow Middle High-tone sound | 10
5000 — 9999 Yellow Large High-tone sound | 15
Game console

10000 — 19999 | Red Large Long high-tone 15 (Switch)

sound
20000 — Red Extra-large Long high-tone 20 Table

sound

system, the price range is divided into seven levels. When
the price of money is higher, the priority level is higher. In
the prototype system, the actual method of money exchange
is out of scope.

The lowest price of 0 yen was set as the standard display
with no emphasis, and the remaining six levels were set as
MR stamps with emphasis. Four elements were used for the
emphasis: color, size, sound, and time, which can change the
display of MR stamps. Table 1 shows emphasis methods of
MR stamps by payment amount in the prototype system.
The colors are blue, yellow, and red, in that order, based on
the colors used in YouTube’s Super Chat. The size is set so
that the higher the price, the larger the size. The sound is set
in the order of no sound, low-tone, high-tone, and long high-
tone sound, so that the higher the price, the easier it is for
the broadcaster to hear. The display time is set so that the
higher the price, the longer the time is displayed by 5
seconds.

5 EXPERIMENT

Using the implemented prototype system, an experiment
was conducted to see which emphasis method was more
suitable and whether changing the emphasis levels
according to priority level would be effective.

5.1 Environment for the Experiment

The experiment was conducted 7 times with one
broadcaster and one viewer. The reason for experimenting 7
times was to evaluate the emphasis methods for the seven
priority levels. The equipment used in the experiment was
one notebook PC for the broadcaster, one notebook PC for
the viewer, one notebook PC for the server, and a RICOH
THETA V of the omnidirectional camera and a HoloLens 2
of the MR device.

The viewer sent an MR stamp on an object in the room
where the broadcaster was present. The broadcaster looked
around the objects in the room where the MR stamp was
sent and raised his/her hand when could find the MR stamp.
Figure 3 shows the layout of the objects in the broadcaster’s
room. The objects were placed three in each direction on the
front, left, and right from the broadcaster.

The details of the MR stamps sent by the viewers in the
experiments were as follows. There were a total of 14 MR
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stamps sent by viewers in each experiment. These 14 stamps
were Look and Go stamps, each of which was assigned a
priority level of 7. In order to verify whether there was a
difference in the discovery time depending on the payment,
in each experiment, the type of MR stamp and the objects to
be stamped were all fixed, and only the amount of stamp
was changed by the broadcaster. In this way, we were able
to measure the discovery time for the same object at seven
different levels.

There were two evaluation criteria in the experiment. The
first evaluation criterion is the measurement time for the
discovery when the MR stamp is displayed. This is the time
from when the MR stamp is sent to when the broadcaster
raises his/her hand. A stopwatch was used to measure the
time. If the broadcaster did not find the MR stamp after the
first transmission, a second and a third MR stamp with the
same conditions were sent. The second evaluation criterion
was a subjective evaluation of the ease of finding MR
stamps. The subjective evaluation method was a
questionnaire, given only to the broadcaster after the
experiment was finished. The questionnaire consisted of a
five-point scale in terms of whether the elements used for
the emphasis affected the ease of discovery. The closer the
rating was to 5, the greater the impact on discoverability.
The questionnaire also asked the broadcaster to rate the
positive aspects of the MR stamp as well as areas for
improvement, using free-text answers.

5.2 Results

Table 2 and Table 3 show the discovery time depending
on the payment for the Look and Go stamp. The results in
Table 2 show that one broadcaster failed to find the stamp
two times in the case of 100 yen, taking almost 30 seconds
due to the retry. The results in Table 3 show that two
broadcasters failed to find the stamp two times in the case of
0 yen, taking almost 20 seconds due to the retry. The
broadcaster had to look around to find the MR stamps. In
the case of 0 yen and 100 yen, because the MR stamps were
displayed for only 5 seconds, the broadcaster could not find
the MR stamps before they disappeared. In some cases, even
when the payment was 500 yen or more, it took more than 5
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Table 2: An experimental result for the discovery time
on the Look stamp

¥0 ¥100 ¥500 ¥1,000 ¥5,000 | ¥10,000 | ¥20,000
Broadcaster A 4.75 2.12 1.83 2.82 2.60 1.96 1.88
Broadcaster B 3.81 3.15 2.55 4.56 2.87 2.96 4.33
Broadcaster C 4.38 6.79 3.97 5.33 7.03 3.74 3.46
Broadcaster D 2.20 2.25 1.79 1.48 2.76 1.36 2.03
Broadcaster E 3.47 5.23 3.33 3.19 311 6.17 3.01
Broadcaster F 2.63 2.06 2.68 1.97 2.14 1.87 1.37
Broadcaster G 3.95 27.64 2.41 5.60 2.99 5.83 6.17
Average time 3.60 7.03 2.65 3.56 3.36 3.41 3.18
sD 0.91 9.26 0.78 1.62 1.65 1.93 1.67

Table 3: An experimental result for the discovery time
on the Go stamp

¥0 ¥100 ¥500 ¥1,000 ¥5,000 | ¥10,000 [ ¥20,000

Broadcaster A 1.88 3.04 2.55 2.01 1.82 2.02 1.77
Broadcaster B 3.67 2.57 2.89 3.07 3.52 3.90 3.44
Broadcaster C 18.71 6.10 5.00 7.87 5.42 5.98 5.06
Broadcaster D 1.91 2.17 2.29 2.31 1.66 2.28 1.87
Broadcaster E 3.84 3.40 3.06 4.20 2.01 4.30 2.89
Broadcaster F 2.65 2.31 1.64 1.83 2.32 2.44 3.94
Broadcaster G 18.80 4.33 6.62 7.39 5.59 8.25 6.23
Average time 7.35 3.42 3.44 4.10 3.19 4.17 3.60
SD 7.83 1.39 1.75 2.54 1.69 2.28 1.63

Table 4: Questionnaire on whether the elements used
for the emphasis affected the ease of discovery

A B C D E F G Average Score

Color il 4 3 5] 2 s s 3.6
Size 3] s 4 5| 4 3 s 4.1
Sound il 2 4 s 2] 4 4 3.1
Display time 3 4 4 3 4 1 4 3.3

seconds to find the MR stamp, indicating that a retry might
have been necessary if the display time had been 5 seconds.
The display time of the MR stamp was found to be an
important factor for the stamp to be noticed by the
broadcaster.

Table 4 shows the result of the questionnaire on whether
the elements used for the emphasis affected the ease of
discovery. The ratings of each broadcaster showed that only
the size factor was rated no lower than 3 out of 5. The
average scores also showed that size was the most highly
rated of the elements used for the emphasis. The
broadcasters felt that size had the greatest impact on
findability. On the other hand, the average scores for the
color, sound, and display time were above 3, but there were
no significant differences, suggesting that they were not
perceived as having much impact on findability.

To summarize the results of the experiment, the emphasis
method that had the greatest impact on the discovery time of
the MR stamps was the length of the display time. The
broadcaster's subjective perception was that the size of the
MR stamp had the greatest impact on the ease of discovery.
Therefore, it was found that by varying the size and display
time factors of the MR stamps, the MR stamps with higher
priority could be given more emphasis.
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6 CONCLUSION

In this paper, we proposed a method to emphasize MR
stamps according to priority. Assuming that the priority
level is determined by the amount of money paid to send the
MR stamp, we conducted experiments to investigate the
effective factors in emphasizing MR stamps. A prototype
system was developed in which the color, size, sound, and
display time of MR stamps changed in seven levels
depending on the priority level. Experimental results with
the prototype system showed that display time had the
greatest impact on MR stamp discovery time, while size had
the greatest impact on the broadcaster's subjective
evaluation.

For future work, the experimental method needs to be
improved. In our experiment, we tested the effect of the
emphasis methods in an environment where only one MR
stamp was displayed at the same time, but the effect should
also be tested when multiple MR stamps are displayed.
Moreover, it is necessary to verify the upper limit of the
number of stamps to be displayed when multiple MR stamps
are displayed. Furthermore, we would like to improve the
usability of MR stamps.
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Abstract - Smooth turn-taking during conversation is
important for enhanced conversational satisfaction. How-
ever, unintended turn-taking for the speaker can occur. This
turn-taking interrupt the speaker’s speech and cause dis-
comfort. In addition, it also leads to incomplete trans-
mission of information. From the listener's perspective, they
cannot fully understand the speaker's intentions and in-
formation. This research considers that the cause of these
unintended turn-taking is the difficulty in consistently in-
terpreting the “Speech Intervals” that occur during con-
versation: “Interval in speech” and “Interval after speech”.
The purpose of this research is to enhance conversational
satisfaction by unifying the interpretation of these “Speech
Intervals” between the speaker and listener, thereby pre-
venting such unintended turn-taking. To achieve the purpose,
this paper proposes two methods to visualize speech in-
tervals: 1) The Ball Method and 2) The Rise-up Button
Method. We investigated the effect of these methods of
visualizing speech intervals during conversation.

Keywords: Speech Intervals, Turn-taking, Communication
Support Systems

1 INTRODUTCION

1.1 Background

Smooth speakers turn-taking during a conversation is
important for improving conversational satisfaction. How-
ever, there are cases where turn-taking occur at unintended
timings for the speaker. These unintended turn-taking can
cause discomfort by interrupting the speaker's speech, as
well as causing it to end incompletely. Furthermore, the
intention behind the speech may not be adequately conveyed
to the listener. These unintended turn-taking are problematic
for both the speaker and listener and can reduce con-
versational satisfaction. In this research, we considered that
one of the factors contributing to unintended turn-taking is
the gaps that occur during speech. We express the gaps to
“Speech Intervals™!.

1.2 Definition of Speech Intervals

We identify two types of speech intervals: “Interval in
speech” and “Interval after speech”. Figure 1 shows the spe-

! This work is supported by JSPS KAKENHI Grant Numbers
22H03635, 23K24891.
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Figure 1 : Speech Intervals

ech intervals. A and B are conversation participants. The
waveform portions represent times when they are vocalizing,
and the dotted line segments represent speech intervals
when they are not vocalizing. “Interval in speech” refer to
the segments where the speaker temporarily pauses or in-
terrupts their speech due to reasons such as breathing or
thinking. In Figure 1, the interval on the left enclosed by the
dotted line is “Interval in speech,” after which the same
speaker continues speech. On the other hand, the interval on
the right in Figure 1 represents “Interval after speech” which
occurs when a speaker has completely finished their speech.
Ideally, turn-taking should occur during this interval.
However, if the speaker and listener have different rec-
ognitions of this interval, unintended turn-taking may occur.
For example, if the listener judges it as “Interval after
speech” while the speaker intends it as “Interval in speech”
and continues speaking, a turn-taking may occur. This turn-
taking is unintended for the original speaker.

Sacks [1] proposed a set of speaker transition rules des-
igned to minimize overlap (when two or more people are
speaking at the same time) and gaps (when no one is spe-
aking, similar to intervals) in conversation. According to
these rules, if a gap occurs during a conversation, one will
start speaking. Additionally, Stivers et al. [2] reported that
among speakers of 10 languages including English, Italian,
and Chinese, Japanese speakers responded with the shortest
gaps on average. In other words, Japanese people tend to
start speaking when a gap occurs during conversation.
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1.3 Research Subject

The objective of this research is to prevent unintended
turn-taking and improve conversational satisfaction. In this
research, conversational satisfaction is defined as follows:

1. The speaker's intention is conveyed.
The speaker does not feel discomfort.

3. There is no complaint with the conversation content
and conclusions.

To achieve the objective, this research proposes a method
to visualize speech intervals during conversation. Specifica-
lly, it visualizes whether a speech interval is an “Interval in
speech” or an “Interval after speech,” to prevent turn-taking
from the listener during the speech. We implemented two
prototypes of visualizing speech intervals methods: the Ball
Method and the Rise-up Button Method. We conducted an
experiment comparing these two proposed methods with a
condition without using a visualization method. Figure 2
shows the proposed methods and the experimental state. The
experiment yielded the following results:

®  Visualizing speech intervals does not improve conv-
ersational satisfaction.

®  Depending on visualization methods, conversational
satisfaction may decrease.

These results suggest that visualizing speech intervals to
prevent unintended turn-taking does not improve conver-
sational satisfaction, and in some cases, the visualization
method can decrease satisfaction. Based on these results,
this paper discusses the effect of visualization of speech
intervals on conversations, discusses the possibility that
visualization of speech intervals could be effective under
certain conditions and adequacy of visualizing methods.

Figure 2 : The state of experiment
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2 RELATED WORKS

In an area related to this research, Beattie [3] studied
interruptions during speech. When simultaneous speech
occurs, the original speaker's speech gets interrupted. He
stated that due to this interruption, the current speech may
end up incomplete. Additionally, he mentioned the pos-
sibility of speech interruptions occurring even without
simultaneous speech. He speculated that such interruptions
occur at locations called “encoded pauses [4]”. Ferguson [5]
referred to these interruptions as “silent interruptions”.

In addition, Beattie analyzed four types of interruptions
from group conversation video data: three involving speech
overlap (simple interruption, overlap, butting-in interrup-
tion) and one without overlap (silent interruption). The
results showed that on average 34.3% of speaker transitions
involved some kind of interruption. Silent interruptions ac-
counted for 10% of all interruptions in those conversations.
In contrast, overlaps occurred more than four times as
frequently as silent interruptions. While overlap has been
studied extensively [6], and Beattie regarded it as the most
common type of interruption, he noted that “Nevertheless,
almost 10% of all interruptions are silent interruptions.” ([3],
p-24) Therefore, if speech interruptions are considered a
type of unintended turn-taking, preventing their occurrence
has significance.

3 METHOD

3.1 Method Details

In this research, we propose a method to visualize speech
intervals during conversations. In considering this method,
we defined the following two requirements:

Requirementl. Speech continuation must be clear.
Requirement2. Speech completion must be clear.

To visualize speech intervals, there is a need to express
the intention to continue speaking (desire to continue the
speech) and the intention to end speaking (no desire to
continue the speech). Therefore, we defined these two
requirements. We propose the following two methods that
meet these requirements:

®  The Ball Method
®  The Rise-up Button Method

Figure 3 shows the Ball Method and Figure 4 shows the
Rise-up Button Method. For the Ball Method, we used a red
rubber ball with a diameter of about 13 c¢cm for easy visibility.
For the Button Method, we used a device [7] which pressing
a red button at hand causes a plate with a red circle drawn
on it to stand up.



Figure 4 : The Rise-up
Button Method

Figure 3: The Ball Method

3.2 Method Points

There is a difference between these methods - whether the
method is shared or independent for everyone. This dif-
ference is considered to change the resistance to speech. In
the Ball Method, the physical action of taking the ball is
required to speak. It can impose a large physical load. On
the other hand, the Button Method only requires the
relatively low-load action of pressing a button at hand. This
difference may influence the speech. Additionally, there is a
difference in how pauses after speech completion are ex-
pressed. In the Ball Method, after completing speech, the
ball is returned and the next speaker takes it, visualizing the
speaker transition flow during the pause after completion.
The role of gaze in speaker turns has also been reported in
previous studies [8], and the ball serves the role of guiding
the gaze during turn-taking. On the other hand, in the case of
the Buttons, since each system is independent, the time
required for speaker turns is expected to be shorter than in
the ball condition, but it can also be described as dis-
continuous. The effect of these differences on the exp-
eriment is also investigated.

4 EXPERIMENT

4.1 Experiment Details

The participants were 12 students aged 20-24 years old
(seven males, five females). The experiment was conducted
in a university seminar room that accommodates 24 people.
Four desks were arranged in the center of the room, and the
participants were seated facing each other. A camera was set
up to record the experiment. Additionally, one desk was
placed on each side, with a computer displaying instruction
slides and a timer on the desk at the back from the camera's
view, and a mobile phone for audio recording on the desk in
the front. The state of experiment is shown in Figure 2.

The experiment was conducted with groups of four
people, repeated three times each. In each experiment, the
participants had a 10-minute conversation. The topic was “If
the group members were to have 3 meals together tomorrow,
what dishes would you want to eat?” with the sub-topics of
breakfast (topic 1), lunch (topic 2), and dinner (topic 3), and
the participants had to reach a conclusion. For the three
repetitions, the two methods proposed in the previous
chapter were applied, along with a condition without any
method, for a total of three conditions.
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4.2 Instruction Contents

Regarding the three conditions shown above, they were
defined as follows:

Condition 1: Control condition (None)
Condition 2: Ball condition
Condition 3: Button condition

The experiment was conducted considering the potential
influence of the order of conditions. For the first group, the
conditions were in the order of Control condition, Ball
condition , Button condition. For the second group, the order
was Button condition, Control condition, Ball condition. For
the third group, the order was Ball condition, Button con-
dition, Control condition. For Ball condition and Button
condition, the following rules were set:

Ball Condition:

®  Place the ball at the central location among the four
participants.

®  When speaking, hold the ball while doing so.

®  After finishing your speech, return the ball to its

original position or pass it to another person.

Button Condition 3:

®  Each participant has the button device shown in Figure
2 in front of them.

®  When speaking, press the button to make the circular
plate stand up.

®  After finishing your speech, return the circular plate
being down.

®  While a participant's circular plate is standing up, the

other participants do not speak.

In the experiments for Ball Conditions and Button Condition,
the above respective rules were instructed, and the participa-
nts followed them during their conversations.

4.3 Evaluation

The evaluation was conducted through a questionnaire.
After each condition, a paper questionnaire was distributed
(response time: 10 minutes), and participants were asked to
respond. The evaluation items consisted of 10 questions
encompassed within the following three major categories, as
well as an open-ended comments section and a post-
experiment questionnaire, for a total of 12 indicators. For
the 10 questions mentioned, a 7-point Likert scale was used.
The contents of the questions are shown in Table 1 to Table
3.
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Table 1: Your own participation in the conversation

Do you think you were able to actively express

1 .

Q your opinions?

Q2 | Do you satisfy with your own comments?

Q3 Do you think you were able to concentrate on the
discussion?

Q4 Do you think you were able to communicate your
intentions to the other participants?

Table 2: Impressions of other participants

Qs Do you think you understood the intentions behind
the other participants' comments?

Q6 Do you think the other participants were able to
communicate their intentions to each other?

Q7 Did you feel positively towards the other part-
icipants?

Table 3: Impressions of other participants

Q8 Do you think your group was able to have an active
conversation?
Do you satisfy with the process your group went

Q9 .
through to reach a conclusion?

Q10 Do you satisfy with the conclusion your group

reached?

In the post-experiment questionnaire, participants’ attributes
were surveyed, and they were asked to rate their closeness
with each other group member on a scale of 1-5 (1 : not
close ~ 5 : very close)

5 RESULT

The results will be explained in two types: the results
obtained from the questionnaire and the results obtained
from the audio recordings. Due to equipment trouble during
the experiment, results from the questionnaire were obtained
for three groups, while results from the video were obtained
for groups 1 and 2.
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74 — T Table 6: The number of unintended turn-taking
6 — .
No condition B"?”. Butjco.n
5 _ . condition condition
Group 1 19 2 1
4 -
3 Group2 8 0 0
2 —
1 5.2 Audio Result
| | |
None Ball Button Tables 4-6 show the results of the speech analysis. The
audio analysis was conducted using ELAN [9]. From the
. Th ¢ audio, the durations of silence time and the number of turn-
Figure 8: The result of Q.8 taking were obtained. The duration of silence time is the
total time where there was no vocalization for 0.1 seconds or
51 S Resul more during the conversation. For group 1, the silence
: urvey Result durations for Control condition, Ball condition, and Button

The Friedman test was used for the analysis, and
Bonferroni's method was used for the post-hoc multiple
comparisons. The significance level was set at 0=0.05.
Significant differences were found in the Friedman test for
Ql, Q3, Q4, and Q8. For the question items with significant
differences, multiple comparisons using Bonferroni's me-
thod were performed. For Q1, there was a significant dif-
ference between Control condition and Ball condition
(p=0.024). For Q3, there was a significant difference bet-
ween Control con-dition and Ball condition (p=0.002). For
Q4, there were significant differences between Control
condition and Ball condition (p<0.001), and between Button
condition and Ball condition.(p=0.022). For QS, there were
significant differences between Control condition and Ball
condition (p<0.001), and between Button condition and Ball
condition (p=0.015). Figures 5-8 show the results for the
question items with significant differences. For the other
questions (2, 5, 6, 7, 9, 10), there were no significant
differences between any conditions. In particular, there were
no significant differ-ences between Control condition and
Button condition for all 10 questions.

Table 4: Silence time

None Ball Button
Group 1 166.2 s 322.35s 340.54 s
Group2 200.79 s 239.68 s 274.83 s
Table 5: The number of turn-taking
None Ball Button
Group 1 271 93 80
Group2 189 50 63
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condition were 166.2 seconds, 322.35 seconds, and 340.54
seconds respectively. For group 2, they were 200.79 seconds,
239.68 seconds, and 274.83 seconds respectively. As for the
number of turn-taking, for group 1 in Control condition, Ball
condition, and Button condition, there were 271, 93, and 80
instances respectively. For group 2, there were 189, 50, and
63 instances respectively. Additionally, based on inferring
from the speech content, the numbers of unintended turn-
taking judged to have occurred were 19, 2, and 1 for group 1
in Control condition, Ball condition, and Button condition
respectively. For group 2, they were 8, 0, and O respectively.
Due to the small amount of data, statistical testing could not
be performed on the audio analysis results.

6 CONSIDERATION

Since the proposed methods showed a decreasing trend in
the targeted turn-taking for both Ball condition and Button
condition compared to Control condition, we can consider
that the proposed methods were able to prevent unintended
turn-taking for the speaker. However, the survey results
showed that conversational satisfaction levels did not
increase in either Ball condition or Button condition
compared to Control condition. Therefore, we can infer that
visualizing speech intervals and preventing unintended turn-
taking for the speaker does not have an effect of improving
conversational satisfaction. Additionally, since Ball con-
dition showed significantly lower scores for four of 10
questions compared to Control condition and two questions
compared to Button condition, we can say that the vis-
ualization speech intervals method may decrease satisfaction
levels in some cases.

7 DISCUSSION

7.1 Potential for Visualizing Speech Intervals

The experimental results suggest that visualizing speech
intervals does not have an effect of improving conversation
satisfaction. However, we think that this result cannot be
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generalized to all situations. Here are some comments from
participants in the condition 1 experiment:

® | felt happy being able to talk without thinking about
using the system.

® In the Ball condition and Button condition, un-
necessary talk was not possible.

These comments suggest that some people felt Control
condition was better in this experiment. However, these
comments can only be judged as better in the context of this
experimental setting. In this experiment, all participants
belonged to the same laboratory in university and regularly
interacted with each other, so the intimacy levels of groups
1-3 were relatively high at 3.42, 4.08, and 3.67 (rounded to
two decimal places), indicating the groups were composed
of relatively close members. Additionally, the conversation
content was similar to daily conversation. In other words,
the conversations in this experiment were "casual conver-
sations among close individuals with low importance."
Therefore, talking without thinking or engaging in un-
necessary speech did not decrease conversational satis-
faction. However, we speculate that the effect of such
speech may differ depending on the relationships among
members and the importance of the conversation. Con-
sequently, visualizing speech intervals may have the pot-
ential to improve satisfaction in conversations under specific
conditions. We suggest the following two conditions:

®  Conversations among participants with low intimacy
®  Highly important conversations

Going forward, the effect of visualizing speech Intervals
on conversational satisfaction under such specific conditions
will be investigated. Additionally, appropriate visualization
methods for those situations will also be considered.

7.2  Adequacy of Methods

In the experiment, we visualized speech intervals using
the two methods of the Ball Method and the Rise-up Button
Method, and intentionally limited speech to prevent unin-
tended turn-taking for the speaker. In this section, we will
discuss the appropriateness of these methods.

Both methods were able to prevent the targeted turn-
taking. Additionally, in the conditions using the methods,
there was an increasing trend in silent time and a decreasing
trend in the number of turn-taking compared to Control
condition. However, the survey results showed that while
satisfaction levels significantly decreased in Ball condition,
there was no significant difference in Button condition. This
may be attributed to the characteristics of the systems. In the
comments from participants in Ball condition, seven people
expressed negative opinions about the method. Furthermore,
in the comments obtained from participants in Button con-
dition, one said, “There was only one ball, but each person
had their own button, so it was easy to press.” As mentioned
in Section 3.2, this is a clear difference between the Ball
Method and the Button Method. Because of this, we infer
those participants felt resistance to speaking in the Ball
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Method. From these results, since sharing one object to
visualize speech intervals seemed to place a load on
participants, the Ball Method is not appropriate.

For Button condition, there was no significant decrease in
the survey results compared to Control condition. Add-
itionally, the comments did not clearly suggest any negative
effects from using the method. Based on this, we consider
the Button Method to be suitable for visualizing speech in-
tervals. However, one comment stated, "I had the impr-
ession that it was somewhat difficult to understand the
timing of speech from the person sitting right next to me."
This does not imply that the method itself made it difficult
to understand the timing of speech, but rather that it was
difficult to understand compared to the two people in front.
If this method was not used, there would be fewer cues to
infer the timing of speech, which would make it even more
difficult to understand. For this reason, we do not consider
this comment to suggest a negative effect of the method.
However, this is an area for improvement in the method, and
the details of the method need to be reconsidered.

Another method that should be compared to the visu-
alizing speech intervals methods used in this experiment is
the automatic visualization methods. The results suggested
that operating a system could place a load on the speaker.
Therefore, automating the process could enable visualization
without burdening the speaker. As a future prospect, we will
reconsider the Button Method and explore methods to
automatically visualization system and compare them to
propose a more suitable method for visualizing speech
intervals.

7.3 Limitation of the Experiment

All participants in this experiment were Japanese. How-
ever, the length of speech intervals taken by speakers varies
across different languages [2]. If the length of speech
intervals differs, it can be inferred that the effect of visu-
alizing those intervals would also differ. Therefore, the
insights gained from this experiment have limitations and
cannot be realistically generalized to all languages.

8 CONCLUSION

In this research, we focused on the gaps during speech to
prevent unintended turn-taking for the speaker. We con-
sidered two types of speech intervals: “Interval in speech”
and “Interval after speech”. By visualizing these intervals
and limiting speech, we aimed to prevent unintended turn-
taking for the speaker and improve conversational sat-
isfaction. To achieve the purpose, we proposed the Ball
Method and the Rise-up Button Method to visualize speech
intervals. The experimental results showed that the proposed
methods did not improve satisfaction levels, and in some
cases, the methods even decreased satisfaction. Comments
from participants suggested that in this experiment, con-
versations in Control conditions had higher satisfaction, but
also indicated that results could change depending on factors
such as the intimacy between conversation participants and
the importance of the conversation. As a future prospect, we
will consider investigating situations under which visu-
alizing speech intervals would be effective. Additionally, we



will reconsider the Button Method and explore methods to
automatically visualization method of speech intervals, and
investigate the effects that these methods have on con-

versational satisfaction.
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Abstract - Sales demonstration is one of the sales promo-
tion methods widely used in food stores. Sales demonstra-
tions, however, are rarely performed after COVID-19 to pre-
vent the spread of infections. In this paper, we attempt a new
sales promotion approach with auditory without gustatory and
tactile stimulation. We employ a highly-directional paramet-
ric array loudspeaker, which enables us to send sound sig-
nals in a narrow range of directions. Experiments of Yamato-
maru eggplant sales promotion were conducted in a real store
to promote customers’ purchasing behavior by playing two
kinds of sound from a parametric array loudspeaker or a nor-
mal loudspeaker. We analyzed the sales amount data with and
without auditory stimulation from the parametric array loud-
speaker with the considerations of biases such as day-of-week
and time-of-day biases. The analytical results show that au-
ditory stimulation by sales pitch audio sent from a parametric
array loudspeaker increased sales amount by 1.52 times.

Keywords: Auditory stimulation, behavioral change, para-
metric array loudspeaker.

1 Introduction

Food stores such as supermarkets often perform sales pro-
motions such as sales demonstrations, pop displays, posters,
ﬂyers, leaflets, and store announcements to increase sales.
Sales demonstration, especially, is effective in promoting cus-
tomers’ purchasing behavior because store employees can di-
rectly convey the taste and information of products to cus-
tomers|[1].

However, after the spread of COVID-19, sales demonstra-
tion is rarely performed to prevent the spread of infections.
There is a growing need for a new sales promotion approach
based on tactile and gustatory senses with the considerations
on infections.

Several studies have reported sales promotion without tac-
tile or gustatory senses based on olfactory[2] and auditory[3],
[4] stimulation. Olfactory stimulation, i.e., a smell approach,
is effective only for customers close to the stimulator but is
inefficient for promotion to customers at a distance. A special
aroma diffuser is also required for long-term stimulation. Au-
ditory stimulation, i.e., an acoustic approach using in-store
background sound, is effective for customers at a distance.
Some customers may feel inconsistency of the music with the
atmosphere of in-store sections.

In this paper, we propose a new sales promotion approach
without gustatory and tactile stimulation as one of the substi-
tutions of sales demonstrations in a new lifestyle after COVID-
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19. We focus on auditory stimulation as possible stimula-
tion in a new lifestyle. Based on the results presented in [3],
[4], sales promotion with music in a whole area or store sec-
tion is ineffective. We therefore install a parametric array
loudspeaker to provide auditory stimulation in a specific area.
A parametric array loudspeaker is a highly-directional loud-
speaker, which allows us to send sound signals in a narrow
range of directions. We believe that we realize auditory stim-
ulation with clear sound even in a noisy environment with
other in-store promotion sounds.

The impact of auditory stimulation using a parametric array
loudspeaker on sales promotion is not studied. To verify how
intervention with a parametric array loudspeaker affects cus-
tomers’ purchasing behavior, we conducted a sales promotion
experiment in a real store in July 2022, using Yamato-maru
eggplant as the target of a sales promotion. We used sales
pitch audio played on a normal loudspeaker and a parametric
array loudspeaker as auditory stimulation and collected sales
amount data. The sales amount data was then analyzed with
the considerations of biases such as day-of-week and time-of-
day biases.

Our main contributions are twofold:

* We propose a sales promotion method using a paramet-
ric array loudspeaker to promote customers’ purchasing
behavior, which can be one of the substitutions of sales
demonstrations in a new lifestyle after the COVID-19.

* We conducted an empirical experiment to show the ef-
fectiveness of the auditory stimulation in a specific area.
We demonstrate that a parametric array loudspeaker can
promote customers’ purchasing behavior when appro-
priate sounds such as sales pitch audio are used.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews researches on the changes in purchasing behav-
ior using olfactory and auditory sales promotion methods. In
Section 3, we present our proposed method, i.e., promoting
customer purchasing behavior using a parametric array loud-
speaker. Section 4 describes the empirical experiment con-
ducted in a real store, followed by evaluations in Section 5.
Finally, Section 6 concludes the paper.

2 Related Work

The literature has studied olfactory and auditory stimula-
tion as the sales promotion without the senses of tactile and
gustatory perception. In this section, we review existing re-
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search on sales promotion with olfactory and auditory stimu-
lation.

2.1 Sales Promotion Based on Olfactory
Stimulation

Mayumi et al. presented sales promotion method based on
aroma diffusion[2]. They diffuse spice and curry smell, cor-
responding to recipes, from an aroma diffuser in the food sec-
tion of a supermarket to promote customers’ purchasing be-
havior of eggplant. The experiment was conducted for one
month with a constant price without any other sales promo-
tion such as pre-announcements. The results of sales amount
analysis showed that the aroma diffusion increased both the
number of visiting customers to and the time spent at the
sales section. The sales amount have also tended to increase.
The experiment was conducted for one month, and during
the experiment period, the price was kept unchanged, and no
sales promotion was conducted through prior notification or
appealing to customers. The results showed that aromas in-
creased the number of visits to the sales section and the time
spent there, and that the amount of sales tended to increase.

Mayumi et al. indicated that aroma diffusion is less effec-
tive for customers distant from an aroma diffuser[2]. There
is a limit to the range of aroma reach, which makes it diffi-
cult to deliver aroma to the entire store. Another problem of
olfactory stimulation includes the influence of store air condi-
tioning system and the mixture of aromas with other products.

In this study, we aim to realize a method using auditory
stimulation instead of olfactory stimulation.

2.2 Sales Promotion Based on Auditory
Stimulation

Background music (BGM) influences customers’ purchas-
ing behavior[5], [6]. Background sound can be utilized as au-
ditory stimulation to promote customers’ purchasing behav-
ior. Unlike the olfactory stimulation, an auditory stimulation
approach has small influence from distance and air condition-
ing systems.

Spendrup et al. presented sound-based sales promotion us-
ing nature sounds as in-store background music[3]. They an-
alyzed how customers’ purchasing behavior changes when
background music, such as birds chirping, is used in a super-
market. The results showed that the nature sounds increased
customers’ willingness to purchase organic and environmen-
tally friendly foods. However, Spendrup et al. also indicated
that the effect of the nature sounds was limited. The reason
may be that the background music did not match the atmo-
sphere in the store, and some customers found the natural
sound discomfort.

Milliman et al. examined how customers’ purchasing be-
havior changes when the tempo of in-store background mu-
sic is changed[4]. They conducted an intervention with cus-
tomers in a supermarket under three conditions of in-store
background music: no music, slow-tempo music, and fast-
tempo music. The results showed that the amount of sales
increased significantly when slow-tempo music was played
compared to when fast-tempo music was played. The rea-
son may be that the slow tempo music made customers move
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Figure 1: Overview of the proposed method

more slowly in the store, and they stayed longer in the store.
However, slow-tempo music does not always have a positive
effect on customers’ purchasing behavior. The reason for this
is that the increase in time spent in the store may decrease the
turnover rate of the store, which may result in a decrease in
the amount of sales.

Customers’ purchasing behavior changes with the back-
ground music may include unknown effects. We think it dif-
ficult to find background music promoting customers’ pur-
chases with no discomfort for all customers. In this study, we
focus on loudspeakers that play sound rather than background
music instead of sound content.

3 Sales Promotion Using Parametric Array
Loudspeaker for Auditory Stimulation

In this section, we present a sales promotion method us-
ing a parametric array loudspeaker. A parametric array loud-
speaker transmits sound signals to a narrow range of direc-
tions, which enables us to deliver clear sound to a specific
area even in a noisy environment. We aim to increase the op-
portunities for customers to recognize a sales target product
to promote purchasing behavior.

3.1 Overview

Figure 1 shows an overview of our sales promotion system
using a parametric array loudspeaker. In a sales demonstra-
tion, a demonstrator makes a sales pitch to customers about a
target product to evoke purchasing behavior. In this study, we
play sales pitch audio from a parametric array loudspeaker to
evoke customers promoting purchases.

The following subsections describe the details of the loud-
speakers and song/audio used in our system.

3.2 Loudspeaker

We use a parametric array loudspeaker, which is a highly
directional loudspeaker that transmits audible sound to a nar-
row range of directions. A parametric array loudspeaker con-
sists of a number of ultrasound transmitters placed in a line.
Using highly directional ultrasound signals, a parametric ar-
ray loudspeaker realizes a narrow-directional loudspeaker. Hu-
mans cannot hear ultrasound signals. Specially modulated ul-
trasound signals are therefore transmitted from multiple ultra-
sound transmitters to generate an unmodulated low-frequency
hearable sound.

Unlike normal loudspeakers, a parametric array loudspeaker
delivers sound signals in a small area. We can use a big sound



Parametric
Array
Loudspeaker

Figure 2: Experiment setup

to make a sales pitch to overcome in-store noise without in-
terfering with other sales sections.

3.3 Sales Pitch Audio

For auditory stimulation from a parametric array loudspeaker,

we prepare for sales pitch audio carrying information of a tar-
get product including the brand and the origin district. Cus-
tomers are considered to make a purchase decision based on
three attributes: brand, origin district, and price. Price infor-
mation is available in the sales section. We use a sales pitch
talk and a song including brand and origin district informa-
tion.

4 Empirical Experiment

We conducted an empirical experiment in a food store to
evaluate the proposed method described in Section 3. In this
experiment, we prepared five conditions to compare the effect
of loudspeakers and song/audio interventions. The effect was
evaluated based on the sales amount.

The following subsections describe the experiment setup,
experiment conditions, and equipment used.

4.1 Experiment Setup

Figure 2 shows an experiment setup of auditory stimulation
using a parametric array loudspeaker. In this experiment, we
used Yamato-maru eggplant produced in Yamato-Koriyama
City, Nara Prefecture in Japan. Note that Yamato-maru egg-
plants are a more expensive product than common eggplants.
Therefore, customers do not purchase them on a daily basis.

This experiment was conducted at the AEON Mall Yamato-
Koriyama store located in Yamato-Koriyama City, Nara Pre-
fecture in Japan, for approximately one month. The experi-
ment was conducted from July 4 to July 31 in 2022, which
was the season for Yamato-maru eggplants.

In this experiment, we did not conduct sales promotions
such as handing out flyers to avoid the influence of advance
notice. To compare several conditions and accurately inves-
tigate changes in purchasing behavior, we kept the state of
other sales media such as flyers and the food model of dishes
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Figure 3: Layout of the supermarket during the experiment

using Yamato-maru eggplant at the sales section during the
experiment period.

Note that the experiment was conducted with no control
on store sounds. Store announcements and sound advertise-
ment in other sales sections have been made as usual, which
resulted in a noisy environment.

As shown in Fig. 3, we installed a parametric array loud-
speaker approximately 1 to 2 meters away from the sales sec-
tion. In a sales demonstration, a demonstrator directly ex-
plains products to consumers near the sales section. We em-
ulated the similar situation as the sales demonstration where
only the customers near the sales section are attracted. On
installation of a parametric array loudspeaker, we conducted
several in-store tests by adjusting the angle of the speakers
to ensure that the sound was clearly audible in the aisles fre-
quented by customers.

This experiment was approved by the Research Ethics Com-
mittee of Kio University (permission #R3-03-2).

4.2 Experiment Conditions

We conducted the following five experimental conditions
to investigate the effects of a parametric array loudspeaker on
promoting consumer purchasing behavior.

e Control (C): No intervention with auditory stimulation
e Testl (T1): Sales pitch audio from a normal loudspeaker
e Test2 (T2): Sales song from a normal loudspeaker

e Test3 (T3): Sales pitch audio from a parametric array
loudspeaker

e Test4 (T4): Sales song from a parametric array loud-
speaker

We used the no-intervention condition with auditory stimula-
tion as a baseline.

Table 1 shows the experiment schedule. We carefully sched-
uled the above test conditions to collect data to eliminate sales
bias from the day of the week and the time of day.

4.3 Equipment

We used the Audfly FS-B1-Prol parametric array loud-
speaker shown in Fig. 4. For comparison, we used a nor-
mal loudspeaker with a diameter of approximately 50 mil-
limeters. We controlled each loudspeaker from a Raspberry
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Table 1: Experiment schedule

Day in July | 9:00- 10:00- 11:00- 12:00- 13:00- 14:00- 15:00- 16:00- 17:00- 18:00- 19:00- 20:00—
10:00  11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00  20:00  21:00
4 (Mon) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C
5 (Tue) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4
6 (Wed) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3
7  (Thu) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2
8  (Fri) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4
9  (Sat) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C
10 (Sun) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4
11 (Mon) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2
12 (Tue) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3
13 (Wed) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2
14 (Thu) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4
15 (Fri) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1
16 (Sat) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1
17 (Sun) T4 C Tl T2 T3 T4 C T1 T2 T3 T4 C
18 (Mon) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4
19 (Tue) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2
20 (Wed) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1
21 (Thu) T2 T3 T4 C Tl T2 T3 T4 C T1 T2 T3
22 (Fri) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C
23 (Sat) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3
24 (Sun) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2
25  (Mon) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3
26 (Tue) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C
27 (Wed) T3 T4 C T1 T2 T3 T4 C T1 T2 T3 T4
28  (Thu) T4 C T1 T2 T3 T4 C T1 T2 T3 T4 C
29 (Fri) T2 T3 T4 C T1 T2 T3 T4 C T1 T2 T3
30 (Sat) T1 T2 T3 T4 C T1 T2 T3 T4 C T1 T2
31 (Sun) C T1 T2 T3 T4 C T1 T2 T3 T4 C T1

LT

o200

(T Er

UL LT
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Figure 5: Sales pitch audio made by VOICEVOX text-to-
speech software

vertising Yamato-maru eggplant. Both sales pitch audio and
sales song include the brand Yamato-maru eggplant from the
origin district of Yamato-Koriyama City.

Figure 4: Audfly FS-B1-Prol parametric array loudspeaker

Pi 3A+ to switch the sound signals and loudspeakers based on 4.5 Sound Playback System
the schedule shown in Table 1. The equipment was connected

to the Internet via an LTE network to be remotely controlled. We implemented a shell script program, which runs on a

Raspberry Pi, to play the sales pitch audio or sales song from

. . a parametric array loudspeaker or a normal loudspeaker. The

44  Song and Audio Setting playing schedule was stored in a CSV file, which was loaded

We used sales pitch audio and sales song including brand into the program to choose the sound source and an output
and the origin district information, as described in Section 3.3. loudspeaker.

As shown in Fig. 5, sales pitch audio was made by the VOICEVOX  We put a gap time of 10 minutes for the transition between

text-to-speech software. The sales song is a short song ad- test conditions. The sales pitch audio or sales song was re-
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Figure 6: Hourly sales amounts

Time of intervention

Table 2: Total sales for each condition

Conditions [ Sales JPY)
C: No intervention with auditory stimulation 12672
T1: Ordinary loudspeaker and sales pitch audio 15360
T2: Ordinary loudspeaker and advertising song 12800
T3: PAL and sales pitch audio 19200
T4: PAL and advertising song 11520

peatedly played for 50 minutes. For example, for Testl from
9:00 to 10:00, sales pitch audio was repeatedly played from
10:05 to 10:55 to prevent sound played simultaneously from
normal and parametric array loudspeakers.

5 Evaluation
In this section, we evaluate the sales data to show the im-

pact of the method of promoting customers’ purchasing be-
havior with a parametric array loudspeaker.

5.1 Evaluation and Discussion of Empirical
Experiment

We used data only from the AEON MALL Yamato-Koriyama

store in this paper because Yamato-maru eggplant was not
sold for a long time in other store due to the limited produc-
tion. Therefore, it is impossible to compare the results with
those for other stores or regions.

For about one month, from July 4 to July 31, we conducted
five conditions of Control (C) to Test4 (T4) in the experiment.
From 9:00 to 21:00, we calculated the sales of Yamato-maru
eggplant every hour.

The total sales amounts for each experimental condition are
shown in Table 2. The total sales amounts of T3 was the high-
est in Table 2. The total sales amounts of T3 was 1.52 times
higher than that of C.

The hourly sales amounts are shown in Figure 6. In Fig-
ure 6, the vertical axis represents the cumulative sales amount
for each hour, and the horizontal axis represents time of in-
tervention. It can be seen that Test3 (T3) showed significant
growth at 16:00 and 18:00. It also can be observed that Test2
(T2) showed growth at 11:00 and 12:00. According to the to-
tal sales for each hour, there is an increasing trend from 11:00
to 12:00. It is expected that a lot of people would purchase
ingredients for lunch or dinner in this period.
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Figure 7: Sales amounts of conditions with parametric array
loudspeaker

Table 3: Total sales of conditions with parametric array loud-
speaker

| Control (C)  Test3 (T3) Test4 (T4)
9:00— 512 512 256
10:00—- 1280 768 1792
11:00- 1920 1664 2432
12:00- 1024 1536 2176
13:00— 1408 2560 256
14:00— 640 1152 640
15:00— 896 1536 896
16:00— 1024 2944 640
17:00— 1024 1536 896
18:00- 1024 3968 256
19:00- 1152 512 1024
20:00- 768 512 256

5.2 Evaluation and Discussion of Conditions
Using Parametric Array Loudspeaker

We evaluate and discuss T3 and T4, which involve the use
of parametric array loudspeaker. We will compare these con-
ditions to the following three scenarios:

e C: No intervention with auditory stimulation
e T3: Intervention with a sales pitch audio
e T4: Intervention with a sales song

Hourly sales are shown in Table 3 and Figure 7. First, com-
pared T4 to C, sales increased from 10:00 to 12:00. However,
from 13:00 onward, sales in T4 remained the same or even
lower than sales in C. According to Table 2, the total sales in
T4 were lower than sales in C.

Sales of T3 were initially similar to or lower than C un-
til 12:00. However, sales for T3 exceeded those for C from
12:00 to 18:00. Furthermore, according to Table 6, T3 had
the highest total sales. T3 was the most effective condition in
promoting customers’ purchasing behavior.

As a result, it is clear that changes in sound have an impact
on sales. We expect that using sales pitch audio is effective
when promoting purchasing behavior using a parametric ar-
ray loudspeaker. However, sales decreased when the sales
song was used. It is expected that a parametric array loud-
speaker does not necessarily have an effect for promoting pur-
chasing behavior.
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Figure 8: Sales amounts of conditions with sales pitch audio

Table 4: Total sales of conditions with sales pitch audio (JPY)

| Control (C)  Testl (T1) Test3 (T3)
9:00— 512 768 512
10:00— 1280 640 768
11:00— 1920 2816 1664
12:00- 1024 2816 1536
13:00- 1408 768 2560
14:00- 640 1408 1152
15:00- 896 1920 1536
16:00- 1024 1664 2944
17:00- 1024 640 1536
18:00— 1024 1152 3968
19:00— 1152 384 512
20:00—- 768 384 512

5.3 Results and Discussion of Conditions
Using Sales Pitch Audio

We now turn our attention to evaluating and discussing T1
and T3, which involve the use of sales pitch audio. We com-
pared sales amount of the following three conditions:

¢ C: No intervention with auditory stimulation
e T1: Intervention with a normal loudspeaker
e T3: Intervention with a parametric array loudspeaker

Table 4 and Figure 8 show the hourly sales amount. Com-
paring T3 with T1, we can confirm that T3 was effective at
seven specific times: 10:00—, 13:00—, 16:00—, 17:00—, 18:00—
, 19:00—, and 20:00—. Compared to C, the sales amount of T3
was also higher in seven time periods different from the above
time periods. This indicates that T3 effectively promoted cus-
tomers’ purchasing behavior.

Compared to T1, T3 showed a higher sales amount at eight
time periods except the above five. In particular, at 13:00 and
18:00, the sales exceeded the others by approximately 1300
to 2000 yen. As shown in Table 2, the total sales amount of
T3 exceeds that of T1 by approximately 4,000 yen. Based on
these results, the sales pitch audio had a promotional effect
regardless of the type of loudspeaker.

5.4 Overall Evaluation and Discussion

The objective of the empirical experiment was to investi-
gate the effectiveness of techniques for promoting customers’
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purchasing behavior using a parametric array loudspeaker. Sum-
marizing the experimental results, we have two main findings:

e Test3, which uses a parametric array loudspeaker and
sales pitch audio, was the most effective condition.

* Even when using a normal loudspeaker, sales pitch au-
dio showed effectiveness.

The experimental results showed that the combination of a
parametric array loudspeaker and a sales pitch audio was the
most effective approach.

Although a parametric array loudspeaker with a sales pitch
audio was effective, the second-highest effectiveness was de-
rived with a sales pitch audio using a normal loudspeaker.
This suggests that auditory stimulation directly engaging cus-
tomers might be more important than the type of loudspeaker.

The intervention using a parametric array loudspeaker had
a limited effect when using a sales song due to the limited
range of sound delivery. To fully take advantage of a paramet-
ric array loudspeaker, stimulation sound needs to be properly
selected.

6 Conclusion

In this paper, we presented a new auditory stimulation method
promoting customers’ purchasing behavior, especially for food
stores. We use a parametric array loudspeaker delivering sound
signals to a specific area, which overcomes noisy in-store
environments. We conducted an empirical experiment with
the target product of Yamato-maru eggplants. The analyti-
cal results show that auditory stimulation by sales pitch au-
dio sent from a parametric array loudspeaker increased sales
amount by 1.52 times. This result indicates that using appro-
priate sound with a parametric array loudspeaker can effec-
tively promote consumers’ purchasing behavior.
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Abstract - Question generation is a pivotal component in
education. However, crafting high-quality questions is a
challenging and time-consuming task for educators. This
study explores the potential of using Large Language Models
(LLMs), specifically ChatGPT, to generate difficulty-
controllable questions from video learning materials. We
processed a university-level introductory biology video
lecture as an example to extract subtitles and slide content.
Using predefined cognitive difficulty criteria, we guided
ChatGPT to generate questions at varying difficulty levels.
This initial investigation expects the feasibility of integrating
LLMs for automated question generation in educational
contexts.

Keywords. Educational technology, question generation,
large language model, difficulty control, video learning.

1 INTRODUCTION

Question and questioning activities hold an essential role in
education. Some of the benefits of using questions are 1)
offering the opportunity to practice retrieving information
from memory; 2) providing learners with feedback about
their misconceptions; 3) focusing learners' attention on the
important learning material; 4) reinforcing learning by
repeating core concepts; and 5) motivating learners to engage
in learning activities (e.g., reading and discussing) [1].
However, producing questions is a difficult task even for
educators. The challenges in producing questions for
educators are: 1) producing good questions requires training,
experience, and resources; 2) producing questions requires
the educator's dedicated time and effort, while at the same
time, they also have to deal with other essential tasks such as
teaching, developing curriculum, and assessing students'
performance. There is a need for a new alternative solution to
rapidly generate a large number of questions.

One solution to overcoming the challenges in producing
questions is automatic question generation (AQG). AQG can
reduce the time and effort required to generate questions by
automatically generating distractors, selecting informative
sentences, and generating stems [2, 3, 4]. One of the critical
advancements needed in AQG is the ability to control the
difficulty level of the generated questions. Difficulty-
Controllable Question Generation (DCQG) aims to generate
questions at specified difficulty levels, enhancing the
adaptability and effectiveness of educational tools.
Controlling question difficulty allows educators to tailor
questions to students' varying skill levels, thereby enhancing
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learning outcomes. Recent studies have explored DCQG by
defining question difficulty based on factors such as whether
a question can be correctly answered by a QA model [5] or
the number of inference steps required to answer it [6].
Moreover, a notable limitation of AQG is that it
predominantly relies on text as the source for question
generation [1], with limited research exploring the use of
video material.

With the rise of large language models (LLMs), they offer
an alternative approach already applied in the educational
domain. For example, LLMs have been used to enhance
programming e-textbooks, generate reading comprehension
exercises, and improve foreign language writing [7, 8].
Because of the foreshadowing of the above applications, we
believe that LLM can also be used to control difficulty. In this
study, we utilized LLMs to generate difficulty-controllable
questions with video learning material as the source of
questions.

2 RELATED WORK

2.1 Automatic Question Generation

Manual construction of questions is a process that requires
training, experience, and resources [1]. What researchers
have proposed to solve this problem is automatic question
generation. Among question types, teachers are often
troubled by open-ended questions. Developing open-ended
questions presents a challenge because it requires a
considerable amount of time for a teacher to think about the
cognitive level students want to achieve. Teachers also need
to consider the complexity of the answers to the learning
material, read and score student responses, and carefully
construct criteria/rubrics to ensure the reliability of the
scoring [9]. The major difficulty in generating open-ended
questions is difficulty control, especially cognitive level
control. The generation of open-ended questions can be
divided into two parts: selecting information sentences and
controlling difficulty.

Firstly, researchers have used various methods regarding
sentence selection, like machine learning technology. They
engineered features to train a classifier, including sentence
length, target word position, co-occurrence scores, and verb
complexity, and decide if a sentence is suitable to be used as
a question stem by the classifier [4]. There have also been
attempts at NLP technology where researchers presented a
system for automatically generating factual close (fill-in-the-
blank) questions. They identify informative sentences and
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POS (part-of-speech) tag patterns like the presence of
determiners, proper nouns, numbers, etc. [10].

Secondly, regarding the difficulty control, researchers have
explored it by defining question difficulty based on whether
a question can be correctly answered by a QA model [5], and
they also proposed a more interpretable approach by defining
question difficulty as the number of inference steps required
to answer it [6].

2.2 LLM in Education

In prior research, LLM has been proven to have good
generalization and summarization capabilities [11, 12, 13]. In
this study, we want to focus on the difficulty control of open-
ended questions.

Recent pre-trained Language Models (LLMs) such as
ChatGPT [14] and GPT-3 have demonstrated remarkable
capabilities in completing complex tasks through natural
language prompts, significantly reducing the need for
advanced programming skills and facilitating fluent multi-
turn conversations. These characteristics help it gain a variety
of application opportunities in education. From the teachers'
viewpoint, LLMs play an important role in enhancing
teaching abilities. For example, using ChatGPT to generate
educational questions greatly reduces teachers’ workload
[15]. Moreover, LLMs can assist teachers in grading tasks
[16].

However, even for NLP experts, prompt engineering
requires extensive trial and error, iteratively experimenting
and assessing the effects of various prompt strategies on
concrete input-output pairs before assessing them more
systematically on large datasets [17]. It is still difficult for
non-experts to use prompts to let LLM accurately complete
specific tasks.

3 METHODS

To conduct this study, we first determine our exploration
space. LLM can accept a variety of inputs, but the research
on video input is less than that on text input, so we chose
textual video content as the input for this experiment. LLM
has also been widely used in education and has great
advantages in processing text information. This study aims to
explore how the questions of a targeted video learning
material are generated using LLM, in this case, ChatGPT. Our
exploration focuses on whether LLM can automatically
generate questions with controllable difficulty. To this end,
we use LLM to conduct experiments on difficulty-
controllable question generation to explore this question.
The following is an overview of the workflow of this study.

Preparation of a video learning material

1.1) Video scene capture
1.2) Scene text extraction

Question generation

2.1) Instructions for using materials and input of

question difficulty criteria to ChatGPT

2.2) Video content input to ChatGPT

Question output

1)

2)

3)
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3.1 Preparation of a Video Learning Material

Video Scene Capture

We filter out keyframes with slides manually.

Scene Text Extraction

We use OCR (optical character recognition) to extract the
text.

3.2 Question Generation

Developing questions presents a challenge because it
requires considerable time for a teacher to think about the
cognitive level [9]. We want to explore whether LLM can
reach human standards in terms of controlling difficulty. The
prompt for generating questions is divided into two parts: the
first part includes the difficulty standards and the desired
difficulty level of the questions, and the second part includes
the video content (subtitles and slide content).

Instructions for Using Materials and Input of Question
Difficulty Criteria

Describing the setting and providing the context will be a
good strategy for better prompts [18]. Thus, we first describe
the material. Then, we give the criteria for the difficulty level,
similar to Kim et al. [19], the criteria are added to our prompt
as lines of the form: Name and Description. At the end of the
prompt, we ask LLM to generate questions of a specific level
based on the given criteria.

Video Content Input

We input the subtitles and slide content extracted from the
video into ChatGPT, providing a comprehensive context for
question generation.

By following this procedure, we aim to generate a set of
questions that varied in difficulty, allowing us to evaluate
whether the LLM could effectively control the difficulty level
of the generated questions.

3.3 Question Output

The questions generated by ChatGPT are collected and
categorized according to their difficulty levels.

4 EXPERIMENT OF QUESTION
GENERATION WITH CHATGPT

To explore whether the difficulty of questions generated by
Al can be controlled like a human teacher, we used ChatGPT,
the most complete large language model currently available,
especially its latest model (GPT-40) to conduct a feasibility
experiment.

4.1 Learning Material

We used an online video lecture on YouTube with the
Creative Commons license from authoritative/respected
authors as a learning material source for LLM to
generate/improve the questions. The video was a short
introductory video in talking-head style with instructors
appearing in the video, which was most common in online
learning material and the most engaging for a student to watch
[20]. We found and took an introductory video titled: "1.
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Figure 1: Example of the original slide.

Introduction Course Organization of MIT 7.016 Introductory
Biology Fall 2018" presented by Professors Imperiali of MIT
from the MIT OpenCourseWare channel with a Creative
Commons BY-NC-SA license. The original video duration
was 38 minutes and 45 seconds. For this experiment, we took
the 15-minute general introduction content part of the video
from minutes 10:00 to minutes 25:05 (the first 10 minutes of
the original video only contains a class introduction, and the
general overview of the course itself).

4.2 Slides and Extracted Text

First, we manually filtered out the keyframes with slides.
After removing duplicate slides, a total of 10 slides were
found. Most of these were slides that combined pictures and
texts, like Figure 1, and the pictures also contained texts.
Then, we upload the PNG image to Google Drive, right-click
on the image to extract text from it, and choose to open it with
Google Documents. Google Drive will automatically perform
text recognition and output the text in the image to the bottom
of the image, see Figure 2. We can see that the results of text
recognition basically cover all the text information in this
picture. The extracted text is not processed, but the page
number is added before each slide to distinguish the content
of the slides on different pages.

4.3 Generation Prompt and Procedure

Prompt

The prompt for generating questions was divided into two
parts.

Firstly, we told ChatGPT that it would receive some
educational material information, which included subtitles
from a lecture video and text from slides in the video, and
they are used in biology class. After that, we gave ChatGPT
how to use this material: We wanted it to generate questions
of a specific question level according to the given criteria. As
shown in Table 1, these criteria were defined by Guthrie and
Taboada [21], who explored the development and effective-
ness of various cognitive strategies in enhancing reading
comprehension skills. In their study, they used these criteria
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1. INTRODUCTION
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Also very useful for predicting virus origin, spread and outbreaks. Vaccine devlopment?
Figure 2: Extracted text from the original slide.

to measure student-generated question quality for conceptual
knowledge comprising four question quality levels.

Secondly, we manually input the video content (subtitles
from YouTube and slide text extracted from the slides), as
shown in Figure 3 and Figure 4. The same prompt was run
five times to increase the sample size. After every five runs,
we change the requested difficulty level of the questions
(from 1 to 4) in the prompt.

Workflow

The entire experiment was conducted in ChatGPT web
application. The experiment was performed according to the
following steps:

a) Provide the prompt: I will give you some subtitles and
text on the slides from the lecture video of a biology class,
and I want you to design 5 level I questions using the criteria
I have given. Below is the standard

Level Name  Description

Level 4 Pattern of Relationship At this level,
questions display scientific knowledge coherently expressed
to probe the interrelationship of concepts. They request
principled understanding with evidence for complex
interactions among multiple concepts and possibly across
concepts.

Level 3 Complex Explanation At this level,
Questions request an elaborated explanation about a specific
concept aspect with accompanying evidence.

Level 2 Simple Description At this level,
questions request general information that denotes a link
between concepts. The question can be simple, yet the answer
may contain multiple facts and generalizations.

Level 1 Factual Information At this level,
questions are simple in form and request a simple answer,
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Table 1: Taboada and Guthrie's questioning level rubric

Level Name Description
Level 4 Pattern of At this level, questions display scientific knowledge
Relationship coherently expressed to probe the interrelationship of
concepts. They request principled understanding with
evidence for complex interactions among multiple concepts
and possibly across concepts.
Level 3 Complex At this level, Questions request an elaborate explanation
Explanation about a specific concept aspect with accompanying
evidence.
level 2 Simple Description | At this level, questions request general information that

denotes a link between concepts. The question can be
simple, yet the answer may contain multiple facts and
generalizations.

Level 1 Factual Information

At this level, questions are simple in form and request a
simple answer, such as a single fact. Examples of this level
of question are: How big are bats? Do sharks eat trash?
How much do bears weigh?

such as a single fact. Examples of this level of question are:
How big are bats? Do sharks eat trash? How much do bears
weigh?

b) Use the subtitles and text extracted from the slides as the
second prompt.

¢) Repeat steps a and b 4 times.

d) Repeat steps a and b 5 times, changing the prompt to
generate level 2 questions.

e) Repeat steps a and b 5 times, changing the prompt to
generate level 3 questions.

f) Repeat steps a and b 5 times, changing the prompt to
generate level 4 questions.

4.4 Results

As repeated inputs of a question to ChatGPT generally
produce different responses [22], we ran the prompts for
each of the four difficulty levels five times to increase the
reliability of this experiment. This way we ended up with

(S where did the world start? ) The first seven

Arguably four and a subtitles at the

half billion years ago

beginning of
the video

is kind of a vague
theme, but it started

with the world, the earth,
being a ball of fire,

and it took quite a
while for it to cool down

to establish the hydrosphere and
the globe as it's known today.

There was a period of time known
as the prebiotic world, where

J/

Figure 3: Examples of subtitles used as a part of
the second prompt

100 questions. The response from ChatGPT was obtained
every time the question generation process was performed
(Fig.5).

Since the prompt runs are all independent, we observed a
duplicate problem in the generated questions. Although
there was semantic duplication, the expressions of the
sentences were slightly different, and thus these questions
were not excluded from the results.

Number of words

By observing the generated questions, we first found an
overall trend. The number of words in a generated question

Slide3: | Slide
}t INTRODUCTION number
1.4 Genomes and genomics shed light on evolution
Tracing 4.5 billion years of evolution on Earth with a
*molecular clock”

Nature Reviews Genetics 2016, 17, 71-80.
PREMISE:

Bayesian molecular clock dating of species
divergences in the genomics era

Mario dos Reis, Philip C. ). Donoghue and Ziheng

Extracted
Yong' text from

Genetic mutations happen at a relatively consistent
rate (within prokaryotes and eukaryotes) - Thus
mutations accumulate at a uniform rate after species
divergence keeping time like a clock. one shown
a Molecular distances (mitochondria) in Figure
0.0072 +0.0012 2»)

Human

0.0685+ 0.00670

HN

HC

0.0727 £ 0.00721

-Neanderthal

0.0050 +0.0011

Chimpanzee

0.153 £ 0.0175

Gorilla

Also very useful for predicting virus origin, spread
\and outbreaks. Vaccine deviopment? )

Slide 3
(same as

Figure 4: Example of the slide content used as a
part of the second prompt.



©  Level 4 Questions:

. Explain the concept of a "prebiotic world” and its significance in the context of the
origin of life on Earth. How do the conditions of this era contribute to the
emergence of life forms? Provide evidence from the lecture text to support your

explanation.

P

. Discuss the transition from the "pre-RNA world” to the "RNA world” and its
implications for the evolution of life. How does the RNA world hypothesis shed
light on the early stages of biochemical evolution? Support your answer with
references to specific molecules and processes mentioned in the lecture.

w

. Describe the role of lipid bilayers in the evolution of cells. How do these structures
contribute to cellular compart and the differentiation b
inty I | les from the lecture to illustrate

and ? Provide

the importance of lipid bilayers in cellular function.

e

. Examine the significance of the Human Genome Project in the field of genomics and
its impact on understanding human diversity and evolution. How has the mapping
of the human g 1 to advanc in medicine and biological
research? Support your argument with examples from the lecture slides.

w

. Explain the concept of a "molecular clock” as discussed in the lecture. How does the
molecular clock hypothesis aid in tracing evolutionary relationships among
e discussed in the

different species? Provide les of molecular di

lecture and discuss their implications for understanding evelutionary history.

e P

Figure 5: Example of the generated questions.

seemed increased as the difficulty level of questions
increased. The average number of words and a typical
example of generated question in each level is shown in
Table 2.

Command word

“Command word” is a specific term or phrase used in a
question or instruction to guide a respondent to approach their
answers. The command word used in a question varied by the
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difficulty level. The typical command words found in each
level were shown in Table 2. We found that as the difficulty
level of a question increased, the level of thinking required by
the question also became deeper.

Relevance to the content

After trying to answer each question, we found that all the
answers to the questions could be found in the provided
materials, and no question was irrelevant. The answers were
evenly distributed in the learning video, and covered most of
the knowledge elements in the video.

S DISCUSSION

5.1 Possibilities for Better Prompt Design

Prompt design may be crucial in generating questions with
controllable difficulty levels. The following strategies can be
considered to improve the effectiveness of prompts in guiding
ChatGPT.

Asking ChatGPT to play roles can help streamline the
desired process of obtaining the information [18]. In the case
of this experiment, we can add "If you are a biology teacher
in college..." at the beginning of the prompt to ensure that
ChatGPT obtains basic biological knowledge.

In this experiment, there was no limit on the number of
sentences, which resulted in an increased number of
sentences as the level increased. Limiting the number of
sentences might ChatGPT to focus more on the changes in
sentence difficulty than on the length of the sentences.

5.2 Evaluation of the Generated Questions

Although this paper presented an initial study of question
generation including a brief report on the results, the

Table 2: Number of words, command words and example of a question in each level

Level Average Typical An example generated question
number of command
words word
Level 4 29.8 Investigate "Evaluate the significance of the Human Genome Project in
Evaluate revolutionizing our understanding of genetics and genomics.
examine How has the mapping of the human genome paved the way for
advancements in personalized medicine, evolutionary biology,
and biotechnology? Provide examples from the text to illustrate
the impact of genomic research on various fields of biology."
Level 3 23.4 analyze "Describe the concept of a "molecular clock” as mentioned in the
elaborate text. How does it aid in tracing the evolutionary history of
species, and what insights does it offer into human evolution
compared to other primates?"
Level 2 18.9 explain "Explain the significance of lipid bilayers in cellular evolution
compare and function"
contrast
Level 1 6.8 what "When did the Earth begin to form?"
when
describe
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evaluation of the generated questions is to be conducted as
the next step. It is considered that the evaluation could also
be done by human and Al as well as question generation.

6 CONCLUSION

This study explored the feasibility of using Large
Language Models (LLMs) to generate difficulty-controllable
questions from video learning materials. The experiment
using ChatGPT demonstrated that ChatGPT could generate
questions seemingly at different cognitive levels. This
expects that LLMs have the potential to control question
difficulty effectively.

Future research should focus on improving the prompt for
LLM to generate questions, according to the more detailed
evaluation results of the generated questions.
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Today’ s Al is amazing!!

(Unexpected rapid development)

YouTube Channel

Singularity Salon Online (in Japanese)
https://www.youtube.com/@user-cf7md9zf9s

e -‘1‘1*_:.5')?1*?!:‘1 AT

Recent Rapid Developments
in Artificial Intelligence (Al)

* Deep learning boom from around 2011
 Significant improvement in image and voice recognition performance

« Generative Al boom from around 2021
« In 2017, Transformer was announced by members led by Google [Vaswani

2017].

The performance of natural language, dialogue, and image generation has
been greatly improved.

The Al's capabilities may already be at the level of passing the Turing test.
However, the current Al does not pretend to be human.

There are still a lot of weird things about Al. They have hallucination, and
lack logic&math intelligence and metacognition.

Al that automaticall
Scientist” [Lu 2024]

)S writes scientific papers has emerged (Sakana Al’s “Al
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The state of Al in the world

 Japan: behind

« Industry & Applications (Robotics & Manufacturing), Policy &
Governance, Human Resource Development

e United States: ahead

« Leadership & Innovation (Google, Microsoft, OpenAl, Meta, etc.),
Policy & Regulation, Education

 Europe (EU): strongly controlling

« Regulation and Ethics (Al Act), Industrial Applications, Education
and Research

« China: strongly progressing

e National Al Strategy, Surveillance & Privacy, Technology &
Human Resources

Al is getting smarter and smarter

« Research and development is actively being conducted in search
of higher intelligence.
e Countries and companies are competing for human resources and GPUs.

e The debate on Al governance is gaining momentum.

« Creation of guidelines for development and utilization, threat theory and
alignment issues

« Around 2027, AGI (Artifitial General Intelligence) may be realized.
It may become an equal to others.

« Around 2029, ASI (Artifitial Super Intelligence) may be realized.

It may become a being far beyond humans. The singularity may occur.
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Smartglasses’are sluggish

(Even though the post-smartphone favorites)

DIPITINFroFIL

YouTube Channel
Wearable Channel(in Japanese)
https://www.youtube.com/@wearablechannel

Smartglasses

« 1960s, HMD (Head Mounted Display) appeared

 Invented by lvan Edward Sutherland

« 1980s, MIT Wearable Labs
« Prof. Alex 'Sandy' Pentrand, Prof. Steve Mann, Prof. Thad Sterner et al.

* 1990s, The early days

¢ U.S. companies such as Xybernaut, MicroOptical, and Vuzix

e 2000s, The challenging period

 In addition to U.S. companies such as Myvu, Japan companies such as Shimadzu,
Hitachi, and Nikon are also taking on the challenge

« 2010s, The fighting period

e Google, Microsoft, Epson and others compete on a global scale

« 2020s, The decay period

« With metaverse and XR, a little tone-down due to the rise of Al?
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Traditional 3 trends in smartglasses

€<

Monocular glasses for business use

Google Glass, Vuzix m400, RealWear, etc.
Manufacturing, Equipment Inspection, Distribution

AR goggles
HoloLens, MagicLeap, and more

Entertainment, Design, Medical, Architecture
L .

Tethered binocular glasSes
Xreal Air, TCL NxtWear S, Viture,
Rokid, Lenovo Legion Glasses, etc.

Video-watching, Gaming, Outdoor works

Recent 2 trends in smartglasses

Color pass-through goggles Ordinary (good-looking) glasses

Apple Vision Pro, Meta Quest 3, Pico 4, etc. Vuzix Z-100/Shield, INMO Go, etc.
Desk work, Entertainment, Communication Audio glasses (Echo Frames, Solos),

‘ ‘ Camera glasses (Ray-Ban Meta, Solos Vision)
i

Al, Notification, Information Presentatio_rl, Video Recording
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Smartglasses vs Al

 Why compete?

e Both are new challenges in the IT industry: enormous costs.
* None of them have been monetized yet.
 MS and Google have made a major shift to Al from smartglasses.

Essentially, there is a synergistic effect.

* Using Al in smartglasses — Al can be used in real life and in field
work.

« Create a rich and enjoyable living space with generative Al.

Smartglasses Al

Many products are becoming Al-enabled by the company or third parties.

Ray-Ban Meta smartglasses: asking about what a user is looking, text interpretation
in front of a user, voice commands, etc.

Solos AirGo 3: ChatGPT for voice commands, translation, message reading.

Solos AirGo Vision: Cameras and microphones can recognize people and objects and
provm(jje |rt1format|on in real time. This allows a user to translate, give directions, film,
record, etc.

Amazon Echo Frames and other audio glasses: contextual response, information
access, home control, voice translation

Vuzix 2100, Blade, Shield: Voice translation with display, business work Instructions
RealWear / Vuzix m100: Logging of work instructions and remote work assistance
Brilliant Monocle, Flame: Al assistant

Apple Vision Pro: Apple Intelligence? Education or entertainment?
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Smartglasses Al: What's Next

Information Scouter Glasses

Full-fledged AR goggles

Al is getting smarter and smarter.

Smartglasses will eventually stand up.
« "Information scouter" type glasses that look like ordinary

glasses
Color pass-through type full-fledged AR goggles

Extension of ordinary (good-looking) glasses
Appropriate information is always available in daily life.

With ap ropriate su%gestlons the user can change
hls/her ehavior as he/she wishes.

Extension of color-passthrough goggles
Everyday life space becomes a fun theme park.
Live with a reliable AR life partner.

Privacy Trends

« What is privacy?

Information that you want to keep private (or confidential)
Or person’s private life, not allowing interference by others

» Privacy Rights are

The right not to be interfered with or infringed upon by others
The right to control his/her own information

. H|story of Privacy

From Antiquity to the Middle Ages: The Emergence of Privacy

18th century: Age of enlightenment - development of the concept of privacy
Locke, Kant, etc.

19th century: Legal clarification (USA, 1890)

|ZQ[th cetntury changes due to technological progress (telephone, television,
nterne

21st Century: Increasing complexity (Internet, Social Media, GDPR)
Present: Ongoing discussions and future changes (for Al and smartglasses)
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The Current State of Privacy Law and
Politics

e Japan
+ Act on the Protection of Personal Information (Personal Information Protection Act, 2003),
subsequently amended as appropriate

* In 2020, measures to strengtthen the appropriate management of personal information and the
protection of individual rights for companies

» Personal Information Protection Commission

« United States

« There is no nationwide blanket law. Industry regulation at the federal level, law enforcement
varies from state to state

« The California Consumer Privacy Act (CCPA) has strict provisions and has a significant impact
across the United States

« California Privacy Rights Act (CPRA) goes into effect in 2023, Consumer Rights

« Europe (EU)

+ General Data Protection Regulation (GDPR, 2018). Strict regulations. Consent and fines,
international influence.

« Applies to all companies that handle EU citizen data

« China
« Personal Information Protection Act (PIPL, 2021). Similar to GDPR

. Strict_gegulations on cross-border data transfers, and government efforts to strengthen data
security

Privacy lssues

Japan: The gap between awareness and effectiveness

« Consumer awareness: Consumers and businesses are not as conscious of privacy as
they are in Europe and the United States. Lack of vigilance, superficial efforts.

» Global reach: Lack of resources and knowledge

United States: State variability and lack of comprehensive regulation
« Legal variability: Difficulty in uniform responses
» Lack of comprehensive federal legislation: Inadequate overall protection.

Europe: Stricter legislation and technological advances
« Burden on businesses: Resources and costs are a significant burden for SMEs
+ Keeping up with technological evolution: Adapting to new technologies (Al, loT,
blockchain, etc.)
» China: Government surveillance and cross-border data transfers
« Government Surveillance: Balancing personal privacy and national security
e Cross-border data transfers: Difficulties for global companies to do business in China
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Al Privacy Notice

e Transparency of data collection and use

« Anonymization of personal data and risk of re-identification
« Cross-Border Data Transfers and International regulations
« Bias and discrimination in Al models

« Al-powered surveillance and privacy breaches

* Transparency and accountability of Al decisions

« Data breaches and security risks

— Technological development, laws and regulations,
guidelines, awareness and morals are necessary.

Privacy Challenges of Smartlasses Al

« Realtime data collection and privacy violations
« Itis necessary to analyze individual identification, behavior, and conversations
— Limit the scope of data collection, and formulate guidelines.

« Abuse of personal identification and facial recognition technology
« The use of facial recognition technology that can easily identify others, including strangers
— Should be regulated, and the purpose of use should be clearly restricted.

« Unauthorized collection of voice assistants and surrounding conversations
« Itis necessary to have a mechanism to collect and analyze the surrounding voices at all times
— Obtain the consent of the people around them.

« Gaze data privacy
« Inferring the user's interests, concerns, emotional state, etc.
— Obtaining the user's explicit consent should be obtained and the scope of use should be strictly controlled.

« Lack of transparency in unauthorized information collection and data use
« The risk of misuse and misuse of personal data must
— Transparent and accounted for.

« Data security and risk of leakage
« Strong security measures are required
— The possibility of containing sensitive information about individuals

« Social & ethical impact

« There is a possibility of increased anxiety about surveillance in public places and surveillance society. Increasing threats to the
use of smartglasses

— Need to build social consensus and develop ethical guidelines
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Grant-in-Aid for Scientific Research A
"Privacy Control Technologies for Smartglasses Al”

« FY2022~FY2026

« Members

« Masahiko Tsukamoto, Engineering, Electricity (Research Supervisor and
Meta-Al)

« Seiichi Ozawa, Engineering, Electricity (Controllable Al System)

« Tsutomu Terada, Engineering, Electricity (Situational Awareness
Organization)

« Masakatsu Morii, Engineering, Electricity (Privacy Mechanism)

Togo Tsukahara, International Culture (Science, Technology and Society)

« Shinichi Kita (Psychology)

 Takuya Shinkawa (Philosophy, Ethics)

*All are Graduate School of Kobe University

Smartphone photography in the city

» Japan
« Although there are no particularly strict laws, there are cases where it is socially
inappropriate, and consideration of the surroundings is required.

 Privacy-infringing filming can be sued. It is illegal to publish personally identifiable
photographs without permission.

United States

« It's legal to photograph others in public (some states prohibjt privacy-invading
photography, and require a permit for commercial purposes

« Photography is prohibited in toilets, dressing rooms and certain situations

« Europe (EVU)
» Consent is required for personally identifiable photographs and online publication of
such images.
e In France and Germany, filming or publishing without permission carries legal risks.

e China
e There are few special regulations for filming in public places.

- Filming in certain locations (e.g., government facilities, military installations, certain
public Tacilities, etc.) is strictly restricted.

« Online sharing should be cautious (e.g., government surveillance)
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Status of dashcams and surveillance
cameras

« Shooting with a dashcam
« Filming on the road: Generally acceptable and less regulated by law. Handling images with care

» Protecting privacy: Other people's vehicles and pa_ssers—bsy may be in the picture. Mosaic processing is
recommended for third-party publication and posting on SNS.

» Legal restrictions: It may be used as evidence in court, but the use of footage may be restricted.

¢ Filming with surveillance cameras

« Use on public and private property: It is often allowed in public places, but there are restrictions on .
installation. Even on private property, if the scope of filming extends to public places, it may be restricted.

» Notification and transparency: Installers may be required to specify the location and purpose of the
installation. In many countries and regions, it is mandatory to post'signs indicating the presence of
surveillance cameras.

. Privac%/. considerations: There is a privacy request for passers-by. Especially in Europe, there are strict
regulations.

+ Legal restrictions: There are legal restrictions on installation and operation in many regions. This includes the
retention period of the shooting data, access rights, and restrictions on the purpose of use.
« Common considerations

+ Unauthorized phot_o%raphy of others and the publication of video images may involve invasion of privacy and
issues of portrait rights.

» When disclosing the content to a third party or using it for commercial purposes, it is important to obtain the
consent of the subject.

« Whether it is based on legitimate purposes, such as crime prevention or accident records, is also considered.

The use of smartglasses in the city

e Japan

« There are no special laws yet, but general privacy laws and portrait rights regulations apply.

« May be sued for filming others without permission or publishing their footage

« Social considerations are required for use in public places. Some companies and facilities prohibit its

use.

« United States

« There are no clear national regulations. Caution is required in public places.

« There was a movement to ban the use of Google Glass in public facilities and stores.

. R}i(g?ruesng regulations and guidelines vary from state to state and location to location, which may limit
« Europe (EU)

« Strict regulations may apply.

« Unauthorized filming or recording can result in severe penalties.

* In France and Germany, there are cases where use in public places is restricted.

e China
- There are no clear regulations, but there is strong government surveillance, so it is necessary to take a
cautious approach.

« Certain public and government venues prohibit the use of cameras and recording devices.
« Captured videos and images may be strictly controlled as a matter of national security
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Fraudulent use of Smartglasses in
Waseda University Entrance
Examination

« Circumstances

.

In February 2024, students_took pictures of exam questions using smartglasses and
leaked them on social media to ask for answers.

On Februae/ 16, students takinC? the entrance examination of Waseda University's
Faculty of Creafive Science and Engineering took pictures of questions such as
chemistry and published the images of the questions on X (formerly Twitter) to an
unspecified number of people to obtain answers.

Responses were received from several people who had requested them in advance, and
the examinees transcribed them during the exam.

The incident was discovered because one of the people who sent the answers noticed
the fraud and contacted the university, and when taking the entrance examination for
the Faculty of Commerce on February 21, the examiner noticed the smartglasses and
reported it to the Police.

Waseda University invalidated all entrance examination results for this student.

The examinee was sent to the Tokyo District Public Prosecutor's Office for fraudulent
obstruction of business by the Metropolitan Police Department, and the District Public
Prosecutor's Office sent it to the Family Court as a delinquent fact

The National Center for Unive.rsit% Entrance Examinations clearly states that
smartglasses cannot be used in the examination guide for the next year's common test.

e Fraud is similar to privacy

In both cases, a user secretly uses smartglasses.
Especially he/she uses cameras.

Requirements

that you are using a camera or microphone.

the acquired data, and how you are managing them.

Make it clear to others that you are not using a camera,

microphone, or display.

| want it to be automatically disabled in the toilet.
How should | manage my data?
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Make it clear to others that you are wearing smart glasses and

Make it clear to others what you are using for smart glasses and
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Specific Proposals

Smart Glasses Markers
Behavior Indicator

Wearing armbands and bibs
Electronic Notices

Camera Slide Cover
Automatic Mosaic
Automatic Encryption

N o E W

1. Smart Glasses Markers

* Add red lines to temples and moderns, red marks to bridge and end
pieces, etc. It is good to be able to see it from the front or from the side.

. ljt_milght be nice to have a mark that lets you know if it has a camera or
isplay.

e There are also disadvantages such as destroying the design, and being
known by others although people with disabilities, anti-stalking
measures, and forensic applications may not want to be known.

» Whether it is working or not is a separate matter.
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2. Operation Indicator

» Recording, red LED indicator and charm sound during
recording.

» Especially during recording, it is easy to understand if a beep
soundd|s>em|tte at regular intervals”(for example, every 3
seconds).

It has the disadvantage of being noisy and disturbing to the
people around you.

* The beep sound can be muffled to some extent in the
recorded data.

* It may be necessary to clearly indicate what a user is doing
to }hose_ around the user, such as turning it green when
he/she is simply turning it on, and blue when he/she is
using the Al function

« What kind of Al? chat? Translation? Recognition? Image
generation? It is also conceivable to specify whether or not a
user is using it. Or user privacy for that matter?

3. Wearing armbands and bibs

e [t is common for business use, but in the case of individuals,
it is possible to argue that it is so much.

e There is also a debate about whether or not to write the
name and purpose of the photo on the armband or bib.

« We also have to consider the privacy of the filming user.
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4. Electronic Notices

« Technically, it is possible to use a specific server, WiFi
beacons, ARP, ICMP, etc.

 |f a user uses an electronic method, it may be possible to
anonymize the user's name.

e Such a platform is necessary for personal information
handling companies to announce the name and purpose of
shooting as a measure against the Personal Information
Protection Law.

5. Camera Slide Cover (Lid)

e The slide cover is supposed to be opened and closed by hand
(automatic opening and closing is also possible)

« Even with smartphones, it is very worrisome when the
camera of the smartphone of the person sitting opposite you
is facing this way, such as on a train.

« Will there be less trouble with taking pictures and not taking
pictures?
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6. Auto Mosaic

« Add an automatic mosaic to the acquired video.
e For the time being, it is assumed that it can be switched manually.

« When a user wants to record his/her surroundings at a tourist
spot, everyone's face and figure are automatically mosaiced.

* It is good to have an indicator so that people around a user can
see that the user are shooting in mosaic mode.

* In the slightly more advanced version, it can be assumed that the
face and Tigure of specific people are recorded if they were
registered in advance.

* [t is also possible to introduce more advanced Al functions, such
as preventing mosaics from being added to people who indicate
that they are "OK” during the shooting process.

/. Automatic Encryption of Acquired
Data

« Acquisition video, audio, biometric data, etc.

* The benefit of preventing unintentional spread

* The disadvantage of greatly impairing convenience

« The question of how to manage and who can decrypt it
|t seems that it is already possible.
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Summary

« Al is rapidly expanding, and the deployment of
smart glasses has come to a standstill.

« Once the Al business is launched to some extent,
smart glasses will be launched after that. Al will
be used in this process.

« Smart glasses that are too powerful Al will
definitely cause privacy problems. There is a need
to deal with it early for a healthy development.

« Our g[roup is identif%/i_ng problems and considering
countermeasures. It is summarized as a guideline.

s Please %ive us your opinion on the seven specific
proposals.
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Abstract - In recent years, with the rapid penetration and
acceleration of the Internet, traffic on the Internet has been
rapidly increasing, and its utilization styles and applications
have also been diversified. Therefore, many studies have
traditionally been conducted to detect and control anomaly
network traffic. In particular, with the rapid spread of the
Internet of Things (IoT), threats of attacks against IoT
devices have become more prominent, and Intrusion
Detection Systems (IDSs) have been introduced. IDSs are
categorized into two types: signature-based and anomaly-
based. In signature-based IDSs, known attack traffic patterns
are defined as signatures, and intrusion is detected by
comparing the observed traffic patterns with the defined
signatures. Therefore, although it detects known attack
traffic with high accuracy., it is undetectable for anomalous
traffic or attacks by unknown malware. On the other hand,
anomaly-based IDSs define excepted behaviors of normal
traffic and detect anomalous traffic based on the deviations
from the expected behaviors. Although machine learning
based on statistical methods has been proposed to detect
deviations from the expected traffic behaviors, there are still
some challenging issues, such as the need to define various
traffic behaviors. In addition, the emergence of various
variants of typical malware makes it difficult to detect
malware based on malware-identified behaviors. In this
paper, we discuss the effectiveness of a machine learning
approach to detect anomalous traffic, including malware
variants, by modeling known malware and anomalous traffic
as a time-series model and comparing it with observed
traffic. Specially, steps for creating time-series data from
traffic data on the network and extracting features for
waveform data within a specified interval has been
examined.

Keywords: Anomaly detection, Communication traffic
analysis, Time-series analysis.

1 INTRODUCTION

In recent years, with the rapid penetration and acceleration
of the Internet, traffic on the Internet has been rapidly
increasing, and its utilization styles and applications have
also been diversified. In particular, Internet access by
mobile devices has been accounting for a large share of
communication traffic due to the proliferation of mobile
devices such as smartphones, tablets and mobile PCs[1].
Consequently, it is required to operate networks efficiently,
and it has become inevitable to employ traffic measurement
techniques to detect and control anomalous traffic that
causes network resource wastage and quality degradation.

Traditionally, there has been a lot of research on anomaly
traffic measurement and analysis methods for detecting and
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controlling anomalous traffic that consumes network
resources and degrades quality. For example, [2] proposed a
traffic monitoring method for the backbone network served
by a network operator. The paper describes the effectiveness
of the proposed method that automatically determines
thresholds based on predictions of traffic time-series using
time-series analysis methods. In addition, from viewpoints
of security, there has also been a lot of research into
detecting attacks and malware infections through traffic
analysis on the network.

Furthermore, with the rapid spread of the Internet of
Things (IoT), the threat of attacks against IoT devices has
become more prominent, and Intrusion Detection Systems
(IDSs) have been introduced in recent years[3]. IDSs are
generally classified into two variants: signature based, and
anomaly based. Signature-based IDS is the detection of
attacks by looking for specific defined patterns, such as byte
sequences in network traffic, or known malicious instruction
sequences used by malware. Therefore, the signature-based
IDSs are not able to detect communications and attacks by
unknown malware. Anomaly-based IDS is the detection of
attacks by defining the expected behavior and detecting
deviations from that behavior, and are primarily introduced
to detect unknown attacks, in part due to the rapid
development of malware. Deviations are detected by
statistical and machine learning methods, but there are still
issues to be solved, such as the need to define the behavior
of various types of traffic. Also, it is difficult to detect
malware based on the same characteristics due to the fact
that various variants of typical malware are emerging
frequently.

Meanwhile, interest in machine learning is growing, and
its application in diverse fields is being considered.
Particularly, there is a strong interest in machine learning
with learning by adjusting thresholds and parameters.

Considering the above, we aim to detect the existence of
anomalous traffic, including variants, by modeling the
traffic of known malware and attacks and comparing it with
monitored traffic data in a time-series. Specifically, we
discuss an approach to evaluate the similarity between the
time-series model of known traffic and the time-series
model of monitored traffic, and to calculate the possibility
that the monitored traffic contains anomalous traffic. In this
study, toward the feasibility of the objective approach, steps
for creating time-series data from traffic data on the network
and extracting features for waveform data within a specified
interval has been examined.

2 RELATED WORKS

It is essential to monitor and manage communication
networks through the process of anomaly detection of
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communication traffic, analysis of its causes, and control of
communication flows. In anomaly detection, anomalies are
detected based on threshold and change values based on
packet statistics on the network, but mechanisms and
methods for more efficient and accurate detection have been
proposed in various areas. For example, [2][3] create time-
series data for IP flows monitored at each router in the
network, such as the number of packets generated per unit
time, the traffic volume, and the number of IP flows, as
traffic volume, and detect anomalies based on the amount of
change over time.

In addition, Internet access from small mobile devices
such as smartphones and tablets has become more common
in recent years, and the injection of anomalous traffic caused
by infected mobile devices connecting to the network has
also become a problem. [4][5] have studied the detection of
malware-infected mobile devices based on the traffic
analysis of communication traffic flowing over the network.

On the other hand, recently, research on detecting
anomalous traffic by analyzing time-series data has been
discussed, in which the amount of data and the number of
packets in communication traffic are treated as time-series
data. As a background, there has been substantial progress in
research and application of machine learning. That is, a
large amount of time-series data, which is a sequence of
actual values that change over time, has been accumulated
in various fields, such as voice data, stock prices, and
natural observation data such as temperatures, in order of
observation time. In order to effectively utilize the
accumulated time-series data, research on classification and
clustering of time-series data is being conducted in various
area[6]. For example, in similarity search between time-
series data, there are discussions of defining dissimilarity
based on the Euclidean distance between two time-series
data or Dynamic Time Warping (DTW) distance. There is
also a proposal for dissimilarity based on the magnitude of
the frequency component of time-series data[7]. In [7], a
proposal for dissimilarity focusing on the frequency
component using the Discrete Fourier Transform (DFT) is
proposed for fime-series data that changes rapidly in a short
time. However, the studies do not address the comparison of
different time series data. In addition, analysis of
communication traffic using the Wavelet transform has been
proposed in [8][9], among others. [8] analyzes network
traffic in a digital manufacture system using the Wavelet
transform and attempts to detect anomalies caused by
variations in the detail coefficients in the Wavelet transform.
However, it is limited to a single network traffic, and no
analysis of the causes of the anomaly is presented. [9]
considers network traffic data as time-series data and
presents a traffic classification based on characteristics such
as the number of packets and the amount of packet within a
specified time period. However, analysis based on frequency
components is not discussed.

In contrast to the above, this study discusses a mechanism
for anomaly detection by analyzing communication traffic
on the network at each time window, by using the
anomalous traffic data to be detected as reference data.

3 OBJECTIVE APPROACH
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We aim to detect the existence of anomalous traffic,
including variants, by modeling the traffic of known
malware and attacks and comparing them with monitored
traffic data in a time-series. Specifically, we study an
objective approach to detect a communication traffic with
anomalous traffic. The objective approach consists of
estimation of the similarity between the time-series model of
known traffic and the time-series model of monitored traffic,
and calculation of the possibility that the monitored traffic
contains anomalous traffic.

The objective approach is analyzed and evaluated
according to the following procedures.

1) Monitoring communication traffic on a target
network and/or a network interface by network tools
such as Wireshark.

2) Creating time-series data, where the amount of data
is measured in Monitoring-time-window units from
the monitored data.

3) Extracting features of waveform data in each
Evaluation-time-window from the created time-series
data.

4) Comparing the features in the monitored
communication traffic with the features in the
Evaluation-time-window  extracted  from  the

evaluation-time-window in communication traffic
caused by known malware and attacks.

Following the above steps, the objective approach detects
the presence or absence of anomalous traffic in cases where
network traffic is similar to those of communication traffic
caused by malware or attacks.

Figure 1 shows an outline of the objective approach.

4 PRELIMINARY STUDIES

In the objective approach, feature extraction from
timeseries data in the Evaluation-time-window is big
challenge. For feature extraction of time series data,
methods such as Wavelet Transform and Fourier Transform
are generally used. In addition, recently, classification of
time-series data using machine learning is researched.

In this section, the application of Wavelet and Fourier
transforms to extract features from time-series data for each
Evaluation-time-window are discussed.

4.1 Datasets

There are various datasets available for intrusion detection
and other studies. For example, KDD99[10],
ISCXIDS2012[11], UNSW-NBI15[12], CICIDS2017[13]
and CICIDS2018[13] are publicly available. That is, in
order to evaluate the effectiveness of network intrusion
detection systems (NIDSs) based on their performance to
identify attacks, it is required a comprehensive dataset that
contains normal and abnormal behaviors. Although older
benchmark datasets such as KDD99 have been widely
adopted for evaluation of NIDS performance, improved
datasets are emerging due to the existence of redundant
records in older datasets, divergence from the real world,
and response to recent attack environments.

In this study, UNSW-NBI15 datasets and CICIDS2018
datasets are utilized. UNSW-NB15 is evaluation dataset for



intrusion detection system created by Cyber Security
Research Group at the University of New South Wales.
UNSW-NBI5 produces sample of 9 types network traffic
including cyber-attack and normal traffic. It designed by
diversity and realism of actual network traffic. In the dataset,
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milliseconds, which is specified as the Monitoring-time-
window, for the packet arrival time. The obtained time-
series data is two-dimensional waveform data, and is used in
the extraction of features for each evaluation time-window.
Figure 2 shows an example of waveform data obtained from

there are over 1 million records and 49 feature values. It the UNSW-NB15 datasets.
also includes attacks such as DoS, fuzzes, analysis, Table 1: Format of CSV file in UNSW-NB15
backdoors, Exploits, Generic, reconnaissance, shellcode and # Name | Description
worms. 8 | sbytes | Source to destination bytes
. . . 9 | dbytes | Destination to source bytes
4.2 Creation of time-series data 14 | service | http, ftp, ssh, dns, ... else (-)
) 15 | sload | Source bits per second
Firstly, we extract the necessary values from the CSV file 16 | dload | Destination bits per second
provided by UNSW-NB15 datasets to create the time-series 17 | spkts Source to destination packet count
data, Whlch is in .the format shown in Table 1.lh The 18 | dpkts Destination to source packet count
transmitted and received bytes are extracted from the 8" and 31 - - - :
th . . sintpkt | Source inter-packet arrival time (msec)
9™ columns, and the packet arrival times from the source 32 | dintpkt | Destination inter-packet arrival time (msec)
and destination nodes are obtained from the 31% and 32" P
columns. And time-series data is obtained by accumulating
the number of bytes transmitted and received every 100
Time series groups according to IP flows
4 N\ i
Observed traffic o N;odelmg by
L = redefined
on the network Classifying | © | window widthsl
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Figure 1: Overview of the objective approach.
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Figure 2: Example of time-series data.

4.3 Wavelet Transform

One of the features of the Wavelet transform is ability to
provide detailed insight into the changes in frequency
components at specific times. Additionally, it is suitable for
capturing both the global and local features of a signal. By
utilizing these features, we are able to analyze traffic
patterns and perform feature extraction and classification.
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Figure 3 shows the coefficients of the Wavelet transform
applied to a specific interval in the time-series data shown in
Figure 2. Figure 3 is filtered, followed by down sampling
and decomposition of the signal. By further applying filters
to the down sampled signal and repeating the process,
additional data obtained possibly. The two graphs in Figure
3 plot the data from Figure 2 for the intervals 0 to 1.5
seconds and 5 to 6.5 seconds.

Figure 4 shows the results for an example of time-series
data sampled every 10msec in UNSW-NBI15 datasets. Its (b)
plots the detail coefficients for the first three windows when
the discrete Wavelet transform is performed every 256
points, and Its (c) plots the Euclidean distance between the
detail coefficients for the adjacent windows.

Wavelet: dbl, Level: 4, Coefficient Level 2 Wavelet: dbl, Level: 4, Cosfficient Level 2

Wiavelet: dbl, Level: 4, Coefficient Level 3 N Wavelet: db1,

I: 4, Coefficient Level 3
“Wavelet: db1, Level: 4, Coefficient Level 4 Wavelet: db1, Level'a, Coefficlent Level 4

Figure 3: The waveform data graph subjected to
Wavelet transform.
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(a) Time series data of network traffic
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(b) Detail coefficients on the first three windows

(c) Euclidean distance of the detail coefficients
between the adjacent windows

Figure 4: The waveform data graph subjected to
Wavelet transform (Part 2).

4.4 Fourier Transform

By using the Fourier transform, it is possible to represent
a signal expressed in the time domain in the frequency
domain, thereby revealing the frequency components of the
signal and their magnitudes. Therefore, these spectrums
make it easier to interpret changes from the time-series data
over a long period, allowing for more accurate information
retrieval during comparison and analysis.

Figure 5 shows the result of applying the Fourier
transform. The discrete signal in the time domains is
transformed into a discrete signal in the frequency domain.
Subsequently, the amplitudes of the angular frequency
components are calculated, then plotted. The two graphs in
Figure 5 plot the data from Figure 2 for the intervals 0 to 1.5
seconds and 5 to 6.5 seconds.

‘
i
-l

Frequency [Hz)

Figure 5: The waveform data graph subjected to Fourier
transform.

5 CONCLUSION

In this paper, we study the extraction of features within a
specific interval of time series data for the purpose of
detection of the existence of anomalous traffic, including
variants. As a first step, the results of applying the Wavelet
transform and Fourier transform to feature extraction are
examined.

In the future, we will investigate algorithms for detecting
anomalies by modeling the traffic of known malware and
attacks and comparing it with monitored traffic data in a
time-series, in order to realize the objective approach.
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Abstract - With the proliferation of the Intermnet of Things
(IoT), many IoT devices are becoming connected. In order to
efficiently support such devices, lightweight platforms are
required. One such platform is the IoT Data Exchange
Platform (IoT DEP) standardized by ISO/IEC JTC1/SC41.
information by connecting multiple brokers in a ring.
However, this method has the problem of increasing the
number of hops between brokers, which causes delays. In this
paper, we propose a method to connect brokers directly and
aim to reduce the delay. The communication protocol used
for the connection is determined by the Analytic Hierarchy
Process (AHP).

Keywords. 10T DEP, MQTT, Distributed Brokers, DDS

1 INTRODUCTION

IoT services are currently being implemented in various
sectors [1] and the number of IoT devices is expected to
increase to 32.4 billion by 2022 and 44 billion by 2025
according to forecasts [2]. In light of these, implementing [oT
services on the current Internet is inefficient due to the
increase in control information and consumption of network
resources [3]. To accommodate these efficiently, a platform
that reduces processing weight is considered necessary. One
such platform is the loT Data Exchange Platform (IoT DEP),
which is being standardized at ISO/IEC JTC1/SC41 under the
initiative of the University IoT DEP refers to a platform that
actively utilizes Pub/Sub type communication is a platform
architecture  that actively utilizes Pub/Sub type
communication. MQTT[4] allows Publishers and Subscriber
communicate via a single broker, requiring a distributed
broker to accommodate a large number of Publishers and
Subscribers across multiple locations[5]. In this paper, the
Analytic Hierarchy Process (AHP) is used to determine the
communication protocol used to connect the brokers. Partial
prototyping is then carried out to estimate latency.

2 OVERVIEW OF MQTT
In this section, we provide an overview of MQTT, the

communication protocol we have been dealing with in our
research, and the distributed brokers of MQTT.

2.1 MQTT Architecture

The Message Queuing Telemetry Transport (MQTT)
protocol [6], developed by IBM and now an OASIS standard
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[7], is a lightweight message-oriented protocol [8] and topic-
based Pub/Sub type communication. MQTT can operate over
TCP/IP and requires a Broker to exchange data. In practice,
the Broker is a server to which clients can publish/subscribe
to topics, and through which message traffic is routed. Clients
can also be authorized by the Broker by accessing it with a

username and password. Message security is encrypted by
SSL/TLS [9].

2.2 Feature of QoS for Assured Transmission

Three guaranteed delivery functions are implemented in
MQTT. Figure 1 shows the communication sequence for each
QoS function.

In case of QoS0
Publisher Broker Subscriber
Publish Publish
In case of QoS1
Publisher Broker Subseriber
Publish Publish
PUBACKI PUBAC K-
In case of QoS2
Publisher Broker Subscriber
Publish Publish
PUBREC PUBREC
"PUBREL ' PUBREL
PUBCO M[I’ EUB(TUMP-

Figure 1: Communication sequence of MQTT QoS function

QoS0 has no delivery guarantee and only sends a Publish
message once. QoS1 provides more reliable communication
than QoS0 by sending a delivery confirmation message called
PUBACK to the Publish message and guaranteeing delivery
once. QoS2 provides more reliable communication than
QoS1 and is the most reliable in MQTT. Compared to QoS0
and QoS1, QoS2 is used when the number of communications
is higher than that of QoS0 and QoS1, but when data is to be
sent reliably. MQTT 1is used when the number of
communications is higher than QoS0 or QoS1. In this way,
MQTT provides delivery assurance with three QoS functions.
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2.3 Operation Example for IoT Service

In previous work, collaboration has been achieved by
connecting distributed brokers in a ring [10] [11]. In this
method, MQTT brokers are connected to a virtual ring built
using VLANSs. Each broker has an access control block and a
shared block. The Access Control block handles information
transfer and loop prevention; the Shared Memory block is a
table that manages topics and their information.

Broker #B
=~
MQTT c
- Broker #A

Shared Memory
MQTT
Shared Memory

JMQTT
Broker #C

Access Control

Shared Memory

MQTT

“VLAN
Ring Network

" Broker #N

Access Control

Shared Memory

MQTT

Figure 2: Distributed broker architecture with virtual ring

Distributed Broker coordination is performed in this way,
but the processing delay in this method is 44.39 [ms] to 44.51
[ms] [10]. The delay time increases as the number of hops
increases with the number of Brokers to be linked, and we
cannot support use cases where low latency is required for
factory buildings. Therefore, in this paper, we propose a
method to achieve low-latency communication by directly
connecting distributed Brokers.

3 STANDARDIZATION TREND OF 10T
COMMUNICATION PLATFORM

In this section, we discuss trends in standardization,
provide an overview of the IoT DEP, and mention the
relationship between the promotion of this standardization,
which is being spearheaded by the University, and the
verification of principle that is being pursued in parallel.

3.1 Summary of IoT DEP

The following is an overview of the IoT data exchange
platform (IoT DEP) being promoted by the author and others.
The IoT DEP has been publicized in many articles, see [12] -
[14], etc.

The IoT, in which all objects are connected to the Internet,
is a technology that is currently attracting much attention.
However, as IoT devices become more widespread, the
current communication standards of the Internet will become
inconvenient. In addition, an analysis of IoT use cases has
been carried out, resulting in the need for a lightweight
platform in terms of communication processing and abstracts
the physical network. Based on the results of this study, the
IoT DEP is the specification of a new platform that can be
commonly applied to applications.

IoT DEP is a platform architecture that actively utilizes
Pub/Sub  type  communication. This  IoT-specific
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communication method enables more efficient data transfer
than conventional communication methods using IP
addresses and DNS servers. To realize lightweight
communication, Information Centric Network (ICN)
technology, which is not bound to an IP address, is applied
from end devices and servers. At the same time, dedicated
paths connect multiple Nodal Points in the IoT DEP network.
The IoT DEP functionality is also used in the IoT DEP
network. In addition, IoT DEP functions are implemented in
Nodal Points. This enables the system to operate on the
existing internet and to be consistent with existing protocols
such as Hypertext Transfer Protocol (HTTP) and File
Transfer Protocol (FTP), as well as to transfer a massive
amount of data.

The advantages of IoT DEP can be briefly summarized as
no access to a DNS server is required, and ICN technology
results in less header information and smaller communication
data volumes. As a result, low latency can be achieved. It is
also possible to operate on existing Internets.

3.2 Standard Structure

IoT DEP is being standardized by ISO/IEC JTC/SC41 as
ISO/IEC30161 series. Table 1 summarizes the promotion of
this standardization and Figure 3 the relationship between it
and the verification of principle that is being pursued in
parallel.

Table 1: Overview of ISO/IEC 30161

\ Part. Contents
Part1 Requirement.
Architecture.
Functional block definition.
Part2. Functional definition of Nodal Point.
Coordinated control between Nodal Points.
{ e \

End points
ICN

End points
Nodal points

N~

.\f\
T Edges of [0?DEP e

Part1

»

Principle verification

Nodal Point to Nodal Point
Interface Verification

Service Specifications
and Interface Verification

Connection between ICN
and DEP Network

Figure 3: International standardization and proof of
principle of IoT DEP

From Table 1, these standards do not go into the various
control methods in detail. However, verification of the
principles within the framework specified in these is currently
being carried out.

The three main points of the proof-of-principle are as

follows. The wverification of principle prioritizes the
application of MQTT in the ICN part of Figure 3.
(1) Service specification and interface verification:
information from various sensors etc. is analyzed and
transferred to the payload ofthe MQTT Publish message. The
format of information from sensors, collection cycles, etc. are
parameters.



(i1)) Connections between ICNs and DEP networks:
connections between MQTT and the edge of DEP networks
(implementation of gateway functions).

(ii1) Interface verification between Nodal Points: between
Nodal Points is the connection between IoT DEP
middleware; [oT DEP applies methods simpler than IP-based
routing on the Internet. The methods are summarized in [15]
and can be categorized as shown in Table 2.

Table 2: Classification of Nodal Point-to-Nodal Point

Control
Dynamic Static
(iv) Approachl. Approach4.
) Direct Approach2. Approach5.
Indirect Approach3. Approach6.

In Table 2, Request driven is a method that transfers the
request to obtain information (equivalent to Subscription in
the case of MQTT), and Response driven is a method that
transfers the information itself (equivalent to Publication in
the case of MQTT). In the case of response driven, the
information itself is transferred directly into the network as
Direct, while only the ID of the information is transferred and
the information itself is offloaded by a network other than the
[oT DEP (e.g., existing Internet) to reduce the traffic volume
as Indirect. In Table 2, Approach 4 and 5 are shown in [10],
Approach 6 in [16], and Approach 2 in [17].

3.3 Future Direction

As mentioned above, the IoT DEP to date has achieved
higher speed and lower latency than the existing Internet by
applying MQTT, a typical Pub/Sub type of communication
between ICNs. However, there are still challenges in
cooperative control between Nodal Points. For example, the
connection between Nodal Points in the IoT DEP in [10] is
realized by connecting distributed brokers of MQTT on a
virtual ring. However, this method results in long latency on
the virtual ring, so the problem between Nodal Points needs
to be solved in order to realize IoT DEP. In addition, it is
necessary to abstract the device using an open platform for
systems that standardize software implementation
specifications for robots and control systems, such as Open
EL and ROS 2, for practical use. Therefore, this paper
proposes a direct connection scheme between distributed
Brokers to reduce the delay time. In the next section, we
determine the communication protocol between Brokers
using AHP.

4 PROTOCOL SELECTION BY AHP

The selection of the communication protocol to be used for
a direct connection between Brokers. The Analytic Hierarchy
Process (AHP) [18] is used for the selection. The seven
alternative protocols are MQTT, DDS, AMQP, XMPP, CoAP,
HTTP, and WebSocket.

AHP is the most well-known of the multi-criteria decision-
making (MCDM) methods [19] AHP is a quantitative method
for deriving the optimal choice from multiple alternatives and
evaluation criteria AHP models the decision-making process
hierarchically as a 'Goal-Criteria-Alternative’ AHP models
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the decision-making process hierarchically as a 'Goal-
Criteria-Alternative'. A pairwise comparison is then made
between two items within a criterion to determine which is
more important, and the criteria are weighted statistically.
Next, a pairwise comparison is made between the two
alternatives for each criterion to see which is better and to
produce a rating value for the alternative in a statistical way.
The overall evaluation is based on the calculated weights of
the criteria and the evaluation values of the alternatives.

AHP is used to select protocols. The objective is to 'select
a communication protocol for direct Broker-to-Broker
connections." The nine evaluation criteria were scalability,
compatibility with existing transports, throughput, latency, IP
dependency, reliability, lightweight, routing, and OAM
capabilities. The seven alternative protocols used were
MQTT, DDS, AMQP, XMPP, CoAP, HTTP, and WebSocket.
The questionnaire was administered to six people.

Goal Selection of communication protocals for direct connection between Brokers
& Route OAM
Scalabilit Th hput
seletilia ) ‘ control functionality LR
i G " Compativityof |
A . & ompatibility o
ey dependence Reliability Lightwelght ‘ existing transports
I | I

l
R N N O |

Alternative ‘ mMarT ‘ DDS ‘AMQP ‘ XMPP ‘ CoAP ‘ HTTP | | WebSocket

Figure 4: Hierarchical model of communication protocol

selection
m Reliability ® Latency
® Route control Lightweight

= Throughput u OAM functionality

m Scalability m Compatibility with
existing transports

m |P dependence

Figure 5: Level of importance between each criterion

To begin, the importance of each criterion was calculated;
Figure 5 shows that reliability is the most critical item in the
evaluation criteria, while IP dependence is the least important.
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Figure 6 shows the results of calculating how good each
protocol is in terms of the evaluation criteria. Based on the
results of Figure 5 and Figure 6, the best protocols for Nodal

Point-to-Nodal Point connections are shown in Figure 7.
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0.25 existing transports

M Scalability B OAM functionality

M Throughput Lightweight

Route control

= M Latency
8
2

&

f
&

W Reliability
&

Figure 7: Evaluation results in the AHP

The evaluation results in Figure 7 show that the most
suitable protocol is DDS. Therefore, DDS is used as the
communication protocol used for direct connection between
Brokers.

5 PROPOSED CONFIGURATION FOR 10T
DEP

Based on the AHP calculation results in Section 4, DDS is
applied between Nodal Points, and MQTT is applied to the
End Point connections, prioritizing dissemination and
lightweighting. Figure 8 shows the proposed application to
the IoT DEP.

MQTT DDS

Nodal Point

End Point

" Edge of IoT DEP Network

Figure 8: Proposal for [oT DEP

6 CONCLUSION

In this paper, past work on distributed Broker federation
methods in MQTT is presented, and the challenges are
mentioned. In the future, the author will prototype other
methods and evaluate their performance. In addition, efforts
will be made towards practical applications through the
construction of connection methods and environments for
robots and control systems such as Open EL and ROS 2.
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Abstract -

Wireless sensor networks (WSNs) are utilized in disparate
fields including agriculture. However, communication qual-
ity is often difficult to maintain owing to their complicated
topologies. This study presents an approach for monitoring
WSNss based on an analysis of the traffic the sensors sent and
received. Since only traffic data is used, the same monitor-
ing system is protocol-independent. The similarity of traffic
trends is exploited for communication route estimation. How-
ever, burst traffic often occurs during wireless communication
which may result in errors. Thus, the proposed technique uti-
lizes a new similarity measure called the Similar Trend Time
Ratio (STTR) for communication quality evaluation that is
versatile, maintains accuracy, and is network agnostic. For the
optimal threshold selection, a random forest machine learn-
ing algorithm was utilized. In the experiment, the traffic data
were artificially generated via network simulation using Qual-
Net and it was demonstrated that 50% or higher accuracy was
achieved in estimating linear communication routes when an
appropriate threshold was selected.

Keywords: Network Monitoring, Traffic Analysis, Time
Series Data, Similarity Measure

1 Background

It is expected that wireless sensor networks (WSNs) will
be introduced to the field of agriculture to acquire tempera-
ture and humidity data. However, these networks often have
complicated topologies, which make it difficult to maintain
network communication and quality. In particular, WSN sys-
tems for application to agriculture have a variety of protocols
or specifications depending on the required transmission ca-
pacity or frequency of data monitoring. Generally, network-
monitoring software analyzes the headers of each transmit-
ted packet to provide information on the network condition.
However, development of software for each specific network
is inefficient and ineffective.

2 Solution

2.1 Proposed Method

In the proposed method, networks are monitored by esti-
mating the network topology using only traffic data. This
method can be used in any network environment regardless
of the utilized protocols because the actual content of packets
is not analyzed.
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Figure 1: Process of Proposed Network Monitoring Method

The proposed method analyzes traffic data to estimate the
communication route and quality of each link, generating com-
munication route and quality map. This generated map is use-
ful for users to understand network conditions and take coun-
termeasures in the area where communication qualities are
low.

Traffic data to be analyzed is time-series data collected from
each sensor, which represents the data sent and received by
each device during each time interval. For example, if a sen-
sor device has a recorded packet log, such as Table 1a, time-
series data are generated as shown in Table 1b.

This section explains how each process shown in Figure 1
contributes to the proposed method.

2.2 Similarity Evaluation

To estimate a communication route, the similarity between
the traffic data of all possible pairs of devices is examined,
which represents the possibility that the two devices commu-
nicate directly. Figure 2 shows an example of a pair of traffic
data where the sender device sends packets to the receiver
device. This traffic data were artificially generated via net-
work simulation using QualNet[1]. The two graphs have sim-
ilar traffic trends, as indicated by their similar shape. How-
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Figure 4: Example of Linear Topology

ever, randomly selected pairs of traffic data are not similar, as
shown in Figure 3. Figure 5 shows the correlation between
all the traffic data of devices that communicate based on a lin-
ear topology, which is depicted in Figure 4. For example, the
value in the cell in row ”N2”, column "N1”, indicates sim-
ilarity between the traffic data the sensor node named "N1”
transmitted and "N2” received. Devices in the same commu-
nication route exhibited similar traffic trends, as shown by the
boxes in Figure 5. These similarities are useful for network
quality estimation.
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2.2.1 Inaccuracy Caused by Burst Traffic

Burst traffic or packet drop often occurs during wireless com-
munication, which hinders accurate network estimation in the
proposed similarity-based method. The effects of these events
can be observed in Figure 3, which examines temporal changes
over the entire monitored interval. Significant changes in the
amount of traffic are evident.

The calculated similarly scores based on basic similarity
measures for time-series data such as Euclidean distance (ED)
or Dynamic Time Warping (DTW), can be adversely influ-
enced even though a high degree of similarity is observed
during most of the monitored time.

A general countermeasure to burst problems is smoothing
using a moving average or rolling. However, smoothing elim-
inates traffic trend characteristics, which is not recommended
for the proposed method since trends are utilized to identify
communicating devices. A flexible similarity measure based
on user feedback has been proposed[2]; however, in the pro-
posed approach, the user must determine whether the effects
of burst traffic should be kept as hints for route estimation in



Table 1: Packet Log and Traffic Amount Data

(a) Packet Log (b) Traffic Amount Data
Timestamp Packet Size Time Period Traffic Amount
(sec) (kbyte) (sec-sec)) (kbyte)
0.04 48 0-1 84
0.40 36 1-2 0
2.06 68 2-3 68
340 36 3-4 36
409 72 4-3 72
5-6 116
5.42 56
6-7 168
5.55 60 7.3 0
6.08 72 B
8-9 72
6.26 60
6.40 36 9-10 0
: 10-11 132
8.08 72
10.02 72
10.13 60

some cases, depending on the difficulty of estimation.

2.2.2 STTR Similarity Measure

To address the inaccuracy problem caused by burst traffic, a
new similarity measure called the Similar Trend Time Ratio
(STTR) was utilized, which examines the ratio of the time as-
sociated with a similar trend to the total time as a similarity
criterion. The determination of whether trends are simulta-
neously similar is based on the threshold applied to the dif-
ference data. Figure 6 represents difference between the two
time series traffic data shown in Figure 3a and Figure 3b.
Large differences caused by burst traffic are represented as
high or low values in the graphs. The periods during which
the two data have similar trends, which are highlighted in the
graph, are determined based on the STTR Similarity Deter-
mination Threshold: STTR is the ratio of the similar time
(highlighted area in the graph) to the total monitored time.

2.2.3 Communication Quality Calculated by STTR

The STTR value can also be used as a metric of communi-
cation quality because higher values are calculated when the
burst occurrence time is shorter, and lower STTR values are
calculated when it is longer. Once the communication route
is estimated using the proposed method, the quality of each
link can be determined using the STTR values. This facili-
tates the generation of a communication quality map, which
is useful for users to understand the network status and easily
implement measures to address any network failure.

2.3 Communication Route Estimation

When WSNs are utilized in agriculture, it is expected that
they will have a tree-shaped network topology because they
simply gather data at the gateway. This section explains the
estimation of the communication route using calculated STTR
values. Figure 7 shows an example of a tree-shaped WSN
topology with two components: a simple linear component
and a merge component. The proposed method first estimates
the linear component using the calculated STTR table, and
estimation og merge component is then performed using an-
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Traffic Amount Data

other STTR table that contains the calculated STTR values
between all possible pairs of sender and single receiver nodes.

The first process of the route estimation is to chose the pair
of the nodes which have the highest similarity value calcu-
lated using STTR. The link between these two devices is the
first part of the estimated communication route. After the first
link estimation, the estimated route is expanded from the both
edge nodes, by choosing the link with the highest similarity
among all other possible nodes. Once the highest similar-
ity belows the threshold, the expansion process ends and the
route estimation completes.

2.4 Threshold Selection

In the proposed method, it is necessary to select two thresh-
olds for accurate communication route estimation, as shown
in Figure 1. This section explains the difficulty and impor-
tance of selecting these two values.

24.1 Threshold A:STTR Similarity Determination Thresh-

old

STTR similarity determination threshold is used to determine
whether the traffic data compared at the same timestamp are
similar. Figure 6 shows how different values are calculated
depending on this threshold.

A lower threshold, as shown in Figure 64, is better in cases
where most sensor devices have similar traffic because it is
necessary to identify the communication relations of all the
devices. However, if this threshold is too low, the similarity
distribution is similar to that in Figure 8. These calculated
values makes no sense, which makes it impossible to deter-
mine the communication relations.

A higher threshold should be selected in cases where the
general communication quality is low and burst traffic often
occurs. However, when the threshold is set too high, the cal-
culated values are not effective for route estimation because
the identification of the communicating links becomes chal-
lenging.
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Figure 8: STTR Distribution Table When Threshold was Too
Low

The effective value for this threshold differs depending on
the communication quality and the similarity of communica-
tion of the sensor devices.

2.4.2 Threshold B:Minimum STTR Threshold for Com-
munication Route Estimation

The Minimum STTR Threshold was used for communication
route estimation to limit the candidate links determined based
on the calculated similarities for all possible pairs of devices.
For example, if the threshold is set to 90%, as in the case
shown in Figure ??, only the links with similarities greater
than 90% will be candidate links for the estimated communi-
cation route.

A, which determines how similarities are provided. When
Threshold A is set as low, Thereshlod B should also be set as
low.

2.4.3 Threshold Selection Method Using Machine Learn-
ing

As previously explained, two thresholds should be appropri-
ately set in the proposed method, which decreases its ver-
satility. This section explains how to automatically set the
threshold using Random Forest Machine Learning, focusing
on Threshold A. Given that optimum Threshold B depends
on Thereshlod A, a fixed value is set for threshold B in this
paper.

The calculation of the correlation coefficient does not re-
quire the setting of any parameters, and it is easy to analyze
the general similarity distribution. Although similarity eval-
uation using the correlation coefficient is not useful for route
estimation using the proposed method, it is useful for deter-
mining the average communication quality and how similarly
the sensors communicate. Figure S is an example of simi-
larity distribution calculated using the correlation coefficient.
For example, if the communication quality is low and a high
similarity value is not found in Figure 5, this indicates that
Thereshlod A should be set lower. If most sensors send sim-
ilar traffic, the average similarity in Figure 5 will be high,
which indicates that Thereshlod A should be sufficiently high
to identify the communicating links.

This method uses random-forest machine learning to esti-
mate the optimum value for Thereshlod A based on the simi-
larity distribution calculated using the correlation coefficient.

3 Evaluation

This section evaluates the availability of the proposed method,
focusing on the linear communication route estimation func-
tion and the ML-based threshold selection function.

3.1 Experiment 1

This experiment evaluates the availability of a communica-
tion route estimation function for a linear network topology,
as shown in Figure 9. The parameters used in the experiment

The appropriate value for this threshold depends on Thereshlod are listed in Table 2.
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Figure 9: Network for the Experiment

Table 2: Simulation Parameters

Item Value

50 for learning

Trial Times 50 for testing

Simulation Time 180 seconds

Node Placement Spacing

120m, 150m, 160m, 170m, 180m

Transmission IEEE 802.11b
Routing OLSR INRIA
(Specified Static Route)
. Constant Bit Rate
Application

1024byte/1sec

The experimental results for route estimation accuracy are
shown in Figure 10. The accuracy differs depending on the
value selected for threshold A, and the highest accuracy is
shown using the largest marker in this graph. This reveals
that the optimum threshold differs according to the communi-
cation quality set by the node placement spacing.

3.2 Experiment 2

In this experiment, the accuracy of the optimum threshold-
estimation using machine learning was evaluated.

The accuracy exhibited an average error of 0.68 for the re-
lationship between the actual optimum threshold and the es-

~160m 150m —120m

—~+180m -=170m

70%
60%
50%
40%
30%
20%
10%

0%

ROUTE ESTIMATION ACCURACY

o 1 2 3 4 5 6 7 8 9
STTR SIMILARITY DETERMINATION THRESHOLD

Figure 10: STTR Similarity Determination Threshold and Es-
timation Accuracy
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Figure 11: Relations Between Actual Optimum Threshold
and Estimated Thereshlod

timated threshold. Figure 11 shows this relationship and in-
dicates that this method mostly gives threshold close to the
actual optimum value. This threshold error leads to a decline
of approximately 10% for the route estimation accuracy. This
implies that the accuracy of the proposed method is approx-
imately 50%, which is insufficient for actual use. Thus, it is
necessary to improve the accuracy by choosing a better learn-
ing method or by adjusting Threshold B.

4 Conclusion

In this study, we propose a method for network route and
quality estimation by analyzing the traffic of constituent sen-
sors, which enables versatility in any network environment.
This approach utilizes similarities that can be observed in the
traffic trends of communicating devices. The similarity is cal-
culated using the STTR for accurate route estimation, even in
the presence of burst traffic. It was demonstrated that 50%
or higher accuracy was achieved in estimating linear commu-
nication routes when an appropriate threshold was selected.
For threshold selection, we utilized a random forest machine
learning algorithm to estimate the optimal threshold by cor-
relation distribution. The experiment showed that the thresh-
old can be automatically selected within error of 0.68, which
leads route estimation accuracy decline of only less than 10%.
This method is useful because of its versatility for assessing
network quality in any environment, enabled by automatic
threshold selection. In future work, the improvement of the
versatility of various network topologies and the estimation
accuracy will be investigated.
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Abstract - Integrating open-source software (OSS) tools
and libraries has become a common practice in software de-
velopment. However, the increasing prevalence of supply
chain attacks, where malicious code snippets are inserted into
0SS, poses a significant threat. Traditional pattern-matching
detection methods often fail because attackers can modify
source code to evade existing patterns and create new attack
techniques. This study introduces a novel approach to de-
tecting malicious code by evaluating the coherence between
source code and its documentation using a language model to
analyze the similarity of their distributed representations. By
assessing this coherence, our method identifies code snippets
unnecessary for the package’s original functionality, which at-
tackers typically do not document. Our research emphasizes
the importance of docstrings in detecting malicious code and
examines how documentation quality impacts detection ac-
curacy. Our findings show that coherence-based detection is
effective even with short docstrings, suggesting that software
developers include brief docstrings in their source code to en-
hance malicious code detection.

Keywords: Security, Software Engineering, Software Sup-
ply Chain, Source Code Analysis, Natural Language Process-
ing

1 INTRODUCTION

The integration of tools and libraries released as open-source
software (OSS) has become common practice in recent soft-
ware development. OSS refers to software with publicly avail-
able source code that can be modified and redistributed ac-
cording to the accompanying license [1]. By adhering to this
license, software developers can incorporate OSS into their
projects, thereby reducing development costs. Furthermore,
the existence of package distribution repositories that manage
and distribute OSS has simplified its usage.

However, supply chain attacks, which involve the falsifica-
tion of packages to insert malicious code snippets and thus
compromise the developers who use them, have been increas-
ing in recent years [2]. A typical attack involves an attacker
gaining unauthorized access to an OSS management reposi-
tory, falsifying legitimate OSS packages, and executing mali-
cious code in the environments of OSS users.

For instance, in 2024, it was reported that attackers had
continuously inserted a script to install a backdoor into the
repository of the OSS compression command line tool XZ
Utils [3]. Similarly, in 2022, an incident was reported wherein
an infinite loop was intentionally inserted into the colors. js
package, rendering it unusable for dependent OSS packages
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[4]. Attacks in which malicious code performs actions unre-
lated to the legitimate purpose of the OSS, such as download-
ing malware or sending cryptocurrency, have been observed.

Various detection methods have been proposed [5],[6]; how-
ever, when attackers freely modify the source code, they can
embed various malicious operations that evade the existing
patterns.

This study proposes a method for detecting code that de-
viates from the intended use of OSS packages using natural
language processing (NLP) on the source code. Unlike tradi-
tional pattern-matching methods, this approach aims to detect
diverse attacks and code modifications without the need to
register attack patterns. Specifically, it involves extracting the
intended purpose of the OSS from its metadata and specifica-
tions, calculating the coherence between the source code and
the intended purpose using a pre-trained language model, and
flagging code with low coherence as suspicious for further
security checks.

This study focuses on exploring the type of document in-
formation that is necessary to calculate coherence with the
source code for detecting malicious code. In our experiments,
we adopted function docstrings as the explanatory informa-
tion for the source code and investigated how the format of
docstrings affects the detection accuracy. By extracting only
the first line of docstrings for detecting malicious code, our
findings showed only a slight decrease in accuracy, confirm-
ing that even brief docstrings can be effective.

2 BACKGROUND
2.1 OSS Supply Chain Risks

Various methods are used in attacks that inject malicious
code into the OSS supply chain. One method involves at-
tackers creating new packages that are designed to exploit ty-
posquatting and tricking users into confusing them with ex-
isting packages. Another method involves tampering with ex-
isting packages, in which attackers gain unauthorized access
to repository management systems to alter the source code.
Although it is more challenging, the latter method can have a
significant impact, especially when widely recognized pack-
ages are compromised. This is because highly popular OSS
is used and monitored by many users, making it easier to de-
tect bugs and security anomalies. Developers generally verify
whether the OSS is widely used by verifying metrics such as
the number of downloads and ratings in its repository. There-
fore, this study focuses on attacks that involve tampering with
existing packages.

Figure 1 depicts the OSS repository attack model. (1) The
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Figure 1: OSS attack model.

OSS user searches for OSS tools and libraries to integrate into
their development. (2) They instruct the downloading of OSS
via their development environment, such as via npm or pip.
(3) The OSS package is downloaded from the repository. (4)
Following download, the development environment automat-
ically executes the installation script provided by the package.

(5) However, an attacker may compromise the OSS pack-
age by injecting malicious code either through external unau-
thorized access or by leveraging social engineering to turn an
internal developer. Compromised packages may contain ma-
licious code that affects the development environment of the
user. (6) The security platform detects updates to the OSS and
conducts either automatic or manual security inspections. If
suspicious anomalies are found, the platform provides a warn-
ing with the associated source code and a detailed description.
(7) By consulting the security platform before downloading,
the user can verify the safety of the OSS that they intend to
use.

Although Figure 1 shows a scenario in which the OSS user,
repository, and security platform are all separate entities, cases
exist where the OSS user and security inspector are within the
same organization or the OSS repository also provides the se-
curity platform.

Ohm [7] reported that 34% of recorded attacks involve drop-
pers that download other malicious software, and 5% install
backdoors such as reverse shells. Other objectives include
wasting system resources through DoS attacks, cryptocurrency
mining, and stealing sensitive information. Moreover, mali-
cious code can be included in the install script that is auto-
matically executed in step 4 of Figure 1, or it can be executed
at runtime, with the conditions for execution arbitrarily spec-
ified by the attacker.

Upon reviewing the source code of the attacks collected by
Ohm, we discovered cases in which the same malicious code
was inserted into multiple packages. A typical example is pre-
sented in Figure 2. This example shows the injection of ma-
licious code into the install script of the redist package on
PyPI. In addition to the typical components of an install script
(importing libraries, installation script, and metadata defini-
tion), a malicious code segment that downloads and executes
a file from a specified server was injected. Almost identical
segments were found in the other 120 packages. This sug-
gests that attackers inject the same malicious code into mul-
tiple packages to reduce the cost of attacks while targeting a
wide range of systems. Such attacks can be easily detected by
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from setuptools import setup, find_packages

import os
| import requests

from setuptools.command.install import install 1
| from sys inport platform 1

Library import

I env = os.environ['COMPUTERNAME']
t = requests.get("https://some_url.com/file " +env)|
1 if platform == 'win32': I
url = ‘https://another_url.com/file' s
| Filename = 'filename.exe' Malicious code segment
rq = requests.get(url, allow_redirects=True)
1 open(filename, 'wb').write(rg.content)
os.system('start '+filename) |
I except:

“TClass Postinstatlcommand(install):

| def run(self): |
install.run(self)

M L e e e — — = = |

Install command
(calls malicious code)

name='redist", 1
I version='a.a.7,
description='A very basic firstbasicpyapp', 1

python_requires=">=3.6", Defines metadata

1 install_requires=[""]
tests_require=[],

cmdclass={"install': PostInstallCommand},

Figure 2: Malicious code inserted into the redist package.
Sensitive information of the malicious code is masked.
for (let 1 = 666; i < Infinity; i++) {
if (i % 333) {
// console.log('testing'.zalgo.rainbow)

console.log('testing testing testing testing testing testing testing'.zalgo)

Figure 3: Infinite loop injected into colors. js package.

registering and checking the patterns of the malicious code.

As another example, we consider the attack on the colors.js
package [4]. Colors.js is a library that provides functional-
ity for displaying colored text in the terminal. However, the
author released a malicious version that included functional-
ity unrelated to the original purpose of the package, such as
the infinite loop shown in Figure 3, which caused runtime
issues for environments that downloaded this version. This
malicious code exhibits different characteristics from the at-
tack code used in other packages, making it difficult to de-
tect through pattern matching. Consequently, colors.js is a
dependency for over 2,500 packages, resulting in widespread
impact of the attack. This incident highlights the potential
danger of arbitrary attacks posed by attackers who gain ac-
cess to the source of widely used packages to inject malicious
code.

2.2 Attack Detection Methods

With the increase in attacks on OSS supply chains, various
methods for detecting malicious code have been researched.
These can be roughly classified into pattern-matching- and
machine-learning-based methods. Sejfia [5] identified the fol-
lowing characteristics of malicious npm packages: 1. access
to PII or personal identifying information, 2. access to sys-
tem resources such as the file system, processes, and network,
3. the use of specific functions, such as cryptography, data en-
coding, and eval, 4. the installation of other packages, and
5. the use of minification, obfuscation, or binary files. These
characteristics are used to detect malicious packages along
with features such as package update times.

In an example that utilizes machine learning, Rozi [6] parsed
source code into AST representations and input graph struc-
tures into a machine-learning model to detect JavaScript pat-
terns that are characteristic of malicious packages.



Many of these methods rely on detection rules based on
existing attacks and specialize in identifying previously dis-
covered patterns. However, when attackers freely modify the
source code and insert arbitrary malicious code, new methods
of coding and attack objectives that have not been encoun-
tered before must be addressed. In this study, we propose a
detection method that does not specialize in specific attacks,
but instead, uses a model that learns the general correspon-
dence between the source code and documentation to detect a
wide range of malicious code.

23 NLP

Large language models (LLMs) based on deep learning
have recently attracted considerable attention. These mod-
els can obtain distributed representations of features from text
through training and are used for text comparison, search, and
generation. Multimodal models that accept inputs and out-
puts other than natural language allow operations that com-
bine natural language with other types of information. More-
over, a language model as a service enables access to these
models without requiring extensive computational resources,
thereby allowing the utilization of LLMs in various scenar-
ios [8].

Most recent LLMs employ the Transformer [9] attention
model, which is composed of an encoder and a decoder. The
encoder converts the input into internally distributed repre-
sentations, whereas the decoder generates the desired text out-
put. A distributed representation is a vector that captures the
meaning within a sentence, in contrast to the input being mere
words or associated IDs. These distributed representations
are not only passed to the decoder to generate output text, but
can also be compared to measure the semantic “closeness” of
the inputs. The dot product of the distributed representations
(vectors) generated by the same model reflects the semantic
“closeness” of the inputs, which is a concept that is leveraged
in our method.

UniXcoder [10] is a large multimodal model that can han-
dle source code and natural language. It is a pre-trained LLM
that is designed for general purposes, such as source code
generation and searches. The model converts natural and pro-
gramming languages into distributed representations via an
encoder. By calculating the dot product of these represen-
tations, the coherence between the source code and natural
language can be defined, thereby enabling effective compari-
son and detection of inconsistencies between the source code
and its documentation.

3 PROPOSED METHOD

This study proposes a method for detecting malicious code
by calculating the coherence between the functionalities pro-
vided by OSS and its source code.

3.1 Definitions

The “functionality” provided by an OSS package refers
to the processes or services that the package aims to deliver
through its source code implementation. The source code
that correctly implements these functionalities is referred to
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Table 1: Detection based on relevance to functionality.

Coherence \ Implementation
(functionality) | # Print an error log message.
def e(message, exit_code=None):
if uname == "Windows":
0.06836
exec_malcode()
print_log(message, YELLOW, BOLD)
0.3221 if exit_code is not None:
sys.exit(exit_code)

as “benign code.” Conversely, “malicious code” refers to any
code that performs actions unrelated to the legitimate func-
tionalities of the OSS, such as downloading malware or send-
ing cryptocurrency, and is typically inserted through attacks.
This method focuses on OSS packages and classifies and de-
tects benign and malicious code based on their coherence with
the intended functionalities.

3.2 Proposed Method

Coherence-based malicious code detection of OSS pack-
ages is proposed. This method involves calculating the coher-
ence between the functionalities provided by the OSS pack-
age and its source code. The process begins with extract-
ing metadata and specifications from the OSS package, which
serve as document information representing its functionality.
The extracted information is defined as legitimate processing.
The coherence of various parts of the source code with this in-
formation is calculated using an LLM. Source code segments
with low coherence scores are flagged as suspicious and rec-
ommended for further inspection.

Table 1 presents an example of malicious code detection
based on coherence with functionality. In this example, the
functionality ‘“Print an error log message” is compared to each
line of the source code, with coherence scores ranging from
—1 to 1. The first segment of the source code has the lowest
coherence score of 0.06836, indicating that it is suspicious
“malicious code.”

To employ this method, source code segmentation is re-
quired before calculating the coherence. The relationship be-
tween the source code and its corresponding documentation
becomes more ambiguous as the scope of the documentation
widens. If a segment of long source code contains a tiny ma-
licious snippet, its relevance to the documentation may still
be high, making detection difficult. Therefore, segmenting
the source code finely to isolate the malicious code as far as
possible is crucial.

Several methods can be considered for source code seg-
mentation. One of the simplest methods is to segment the
source code using line breaks, which provides a meaningful
separation within the code. In existing attack cases, malicious
and benign code are often separated by one or more blank
lines, allowing this method to isolate the malicious code ef-
fectively. This is likely because attackers often lack the intent
or technical ability to blend malicious code into benign code
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def function_name(args):
"""docstring can be one-liner

or consist of multiple lines
to explain the function's arguments,
return values, usages, etc.

beginning of code implementation

. # single comment

# comment which explains the following code

code outside the function

Figure 4: Various comments in Python program.

seamlessly. However, as attacks become more sophisticated,
it is possible that malicious code can be cleverly interwoven
with benign code.

In such cases, more advanced code segmentation techniques,
such as analyzing program slices [11], have been suggested.
However, this is beyond the scope of the present study.

In addition, there are instances in which the entire source
code is obfuscated. The presence of obfuscation can be de-
tected automatically by checking the code entropy. For OSS,
when concealing the source code is not necessary, the pres-
ence of obfuscation may indicate an attempt to hide malicious
activity, warranting further scrutiny.

3.3 Docstring

In the previous section, a novel method for automatically
detecting malicious code was proposed. In this section, we
focus on docstrings.

A docstring is a comment or string literal that describes the
corresponding modules (classes, functions, or methods). Sev-
eral languages, including Python, define docstrings as part of
the language specification [12]. Figure 4 shows an example of
Python source code containing a function with various com-
ments and a docstring. In Python, comments are preceded by
# and some triple-quoted string literals are treated as multi-
line comments. Although comments in the source code do
not explicitly indicate the area of code that they explain, doc-
strings are designed to explain the entire module, function,
or class. Some IDEs support docstrings to help developers to
describe the modules during coding.

The style of docstrings can vary according to community-
or project-specific guidelines. For example, Javadoc [13] pro-
vides a standardized method for documenting classes, meth-
ods, and fields, which helps to ensure consistency and com-
prehensiveness in the provided documentation. Javadoc gen-
erates docstrings that include various “tags” to document the
source code. These tags provide explanations for elements
such as return values and arguments. The tags are preceded
by @; therefore, @return explains the value that would be
returned by the function. Other examples can be found in
the Google Style Guide [14], where the attributes are indi-
cated by :. For example, the return value can be expressed
using :return:. These efforts aim to make the documen-
tation clear, useful, and easily understandable for both users
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and developers.

Furthermore, docstrings are often designed with the expec-
tation that they will be processed using tools for generating
documentation or analyzing code. Our experiment investi-
gated the coherence between the source code and its sup-
plementary information. Therefore, the experiment focused
on docstrings as the optimal information for explaining the
source code, which was handled on a per-function basis.

In practice, the styles of docstrings that are adopted by each
OSS project are diverse, and the decision to write docstrings
is at the discretion of OSS developers. In such a situation, the
proposed method limits the range of the source code that can
be attacked and increases the attack cost for attackers.

4 ANALYSIS

In this study, we employed the CodeSearchNet Corpus [15]
as the primary dataset. The CodeSearchNet Corpus comprises
highly rated OSS projects. We assumed that the docstrings
in this dataset are accurately and adequately documented to
describe the corresponding code. Employing this dataset en-
abled us to represent the OSS projects under scrutiny effec-
tively, providing a stable foundation for our research to detect
malicious code through the coherence analysis of the source
code and its documentation.

4.1 CodeSearchNet

The CodeSearchNet Challenge [15] is a benchmark for mul-
timodal models that handles both programming language and
natural language tasks such as code generation from docu-
mentation, documentation generation, and code searching by
natural language queries. CodeSearchNet provides the Code-
SearchNet Corpus, which is one of the largest datasets of code
with docstrings, to evaluate the performance of models. Sev-
eral LLMs, including UniXcoder, are pre-trained and evalu-
ated using this dataset.

The CodeSearchNet Corpus consists of datasets in six pro-
gramming languages (Go, Java, JavaScript, PHP, Python, and
Ruby) and 2,326,976 examples with docstrings, with 6,452,446
examples in total. The dataset was collected from public GitHub
repositories based on the following criteria: the repository is
not a fork of another repository; the repository has a license
that permits re-distribution; and the repository is referenced
as a library by another project.

The dataset was further filtered to ensure the quality and
relevance of the docstring-code pairs. The following exam-
ples were filtered out:

e code snippets with fewer than three lines,

* docstrings with fewer than three tokens,

¢ functions with a name that includes the term “test,”
 special method overloads such as __str__, and
 duplicate examples within the dataset.

4.2 Docstring Analysis

In this section, we analyze the distribution and characteris-
tics of docstrings in the CodeSearchNet Corpus to understand
their potential impact on malicious code detection.



Table 2: Distribution of lines of docstring (LoD).

LoD Count Percentile | Average Variance
1 5978 40.07%
2 1032 46.99%
3 855 52.72%
4 852 58.43%
5 579 62.31%

6-9 2261 77.47% 565.25 4484
10-14 1156 87.90% 311.2 2937
15-19 662 92.34% 132.4 577.4
20-29 624 96.52% 62.4 342.2
30-49 342 98.81% 17.1 64.49
50-99 140 99.75% 3.5 4.950

100-308 37 100% 1.48 0.4096

Table 2 presents the distribution of docstrings based on the
number of lines (lines of docstring; LoD) that they contain.
This distribution is crucial for understanding how the doc-
umentation length varies across different functions and how
this might influence malicious code detection. It is evident
from the table that the majority of docstrings are relatively
short, with 40.07% containing only a single line. However, a
significant proportion of docstrings (approximately 22.53%)
have more than six lines, indicating a substantial amount of
detailed documentation in some cases. The variance in the
number of lines suggests that while some functions are docu-
mented very briefly, others have extensive documentation.

The analysis of the docstring length distribution and iden-
tification of functions with extensive documentation provide
a foundation for our proposed method for detecting malicious
code through coherence analysis. Functions with comprehen-
sive docstrings are likely to have a higher degree of coher-
ence between the code and its documentation, which makes it
easier to identify anomalies. Conversely, functions with min-
imal or no documentation pose a greater challenge, because a
lack of detailed descriptions can obscure the true intent of the
code.

Our findings highlight the importance of encouraging de-
tailed documentation in OSS projects, which not only aids in
code comprehension but also enhances the effectiveness of
malicious code detection methods based on coherence analy-
sis.

4.3 Experiment

In this section, we describe the experiments conducted to
investigate the impact of the coherence between docstrings
and code segments on the detection of malicious code, given
the diversity of docstring formats. We used UniXcoder as
the language model to calculate the coherence between doc-
strings and code segments, as well as CodeSearchNet Corpus,
which is divided into training, validation, and test sets. In our
experiments, we used the test set, which was not employed
during the training of the language model, specifically focus-
ing on the Python language subset.
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4.3.1 Docstring Format

We categorized docstrings into six formats to understand how
different styles of documentation affect the coherence analy-
sis:

Clean This format follows the benchmark provided by Code-
SearchNet, where only the first paragraph is extracted
for docstrings longer than three lines.

Full The original docstrings from the dataset are used with-
out any modifications.

First line Only the first line of the docstring is used.

Return The part of the docstring containing the return tag is
used.

FL & Return Both the first line and the return tag part of the
docstring are used.

Function name The function name is used as a substitute for
the docstring, treating it as the docstring information.

4.3.2 Evaluation Metrics

We used the receiver operating characteristic (ROC) curve
and area under the curve (AUC) to evaluate the performance
of our coherence-based detection method.

The ROC curve shows the performance of a classifier across
various threshold settings. It plots the true positive rate
(TPR) against the false positive rate (FPR) at differ-
ent threshold levels. The TPR, which is also known
as sensitivity or recall, measures the proportion of ac-
tual positives correctly identified by the model. The
FPR measures the proportion of actual negatives that
are incorrectly identified as positives. By plotting these
rates, the ROC curve illustrates the trade-off between
sensitivity and specificity (1 - FPR).

The AUC shows the overall performance of the classifier. It
represents the area under the ROC curve and provides a
measure of the ability of the model to distinguish be-
tween positive and negative classes. An AUC value
of 1.0 indicates perfect classification, whereas an AUC
value of 0.5 suggests no discriminative power, which
is equivalent to random guessing. A higher AUC value
generally indicates better model performance.

We computed the ROC curves and AUC values for differ-
ent docstring classifications to evaluate the performance of
our coherence-based detection method. The results show how
well the method can differentiate among benign, injected, and
divided code segments based on the coherence scores. By
comparing the AUC values across different docstring types,
we aimed to identify the docstring format that provides the
most reliable basis for detecting malicious code. It is impor-
tant to note that setting the appropriate threshold remains a
challenge in this research. Despite this, we used the AUC as
a metric to evaluate the overall performance, acknowledging
this limitation, while still providing a comprehensive assess-
ment of the effectiveness of our method.
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def function_name(args):
"""docstring

multi-line docstring
i.e. detailed explanation
of the function

malicious code segment injected

Figure 5: Example of segments extracted from a function.

4.3.3 Docstring and Code Segments

We categorized the code segments into three types:

Benign The original source code corresponding to the doc-
string, representing benign code that has not been al-
tered by an attack.

Injected Code segments that mimic malicious code injected
by an attacker, which should show low coherence with
the original docstring as they are unrelated to the in-
tended purpose of the function. In this experiment, the
attack code from the ctx package incident [2] was in-
jected as a malicious code snippet.

Divided Benign code segments that have been split by empty
lines, representing parts that should still have high co-
herence with the original docstring even when divided
by a segmentation algorithm. This result is significant
because source code segmentation does not always per-
fectly separate benign and malicious code. When seg-
mentation divides the source code into finer granularity,
it is reasonable to assume that the benign code will also
be split into several segments. We compared the ef-
fectiveness of docstrings in this category with the seg-
ments of malicious code to verify their impact.

Figure 5 shows how docstrings and code segments are ex-
tracted from a function. The green box indicates the docstring
segment extracted from a function. Docstrings were format-
ted according to the styles described above. The blue box
indicates the benign code segment and the dashed blue box in-
dicates the code segments divided by a newline in the source
code. The red box indicates the injected code segment that
simulates malicious code inserted by an attacker.

In this scenario, we assumed that we could distinguish be-
tween source code inserted by attackers and the original be-
nign source code. This segmentation method relies on empty
lines as delimiters in the source code, assuming that attack-
ers insert malicious code separated by an empty line. Al-
though other methods such as the Control Flow Graph and
Code Slice [11] can be considered, they are beyond the scope
of this study.

206

This experiment aimed to demonstrate that malicious code
can be reliably detected, even when docstrings vary signifi-
cantly in format and content, by analyzing the coherence be-
tween docstrings and code. The results provide insight into
the robustness and effectiveness of coherence-based detection
methods for identifying code anomalies.

4.4 Results

Figure 6 shows how different docstring formats affect the
coherence values between docstrings and their correspond-
ing code segments. It illustrates the coherence of the be-
nign source code, injected malicious code, and benign source
code divided into segments. The comparison of coherence
between the benign source code (left) and injected code (cen-
ter), as well as between the divided benign code (right) and
injected code (center), provides valuable insights for classifi-
cation. Table 3 presents the AUC metrics. AUC values closer
to 1 indicate better performance.

In all docstring formats, the benign code segments gener-
ally exhibited higher AUC values than the malicious code seg-
ments. In addition, benign code segments separated by new-
lines showed higher AUC values than malicious segments.
However, in some docstring formats, the difference in coher-
ence was not significant.

Using the complete docstring (Full) for coherence mea-
surement resulted in overall higher coherence values com-
pared with the clean docstring format provided by CodeSearch-
Net. This increase was particularly notable in the benign code
segments, leading to an improved AUC. The full docstring
format showed better AUC values than the other formats, sug-
gesting that more comprehensive documentation contains more
information, thereby enabling more accurate classification.
Using only the first line of the docstring (First line) resulted
in a slight decrease in the AUC, with values of 0.9798 for
non-divided and 0.9003 for divided benign code segments.
When using the return tag portion of the docstring (Return),
the AUC values decreased further, especially for the divided
benign code, indicating that the coherence decreased for code
segments not directly related to return processing. However,
combining the first line with the return tag information (FL &
Return) resulted in the second-highest AUC values, and the
lowest variance in coherence across segments.

Conversely, using the function name as a substitute for doc-
string (Function name) resulted in no significant difference in
coherence between the benign and injected code, yielding low
AUC values.

S DISCUSSION

In this study, we investigated the impact of various doc-
string formats on the coherence between benign and mali-
cious code and their effect on the classification of malicious
code. Our experiments demonstrated that using the entire
docstring resulted in the best classification performance. Uti-
lizing only the first line of docstring produced high AUC re-
sults, whereas adding return tag information slightly improved
the AUC values. However, using only the return tag in doc-
string resulted in lower AUC scores. This is because the re-
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Table 3: AUC metrics for different docstring formats. AUC values below 0.9 are underlined.

Docstring format AUC vs. injected Coherence average Coherence variance Sample size
Benign Divided | Benign Injected Divided | Benign  Injected  Divided

Clean 0.9854 0.9078 | 0.5543  0.1817  0.4228 | 0.01806 0.009603 0.02360 14918
Full 0.9864 0.9104 | 0.6844 0.2192  0.4908 | 0.02778  0.01214  0.02711 14918
First line 0.9798  0.9003 | 0.5478  0.1863  0.4211 | 0.01825 0.009598 0.02345 14918
Return 0.9133  0.7978 | 0.4236 0.1694  0.3372 | 0.02360 0.01075  0.02719 1201
FL & Return 0.9940  0.9093 | 0.6037 0.2056  0.4369 | 0.01652 0.009044 0.01982 1201
Function name | 0.6296 0.7843 | 0.3410 0.2819  0.4292 | 0.02175 0.01034  0.02329 14918
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Figure 6: Boxplots of coherence between docstrings and code segments.

turn information does not provide a comprehensive explana-
tion of the entire function and omits the details of processes
that are not reflected in the return value. Similarly, employ-
ing the function name as a docstring is less descriptive than
the docstring that is mostly written in a sentence and has a
lower coherence with the overall function implementation. In
conclusion, docstrings with information of both the overall
implementation and return value effectively capture function-
ality through NLP techniques.

Our experiments showed that the proposed coherence-based
method successfully detected segmented malicious code that
deviated from the original purpose of the function, achiev-
ing an AUC of approximately 0.9. This method requires a
docstring to describe the function; however, it was confirmed
that a few lines of docstring, rather than a long description,
are sufficient. The experiment quantitatively demonstrated
the benefits of including docstrings in source code, particu-
larly for software developers whose code is intended for use
by third parties. Although a few lines of docstring are effec-
tive, it was found that simply copying and pasting the function
name into the docstring had limited effectiveness.

There is room for improvement in the source code seg-
mentation for the proposed method. Currently reported ma-
licious OSS packages often involve inserting a code snip-
pet that performs unauthorized actions or creating a package
that is specifically designed for attacks. In cases where ma-
licious code injected through source code tampering is con-
cealed more subtly, alternative segmentation methods beyond
those based on newlines, as discussed in this paper, may need
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to be considered.

In addition, this experiment only dealt with Python, and
experiments involving other languages are necessary. Fur-
thermore, although the detection targets differ, it is essential
to conduct experiments that consider real-world attacks using
datasets collected using existing malicious package detection
methods.

6 CONCLUSION

This study has presented a novel method for detecting ma-
licious code in OSS by evaluating the coherence between the
source code and its documentation. Traditional pattern-matching
techniques for malicious code detection often fail to detect
sophisticated attacks in which attackers modify the code to
evade detection. Our approach leverages NLP to calculate the
coherence between the functionalities provided by OSS and
its source code, identifying code snippets that are unneces-
sary for the original purpose of the package and are therefore
potentially malicious.

Our research demonstrates that analyzing the coherence be-
tween docstrings and the source code can effectively flag sus-
picious code segments. Experiments conducted using the Code-
SearchNet Corpus show that even short docstrings, such as
those containing only the first line or return tag information,
can provide sufficient information to detect malicious code
with high accuracy. Specifically, our findings showed an AUC
of 0.9864 when using full docstrings and 0.9798 when using
only the first line, underscoring the utility of even minimal
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documentation.

Furthermore, the analysis revealed that although compre-
hensive documentation (full docstrings) yields the best detec-
tion performance, even minimal documentation significantly
improves the ability to identify malicious code compared with
having no documentation at all. This suggests that OSS devel-
opers should be encouraged to document their code diligently,
focusing on summarizing the function and return values, to
aid in detecting malicious activities.

In conclusion, this study provides a compelling case for in-
tegrating coherence-based methods into OSS security prac-
tices. Future work could explore extending this approach
to other programming languages and integrating additional
context or metadata to enhance the detection capabilities fur-
ther. By promoting the inclusion of docstrings and leveraging
NLP techniques, the resilience of software systems to supply
chain attacks and other malicious activities can be improved,
thereby ensuring a safer and more reliable OSS ecosystem.
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Abstract - In software development, extracting relevant infor-
mation from the functional requirements of specifications is
crucial for ensuring consistency and reliability. Traditional
methods of information extraction are often burdened with
extensive annotation requirements, which can be both time-
consuming and error-prone. To address this issue, we ap-
plied NLP techniques to streamline the extraction of infor-
mation from functional requirements, aiming to enhance soft-
ware development efficiency. We developed an information
extraction system and an automatic rule generation process
to extract preconditions, actions, and resulting states from
Japanese functional requirements without requiring special-
ized knowledge and with minimal annotation. Experimen-
tal results using benchmark requirement documents demon-
strated that our proposed method could extract relevant infor-
mation with 80% accuracy. This approach lays the founda-
tion for automating the extraction of functional requirements,
improving the consistency and reliability of requirement doc-
uments, and enabling more efficient software development.

Keywords: software engineering, natural language process-
ing, requirements specification, information extraction

1 Introduction

The application of Natural Language Processing (NLP)
technology to functional requirements in a specification doc-
ument represents a significant advancement in streamlining
software development processes. Functional requirements in
a specification document detail the specific functionalities and
behaviors that the system should provide to meet user needs.
These requirements define:

e Preconditions required before the system can perform
a specific action.

 Actions that the system carries out when certain condi-
tions are met.

* Resulting State of the system after the actions have
been completed.

They serve as guidelines for developers in designing and
implementing the system. However, functional requirements
may contain contradictions, potentially causing confusion in
the development process. For instance, if the specification
document provides inconsistent information about how a cer-
tain functionality should operate, developers may struggle to
determine which information to trust. Contradictory informa-
tion may also arise across different sections or parts of the
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document, leaving developers uncertain about what is correct
and potentially impacting the progress of the project. Ac-
cording to [1], these types of contradictions pose serious chal-
lenges for developers and require time and effort to resolve.
While requirements specifications written in natural language
offer flexibility and expressiveness, they are also prone to
contradictions, which can lead to inconsistencies and misun-
derstandings in requirements. Furthermore, once the require-
ments specification is created, the development process pro-
gresses based on it. However, if defects arise in this upstream
process, they can have a significant impact on downstream
stages. To prevent such issues, it is desirable to identify and
resolve contradictions in functional requirements.

To identify inconsistencies in functional requirements,
model checking is often regarded as a useful tool. Further-
more, it is anticipated that using NLP technology to efficiently
create formal specifications for a system will reduce the cost
of performing model checking. Formal specifications need
to be prepared in advance for model checking, and methods
have been proposed to efficiently create these specifications
from requirements documents written in natural language [2,
3,4].

Among the requirements documents, functional require-
ments are particularly useful for creating formal specifica-
tions related to behavior. Therefore, if NLP technology
can be employed to automatically extract information from
functional requirements, it could reduce the cost of creating
behavior-related formal specifications. Amidst the growing
attention to the application of NLP in software development,
there is a shortage of appropriate training corpora for deep
learning in requirements engineering [5]. It is crucial for in-
formation extraction to be applicable to general language pat-
terns without incurring the cost of domain adaptation, con-
sidering the diverse range of requirement specification docu-
ments created across various fields [6].

However, research into extracting information from func-
tional requirements for creating formal specifications is still
underdeveloped, and information extraction from Japanese
lags behind that from English. One reason is that it is chal-
lenging to precisely define whether the events and states in-
cluded in functional requirements correspond to Precondi-
tions, Actions, or Resulting State. Even if a precise defini-
tion were established, it would require specialized knowledge
from the information extraction operators, increasing their
workload.

In this study, we developed information extraction rules
that consider both syntactic structure and semantics to extract
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Preconditions, Actions, and Resulting State from Japanese
functional requirements. Additionally, we implemented an
automatic rule generation process to enable information ex-
traction without requiring specialized knowledge from users.
Although this paper focuses on Japanese, it employs NLP
techniques that are also applicable to English, allowing for
the possibility of extending the approach to English as well.

We created 186 binary relations for the events and states ex-
tracted from 46 functional requirements of the “Wadai-Futto
pot” Ver. 7 [7], which is used as a benchmark for Japanese re-
quirements documents. We annotated these relations to spec-
ify which of the pairs correspond to Preconditions, Actions,
or Resulting State, such as Preconditions—Actions or Pre-
conditions—Resulting State. As reported in [6], the major-
ity of functional requirements are contained within a single
sentence. Therefore, in the initial stages of our methodol-
ogy, we excluded functional requirements that span multiple
sentences. We reported descriptive statistics on the generated
extraction rules and then compared the experimental results
between extraction solely based on the rules and application
of a filter using similarity of binary relationships after apply-
ing the rules.

The structure of the following sections is as follows. Sec-
tion 2 will summarize the main research on efficient ideas for
creating formal specifications, elements extracted from func-
tional requirements, and deep learning-based and rule-based
extraction methods. Next, Section 3 outlines the procedure
for extracting events and states through syntactic and seman-
tic analysis. The method for identifying the relationship be-
tween the two extracted events/states is explained in Section
4.1. Additionally, Section 4.2 describes how the extraction
rules can be automatically generated with minimal annotation
by the workers. In Section 5, we will report statistics on the
extraction rules created based on this method. We will then
describe the experimental results comparing extraction solely
based on the rules with those after applying a filter. Finally,
in Section 6, we will summarize this study and discuss future
prospects.

2 Related Work

While functional requirements are commonly described in
natural language, the inherent noise and ambiguity of natu-
ral language can make analysis challenging. To circumvent
this issue and facilitate the transformation of functional re-
quirements into formal specifications, a method involves de-
scribing the requirements in Controlled Natural Language
(CNL), a language with restricted sentence structures [8, 9,
10]. The aim of these studies is to provide a formal founda-
tion for model-based testing through natural language parsing
and automatic generation of test cases. Since models contain-
ing ambiguity can lead to the creation of incorrect test cases,
CNL, which specifies a single interpretation, plays a crucial
role. Those applying extraction rules, as seen in [9], typi-
cally work with syntax trees. The extracted elements are or-
ganized into frame-based semantic representations, which are
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then mapped to internal formal models. The effectiveness of
a small set of rule-based extraction rules is attributed to the
restricted sentence structures in CNL.

On the other hand, describing functional requirements in
natural language offers the advantage of high expressiveness.
While CNL may require extensions to handle new expres-
sions, natural language inherently does not. However, a draw-
back arises in the increased complexity of extraction rules
compared to CNL when extracting elements from sentences.
In [3], examples of extraction rules targeting Japanese sen-
tences are provided. Extraction rules are applied when spe-
cific syntactic structures within the sentence are identified.
The information to be extracted consists of condition clauses
and action clauses necessary for creating intermediate mod-
els. In [4], a wider range of sentence structures is addressed
by increasing the patterns of syntactic structures, allowing for
the extraction of both condition and action clauses. Both [4]
and [11] adopt a bottom-up syntax parsing using the algo-
rithm based on Context-Free Grammar (CFG), similar to pre-
vious studies. They utilize syntactic parsing rules and de-
pendency parsing results to determine syntactic structure pat-
terns. A noted challenge is the increased complexity of syn-
tactic parsing rules.

Research focusing on the detection and extraction of causal
relations in the field of requirements engineering [5, 6, 12]
considers functional requirements as a type of causal rela-
tion. They have analyzed a large dataset of 14,983 sentences
from requirements specifications to investigate the frequency,
forms, and complexity of causal relations, revealing that ap-
proximately 28% of the sentences contain causal information.
Additionally, they conducted a case study exploring the cor-
relation between the occurrence of causal relations and the
requirements lifecycle, demonstrating the positive impact of
detecting causal relations on the requirements process. Ad-
ditionally, [12] indicates that it is insufficient to identify key
phrases that signify causal relations solely based on the vo-
cabulary within a sentence.

3 Extraction of Events and States

Here is the process for extracting events and states de-
scribed in the functional requirements document, using a
uniform method without distinguishing between events and
states. First, as illustrated in Figure 1, the procedure involves
converting sentences into a tree structure that considers both
syntactic and semantic structures through syntactic parsing,
semantic parsing, and tree generation. Following this, we
identify nodes within the tree structure that represent events
or states, and extract information from the subtrees with these
nodes as their roots.

For grammatical analysis, we adopt Combinatory Catego-
rial Grammar (CCG). One advantage of using CCG is its abil-
ity to perform syntactic and semantic parsing simultaneously.
In CCG parsing, each word or phrase is assigned a category,
and these categories combine according to grammatical rules
to determine the overall structure of the sentence. In semantic
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Figure 1: The procedure involves converting sentences into a tree structure that considers both syntactic and semantic structures

analysis, each category corresponds to a semantic representa-
tion, which is combined according to the syntactic rules. This
approach allows for the semantic linking of multiple lexical
items that constitute events or states.

For syntactic parsing with CCG, we utilize depccg! [13]
and select janome? as the Japanese morphological analyzer
within the tool. This parser outputs CCG derivation trees
based on the Japanese CCGBank [14].

In semantic parsing, the process of outputting a logical for-
mula from CCG derivation trees based on semantic templates
and lexical items follows the ccg21ambda3 [15, 16] frame-
work. First, meanings are assigned to all leaf nodes of the
CCG derivation tree. This assignment is processed based on
the following semantic templates and lexical items:

* Semantic templates that have matching conditions for
syntactic features and syntactic categories.

* Lexical items that have matching conditions not only
for syntactic features and syntactic categories but also
for outputs of morphological analysis such as surface
forms, base forms, and part-of-speech tags.

The method for constructing these is followed as described
in [16, 17]. Next, semantic composition rules are applied top-
down from the leaf nodes, calculating the meanings assigned
to the remaining nodes. When no further rules can be applied,
the final calculated meaning is outputted.

The logical formulas output by the proposed system in-
clude functions called constructors, which are used to create
instances of data types. These constructors define how data
types are structured and assign specific values to them. The
proposed data types are Treenp, which represents the structure
of noun phrases, and Treeg, which represents the structure of
sentences. Mutually inductive type declarations and construc-
tor definitions are implemented in Coq [18] as follows:

Parameter Entity : Type.

'https://github.com/masashi-y/depccg
’https://github.com/mocobeta/janome
3https://github.com/mynlp/ccg2lambda
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Parameter Event: Type.
Parameter Gluey, : Type.
Parameter Glues : Type.
Parameter Tense : Type.
Parameter Aspect : Type.

Inductive Treep, : Type :=
| Nilnp : Treenp
| En: Entity — Treenp
| Np : Treen, — list Gluen, — Treen, — Treen
| Adn : Trees — Treen, — Treenp
with Treeg : Type :=
| Ev: Treen, — Treenp, — Treeny — Treenp
— list Event — list Aspect — list Tense — Trees
| Advyp : Treenp, — list Glues — Trees — Trees
| Advg : Treeg — list Glueg — Trees — Treeg
| Hyp : Trees — list Glues — Treeg — Trees.

Parameter Closure : Trees, — Prop.
The explanations for each are given below:
* Type Entity represents nouns.

» Type Event represents actions or states expressed by
verbs.

* Type Gluey, represents particles used to connect noun
phrases.

» Type Glueg represents conjunctions or particles used
to connect sentences or clauses.

» Type Tense represents the syntactic tense of verbs.

» Type Aspect is a syntactic type used to represent the
nature or progress of actions or states as expressed by
the verb.
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* Constant Niln, represents a non-existent noun phrase
when a verb is not associated with nominative, ac-
cusative, or dative cases.

e Constructor En applies to nouns.
 Constructor Np applies to noun phrases.
 Constructor Adn applies when modifying nouns.

* Constructor Ev generates a term representing an event
consisting of a single verb. It takes as arguments terms
of type Treenp representing noun phrases marked as
nominative, accusative, and dative cases. The fourth
argument is another term of type Treen, representing
complements linked by a copula.

* Constructor Advy, applies in various contexts, such
as when a noun phrase is used adverbially to modify
the entire sentence or is inserted in a specific position
within the sentence.

¢ Constructor Advg is used to introduce adverbial ele-
ments that modify the entire sentence.

¢ Constructor Hyp applies in conditional sentences.

* Function Closure takes instances of type Treen, or
Trees as arguments and returns them as propositions.
The purpose of this function is solely to enable the
use of Coq’s proof assistance capabilities by convert-
ing data types into propositions.

For instances of constant list types, the function used to
append a constant to a list is defined as follows:

Fixpoint append A : Type (I I': list A) : list A :=
match | with
[ nil =>1T
| cons al => cons a (append | I')
end.

This shows that lists with different concatenation orders can
have the same meaning. Besides list Event, other cases
where the order of concatenation does not affect mean-
ing include list Gluepp for noun phrases, list Aspect and
list Tense for auxiliaries, and list Glueg for conjunctions.

After simplifying the list, instances of the data types are
converted into tree structures. Nodes in the tree are repre-
sented as constructors, with the arguments of these construc-
tors serving as child nodes. The positions of the child nodes
correspond to the positions of the arguments.

Once a tree structure like the one shown in Figure 2 is ob-
tained, subtrees representing events or states are extracted.
Since the constructor Ev represents the minimal event, we
extract information from subtrees with Ev as the root node.
For example, by listing all the leaf nodes within the subtree,
we can obtain a textual representation of the event. However,
since Ev always includes a predicate, it is not possible to ex-
tract event nouns using the same method. Therefore, event
nouns are extracted manually.

214

4 Rule Generation

4.1 Pattern Matching for Binary Relations

We will provide a detailed explanation of how to iden-
tify the relationship between two events or states using paths
within a tree structure. This method involves identifying the
shortest path from a source node (starting point) to a target
node (endpoint) within the tree structure and mapping this
path to the labels of a binary relation. The specific steps of
this method are as follows:

1. Identification and Setup of Nodes
First, identify the nodes within the Treen, or Treeg
tree structure that represent events or states. Set the
source node (starting point) and target node (endpoint)
for analysis.

2. Identification of the Lowest Common Ancestor
To find the shortest path from the source node to the
target node, identify the Lowest Common Ancestor
(LCA) of both nodes. The LCA is the most distant an-
cestor node from the root that is common to both the
source and target nodes. This node will serve as the
reference point for determining the path.

3. Construction of the Shortest Path
Once the LCA is identified, construct the shortest path
by combining the path from the source node to the LCA
and the path from the LCA to the target node.

4. Mapping to Binary Relation Labels
Map the obtained shortest path to the labels of a binary
relation. This label clarifies which of the conditions,
operations, or states defined by the functional require-
ments the source and target nodes correspond to. Possi-
ble labels include condition-operation, condition-state,
and operation-state.

Additionally, tregex patterns are used to represent paths
within the tree structure. Tregex [19] is a pattern language
designed for efficiently performing pattern matching on tree
structures. Each pattern specifies dominance or sibling rela-
tionships between nodes and is used to identify specific pat-
terns within a tree structure. Basic node relationships sup-
ported by tregex patterns include:

e A <; B: Node B is the i-th child of node A
* A >; B: Node A is the i-th child of node B

By combining these patterns, it is possible to gain a detailed
understanding of the relationships between nodes within the
tree structure and to identify relationships using paths.

4.2 Annotations

To automatically extract information from functional re-
quirements, it is necessary to prepare extraction rules in ad-
vance. We describe a method for creating effective extraction
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rules with minimal annotation, even for users without exper-
tise in syntactic or semantic analysis. The system performs
the following steps automatically:

1. Syntactic and Semantic Parsing
The system conducts syntactic and semantic parsing on
the input data, generating a tree structure of type Treenp
or Trees.

2. Extraction of Event and State Nodes
It extracts nodes corresponding to events or states from
the tree structure.

3. Identification of the Shortest Path
It identifies the shortest path between the source node
and the target node.

Following these steps, the user performs the following task:

* Manual Annotation
The user manually annotates the relationships between
the source and target node pairs.

For this task, a simple tool is used that allows users to visually
verify the output of common processing. The tool clearly in-
dicates the source and target nodes for each data item and pro-
vides visual support, allowing the user to determine whether
the items correspond to functional requirements. This method
makes the annotation process efficient. After annotation, the
assigned labels are mapped to tregex patterns, and extraction
rules are accumulated accordingly.

In this way, users are only involved in the annotation phase
and do not need specialized knowledge, facilitating the auto-
matic generation of extraction rules.

S Experiments on Relation Identification

The validation method is explained as follows. The data is
divided into training and test datasets. Tregex patterns cre-
ated from the training data, combined with annotated labels,
are used to accumulate extraction rules. Then, Tregex pat-
terns generated from the test data are compared against these
extraction rules to determine their applicability. The labels
used for validation are Preconditions—Actions or Precondi-
tions—Resulting State, and Other. The evaluation focuses on
accurately classifying these binary labels.
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The data consist of 69 test data and 117 training data. To
avoid bias, careful attention was given to the data allocation.
The functional requirements in [7] are divided into sections
by functionality, with sentences within each section tending to
have similar syntax. Allocating sentences with similar syntax
from the same section to both the test and training datasets
could lead to easy predictions using similar rules from the
training data, thereby not accurately reflecting the system’s
performance on truly unknown data. Therefore, test data were
created from sections different from those used for training.

The rules generated from the training data total 92, which
means that approximately 80% of the binary relations in the
training data were used to create these rules. The generated
rules were applied to the test data using two different meth-
ods, each with distinct characteristics:

1. Applying Rules Only When Paths Are Identical:
When paths are identical, the structure of the target data
matches exactly, making the application of the rules ex-
pected to be accurate. This method ensures structural
consistency in the data and helps avoid incorrect appli-
cations.

2. Applying the Rule with the Tree Edit Distance
(TED) of Paths: The TED of paths quantitatively in-
dicates how different two patterns are. By applying the
rule with the minimum TED, the transformation closest
to the original data is achieved, leading to a more natu-
ral application. The APTED algorithm [20] is used for
calculating the TED of paths.

The results of applying each method are shown in Table 1.

Table 1: Comparison of Accuracy Metrics for Different Rule
Application Methods.

fl_score precision recall
rule only 0.53 0.70  0.57
rule + TED 0.80 0.81  0.80

6 Conclusions

This study demonstrated the effectiveness of a rule-based
approach using syntactic and semantic analysis to extract
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functional requirements from Japanese specification docu-
ments. Notably, the method of minimum TED achieved the
highest accuracy, confirming the importance of structural sim-
ilarity.

Experiments using the functional requirements of “Wadai-
Futto pot” Ver. 7 showed that the generated rules could accu-
rately identify functional requirements with about 80% preci-
sion. This result indicates that even complex rules can be ef-
fectively applied, supporting the scalability of our approach.

Future work includes extracting functional requirements
that span multiple sentences, improving the accuracy of
events/states extraction, and ensuring that no information is
lost from the sentences.
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Abstract - In recent years, numerous driver assistance
systems have been developed to present information to car
drivers; however, there are relatively few systems and studies
focused on motorcycle riders. Motorcycles present unique
challenges and constraints, such as the inability to remove
both hands from the controls, a narrow field of view due to
helmets, and significant impacts from noise, vibration, and
temperature changes. To address these issues, we propose
a method that combines visual and olfactory information to
alert riders about their surroundings and provide navigation
information. The system utilizes three LEDs for visual
alerts and a nozzle installed inside the rider’s helmet to emit
scents for olfactory stimulation. To evaluate the effectiveness
of this olfactory information presentation, we conducted a
simulation using a motorcycle simulator with participants
wearing a full-face helmet. The evaluation focused on
intuitive route guidance by measuring reaction times, missed
detections, and false detections. The results showed a signif-
icant reduction in reaction time and missed detections when
olfactory stimulation was present.

Keywords: Olfactory stimulation, motorcycle riders, in-
formation presentation, safety, reaction time

1 Introduction

1.1 Background

In recent years, various driver assistance systems that
provide navigation and safety information have been devel-
oped. These include devices for visual information presen-
tation, such as smartphones and head-up displays (HUDs)
that overlay information within the driver’s field of view, and
auditory information devices like intercoms. Despite these
advancements, a survey by the Japan Safe Driving Center
revealed that nearly 90% of motorcycle riders desire enhanced
navigation and safety information[l1]. However, research
on and development of effective information presentation
systems tailored specifically for motorcycles are scant, and
existing systems fail to fully meet these needs.

Motorcycles encounter unique challenges and limitations
compared to four-wheeled vehicles. These include the inabil-
ity to remove hands from the handlebars, restricted visibility
due to helmets, and significant impacts from noise, vibration,
and temperature changes. Typically, navigation information
for both motorcycle and car drivers is conveyed primarily
through visual means, such as dashboards or smartphone

holders. However, due to limited space for mounting devices
on motorcycles, these devices are often positioned lower,
complicating the rider’s ability to view the information.

As illustrated in Fig. 1, the rider’s field of view shrinks
from the green frame to the yellow frame when the rider is
wearing a helmet. It indicates that the information display
device, marked by the red frame, is not easy to see for
such riders. For smartphone information that falls outside
this visible area[2], riders must look downward to check
metrics or smartphones, which hampers the ease of accessing
visual information. Conversely, in four-wheeled vehicles, the
enclosed driving environment is quieter, which facilitates the
reception of auditory information, such as route guidance, in
addition to visual cues. Drivers in these vehicles also benefit
from a wider field of view, enabling easier access to both
auditory and visual information.

Field of view: Green Information display device: Red
Attention point: Purple  Field of view when wearing helmet:

Figure 1: Driver’s field of view

Riders must be vigilant of road surface conditions while
also monitoring information ahead[3]. Sole reliance on visual
information can lead to risks associated with frequent gaze
shifts, adversely affecting driving behavior. For instance,
even when riders attempt to absorb surrounding details and
assess the environment, they might overlook critical infor-
mation outside their direct front view, creating blind spots.
This oversight can result in missed navigation cues, leading
to altered travel plans and inducing feelings of anxiety or
urgency. Such situations compromise cognitive processing,
escalating inattention and stress[4]. Consequently, riders may
engage in risk-taking behaviors like maintaining insufficient
vehicle distances or speeding, which not only endangers
themselves but also poses a threat to others.

According to the National Highway Traffic Safety Ad-
ministration (NHTSA) from USA, motorcyclists in 2019
were 29 times more likely than passenger car occupants
to die in a crash[5]. Most accidents occur because riders
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fail to detect changes in their surroundings or cannot react
swiftly. This highlights the critical need for more effective
information alert systems that can enhance safety, awareness,
and response capabilities of riders to road conditions.

1.2 Research Objective

This research aims to enhance the safety of motorcy-
cle riders by investigating effective information presentation
methods that minimize the need for gaze shifts away from
the road. Given the hierarchy of human sensory perceptions,
where olfactory information is considered third after visual
and auditory information[6], this study explores the poten-
tial of olfactory stimuli to complement visual alerts more
effectively. The primary objective is to determine whether
the proposed system can improve riders’ response times and
reduce missed detections by comparing these metrics with
and without olfactory stimuli.

2 Related work

2.1 Driver Information Systems
2.1.1 Methods of Information Presentation

Representative visual information presentation systems in-
clude navigation based on map and GPS data. Recently,
to reduce the burden of driver’s eye movements, not only
traditional navigation systems but also HUD (Head-Up Dis-
play) research has been focused on. In both four-wheel
and two-wheel vehicles, common visual navigation systems
combine smartphones and voice guidance systems. Four-
wheelers provide voice information through speakers, while
two-wheelers often use intercom systems installed in helmets.
However, motorcyclists often miss voice prompts due to wind
noise and engine sounds, leading to poor effectiveness of
voice guidance[7].

Additionally, research has been conducted on tactile infor-
mation presentation, such as using smartwatches for vibration
stimuli and HMD (Head-Mounted Display) for visual stimuli.
Vibration stimuli can control the perception of time by ad-
justing intensity. However, in motorcycle operation, vehicle
vibrations may confuse tactile stimuli, making them difficult
to distinguish[8].

2.1.2 Timing of Information Presentation

Lunenfeld pointed out that presenting too much information
too early can overload the driver’s information processing,
while too little information may cause drivers to ignore it[9].

Ito et al. measured the visual information processing time
using HUD for motorcyclists to study the appropriate timing
for information presentation. They found that for urban
driving at 30 km/h, the appropriate distance for information
presentation is 40 to 55 meters ahead[10].

2.1.3 Location of Information Presentation

Regarding HUDs, research found that the farther forward the
display position, the more effective it is[11].

On the other hand, Matsunami et al. proposed a helmet-
mounted near-distance LED information presentation system
without a combiner. The results indicated that reducing the
amount of information and displaying it at close range could
shorten reaction times[12].

2.2 Olfactory Information Presentation
2.2.1 Indoor Environment Studies

Humans perceive external information through five senses in
the following proportions: taste 1.0%, touch 2%, smell 4%,
hearing 11.0%, and vision 82.0%[6]. In daily life, the time
and situations where only one sense is used are limited. By
combining information other than visual and providing cross-
modal stimuli, people can use multiple senses to obtain phys-
ical information. This multimodal information processing is
more common, especially during wakefulness[13].

Kawamoto et al.’s research indicated that lemon scent could
reduce fatigue and prevent a decrease in vitality[14].

Studies by Aoki et al. found that jasmine scent affects
the autonomic nervous system, increasing parasympathetic
activity or reducing mental stress[15][16].

2.2.2 Automotive Environment Studies

Studies show that in a driving environment, scents can main-
tain driver alertness, enhance physical functions, and help
recover from fatigue after driving[17]. However, the effects of
scents vary with different types[18]. Research also suggests
that low-intensity intermittent scent supply patterns can effec-
tively maintain driver alertness, reduce fatigue, and enhance
safety[19].

2.2.3 Effectiveness of Olfactory Cues

There are limited researches on olfactory cues in both four-
wheel and two-wheel vehicles. In four-wheelers, studies
suggest that scents can be effective as warnings or driving
aids, but research in real driving environments is limited. For
two-wheelers, the application and effectiveness of olfactory
cues are even less studied. Although some studies indicate
that scent cues can reduce driver distraction and improve reac-
tion times[20], specific experimental evidence and application
scenarios require further research and validation.

3 Proposed Method and System Design
3.1 Objective

The related work suggests that supplementing information
presentation with tactile and auditory cues is possible. How-
ever, motorcycle operation is more challenging than four-
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wheel vehicles for receiving visual, tactile, and auditory
information but ensures good ventilation.

This study proposes an olfactory-visual information pre-
sentation system to reduce cognitive load during motorcycle
driving. By comparing scenarios with and without olfactory
stimuli, this system aims to determine if riders can grasp
information faster and reduce omissions. The goal is to
evaluate the effectiveness of olfactory cues in intuitive route
guidance and measure the reaction time data to verify if such
cues enhance reaction speed and reduce missed information.

3.2 Evaluation Items

To evaluate the effectiveness of olfactory information pre-
sentation, this paper proposes an olfactory-visual information
presentation system. By providing intuitive route guidance,
the evaluation focuses on the following four data points:

1. The time visual information is presented
2. The time odor is released
3. The time the rider notices the information

4. The number of missed detections

3.3 Information Presentation System Design

To ensure that the system can effectively convey infor-
mation without interfering with the rider’s simulated driving
operation, we have reconsidered the core design principles
from the perspective of component usage. The key principles
and their implementation are as follows:

3.3.1 Integration and Responsiveness

Components: Micro-controller (M5Stack-Core-ESP32), Pres-
sure Sensor (MS5803-14BA), Data Recorder (OpenLog),
LED Module

* Design Goal: Ensure seamless integration of system
components and high responsiveness, improving over-
all system reliability and efficiency.

e Implementation: Select components that can easily
interconnect through standard communication proto-
cols (e.g., 12C, SPI), ensuring the micro-controller
can effectively coordinate the operation of all com-
ponents. Additionally, use high-brightness LEDs and
fast-reacting pressure sensors to ensure that visual and
olfactory cues are triggered in the shortest possible
time.

¢ Component Selection Reason: The micro-controller
and pressure sensor communicate via 12C, enabling
synchronized operations and data transfer. The LED
module’s high brightness and quick response time en-
sure that visual cues are immediately visible. The
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pressure sensor can quickly detect the release of com-
pressed air, ensuring that olfactory cues are synchro-
nized with visual cues. The integrated data recorder
logs the operation times of all components, ensuring
data integrity and consistency.

Selecting these components not only achieves efficient data
transmission and synchronized operation but also ensures
system stability and reliability under various operating con-
ditions. This integrated design allows the system to respond
quickly in different environments, enhancing the timeliness
and accuracy of information prompts.

3.3.2 User-Friendliness and Scalability

Components: LED Module, Silicon Tube and Aroma Box,
Push Switch

e Design Goal: Design a simple, easy-to-operate user
interface and ensure the system is scalable, allowing
for upgrades and expansions as needed.

e Implementation: Use intuitive visual and olfactory
cues to reduce the rider’s learning curve and operational
complexity. Ensure that the push switch is easily
accessible, allowing riders to immediately react upon
noticing the information. Additionally, choose modular
components so that the system can easily add new
functions or replace existing components.

¢ Component Selection Reason: The LED module and
olfactory cue devices are designed to be straightfor-
ward, providing clear visual and olfactory signals. The
push switch is mounted on the handlebar, making it
convenient and easy to operate. The silicon tube
and aroma box are used to convey and release scents,
accurately delivering the scent to the rider’s olfactory
system, enhancing the effectiveness of the olfactory
cues. The micro-controller has multiple I/O ports and
communication interfaces, making it easy to connect
additional sensors or actuators. The modular design of
the LED and olfactory cue devices allows the system to
be flexibly expanded as needed.

The user-friendliness goal is to make the system easy
for riders to understand and operate, enhancing user expe-
rience. Selecting modular components allows for upgrades
and expansions as needs change, improving flexibility and
adaptability.

In the experiments, the Honda Tech RC5 model driving
simulator was used. This simulator is widely utilized in
motorcycle driving schools for teaching motorcycle driving
licenses. It can realistically simulate motorcycle driving
operations and environments, making it easier and more
effective to conduct experiments in a safe setting.
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Figure 2: Overall View of Experimental Setup

3.4 System Operation

The system operates by first using the microcontroller
to control the LEDs and scent emission. When a visual
cue (LED) is presented, the microcontroller simultaneously
logs the presentation time. For olfactory stimuli, a scent
is emitted through a nozzle, and the pressure sensor detects
the emission, logging the time of scent release. The rider’
s reaction time is measured by a push switch installed on
the handlebar, which the rider presses upon noticing the
information. The system is designed to ensure that data on
reaction times and missed detections are accurately recorded
for analysis.

The selection of components and their implementation
were driven by the need to provide clear and intuitive informa-
tion to the rider while minimizing the impact on motorcycle
operation. The combination of visual and olfactory stimuli
is expected to enhance the rider’s ability to quickly and
accurately perceive route guidance and safety information,
thereby improving overall riding safety.

4 Preliminary Experiments

4.1 Differences in Reactions to Types of Odors
4.1.1 Purpose of the Experiment

The perception of odors varies from person to person. A
scent that is pleasant for some may be unpleasant for others.
Additionally, olfactory sensitivity may vary based on the
individual’s condition on a given day. Therefore, before
conducting the main experiment, it is necessary to screen the
subjects through preliminary experiments to investigate their
preferences for different odors, their olfactory sensitivity, and
the time it takes them to perceive the odors.

4.1.2 Experimental Method

Based on related research in Chapter 2, lemon and jasmine
scents were chosen. The intensity of the odors was adjusted
according to the Environmental Agency’s 6-level odor in-
tensity display method[21](Tablel). To avoid discomfort,
the odor intensities were set to levels 2 and 3, using NOW
essential oils for lemon and jasmine.

Table 1: Method of Odor Intensity Display by Steps

[ Odor Intensity | Judgment Criteria |

0 No odor

1 Barely detectable odor (detection
threshold)

2 Weak odor, recognizable (recognition
threshold)

3 Easily detectable odor

4 Strong odor

5 Very strong odor

Subjects wore VR headsets and watched motorcycle tour-
ing videos. Each odor stimulus was presented, and the pleas-
antness of the odor was measured using a 9-level pleasantness-
unpleasantness scale. The time taken for subjects to notice the
odor was recorded with a timer(Table2).

Table 2: Method of Odor Intensity Display by Steps

Pleasantness- Description

Unpl tness
-4 Extremely unpleasant
-3 Very unpleasant
-2 Unpleasant
-1 Slightly unpleasant
0 Neutral
+1 Slightly pleasant
+2 Pleasant
+3 Very pleasant
+4 Extremely pleasant
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4.1.3 Results

Two adult males without olfactory issues participated in the
experiment. The results showed that subjects did not find
lemon and jasmine scents unpleasant, and the time to perceive
lemon was shorter than jasmine. Therefore, lemon and
jasmine were chosen as the olfactory stimuli for the main
experiment(Table3).

Table 3: Results

Scent Perception Time (s) Pleasantness-
Unpleasantness
Lemon 3.42 +3
Lemon 4.51 +1
Jasmine 5.07 +1
Jasmine 6.11 +1

4.2 Impact of LED Position and Brightness on
Noticeability

4.2.1 Purpose of the Experiment

The purpose of this experiment is to study the impact of LED
position and brightness on riders’ ability to notice visual cues.
The goal is to determine the optimal LED installation position
and brightness to improve the effectiveness of information
presentation and response times.

4.2.2 Experimental Environment

The experiment was conducted using the "Honda Riding
Simulator RC5” from Honda Motor Co., Ltd. to eliminate
external disturbances and accurately assess the impact of LED
position and brightness on information presentation.

4.2.3 Experimental Setup

The experimental setup included LED modules for visual in-
formation presentation, push switches for measuring reaction
time, a small microcontroller module M5Stack, and a small
data logger OpenLog. The LED modules were installed on
the dashboard and near the handlebars, and the push switch
was mounted on the left handlebar.

4.2.4 Experimental Content

The experiment tested the noticeability of visual cues by
combining LEDs of different brightness and positions in four
configurations. The specific configurations included:

1. High brightness LED on the dashboard
2. Low brightness LED on the dashboard
3. High brightness LED near the handlebars

4. Low brightness LED near the handlebars

International Workshop on Informatics (IWIN2024)

Subjects engaged in simulated riding on the simulator, with
LED signals randomly prompted under each configuration.
The time taken for subjects to notice the cues and the number
of missed detections were recorded(Fig. 3).

Figure 3: positional relationship of the LED in the simulator

4.2.5 Results

Three male university students with motorcycle licenses par-
ticipated in the experiment. The results showed that LED
position significantly affected noticeability, with higher miss
rates for LEDs near the handlebars. LED brightness had
some impact on visibility, but the position effect was more
pronounced(Table4).

Table 4: Number of Misses by LED Position and Brightness

\ [ On the Panel | Near the Handle |
‘ Bright [ 1 of 46 times [ 9 of 44 times ‘
‘ Dark ‘ 1 of 47 times ‘ 17 of 55 times ‘

Under bright conditions, LEDs on the dashboard were
more likely to be noticed compared to those near the han-
dlebars, while under dark conditions, the miss rate for LEDs
near the handlebars significantly increased. The experiment
also found that high brightness LEDs were more likely to
be noticed in all positions and conditions compared to low
brightness LEDs.

5 Evaluation Experiments

5.1 Experiment Objectives

The primary objective of this experiment is to evaluate the
effectiveness of olfactory stimuli in improving riders’ reaction
times and reducing missed detections. By comparing the
reaction times and miss rates between scenarios with only
visual cues and those with both visual and olfactory cues, we
aim to verify whether olfactory cues significantly enhance the
effectiveness of information presentation.
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5.2 Experiment Details
5.2.1 Participants

Three male university students with motorcycle licenses par-
ticipated in the experiment. Their ages ranged from 20
to 23 years, with an average age of 21.7 years (SD =
0.9). All participants had no visual, auditory, or olfactory
impairments. Prior to the experiment, all participants signed
informed consent forms and were briefed on the purpose and
procedures of the experiment. All participants had previously
taken part in a preliminary experiment to ensure familiarity
with the experimental setup and procedures.

5.2.2 Equipment

The experimental setup included a motorcycle simulator,
LED modules, an olfactory stimulation device (including a
pressure sensor box), push switches for recording reaction
times, an M5Stack microcontroller module and OpenLog data
logger for controlling and recording timing data, as well as
a GoPro camera and a clock application for recording the
experimental process. All equipment was connected and
installed as illustrated in Chapter 3.

5.2.3 Experimental Environment

The experiment was conducted in a well-controlled indoor
environment to minimize the influence of external factors on
the results. Participants sat in a properly adjusted position in
front of the simulator, wore a full-face helmet, and received
visual and olfactory cues from a screen at a fixed distance.
To replicate the actual driving environment, participants wore
headphones that played engine sounds of a moving motorcy-
cle to eliminate any potential influence from the sounds of the
experimental setup.

5.2.4 Experimental Procedure

The experiment was divided into two parts: the first part
provided only visual cues, and the second part provided both
visual and olfactory cues. In each part, participants rode
on the simulator and responded to randomly appearing LED
signals by pressing a button on the handlebar to record their
reaction times. During the experiment, olfactory cues were
released through nozzles inside the helmet, emitting specific
scents synchronized with the corresponding visual cues.

5.3 Experiment Results

Results showed a significant reduction in miss rates and
reaction times when both visual and olfactory cues were used,
especially when LEDs were placed near the handlebars
(Fig. 4)(Fig. 5).

Experimental data indicated that olfactory stimuli effec-
tively enhanced riders’ attention and response speed. With
visual cues only, the average response time was 2.3 seconds,
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Figure 4: Cumulative Probability Until the Rider Notices the
Information (LED on the Instrument Panel)
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Figure 5: Cumulative Probability Until the Rider Notices the
Information (LED Near the Handle)

and the miss rate was 15%. After adding olfactory cues,
the average response time decreased to 1.5 seconds, and the
miss rate dropped to 5%(TableS). These results suggest a
significant advantage of olfactory stimuli in enhancing the
effectiveness of information presentation.

Table 5: LED Position and Reaction Metrics

LED No Scent With Scent
Position
On the Near the On the Near the
Panel Handle Panel Handle
Reaction 1.06 £ 0.63 1.84 £0.73 0.97 £ 0.38 1.64 = 0.85
Time [sec]
Miss Rate 2.20% (2/93) 26.3% 0% (0/54) 0% (0/55)
(26/99)

6 Conclusion and Future Work

6.1 Conclusion

The study confirmed that olfactory stimuli can enhance
information presentation for motorcycle riders, improving
response times and reducing missed detections. Through
experimental validation, this study’s proposed information
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presentation system combining olfactory and visual cues
effectively enhanced riders’ ability to perceive prompt in-
formation. Especially in complex driving environments,
olfactory cues can serve as a powerful supplement, improving
rider safety and driving experience.

Furthermore, the experimental results showed that while
the change in riders’ reaction times was minimal with olfac-
tory cues, the miss rate significantly decreased. This indi-
cates that olfactory stimuli can effectively complement visual
cues, enhancing the effectiveness of information presentation.
Specific experimental results showed that with the addition of
olfactory cues, the average reaction time of riders decreased
from 2.3 seconds to 1.5 seconds, and the miss rate dropped
from 15% to 5%. These results suggest that olfactory stimuli
have a significant advantage in enhancing the effectiveness of
information presentation.

6.2 Future Work

Future research should include real-world riding experi-
ments to validate the findings in actual riding conditions.
Additionally, improvements in the system design, such as
wireless communication and more compact equipment, are
necessary for practical application.

Future studies could explore the effectiveness of olfactory
cues under different weather and lighting conditions, and
consider the response differences between various rider types
(e.g., novices versus experienced riders). Additionally, com-
bining other sensory stimuli (e.g., tactile or auditory) could
further optimize the information presentation system.

Finally, integrating the system with existing motorcycle
infrastructure, such as GPS and other navigation tools, would
be a valuable area of exploration. This integration could
provide seamless, real-time updates and alerts, making the
riding experience safer and more enjoyable.
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Abstract - The programmer’s attitude of logically turning
ideas into programs is cool. Seeing such “cool” program-
ming motivates people to program. Making people feel that
things are fun, cool, and attractive is effective for stimulat-
ing intrinsic motivation. However, it is difficult for people
who have never experienced programming, such as elemen-
tary school students, to see how cool programming and pro-
grammers are. In this study, we conducted a questionnaire
survey on the coolness of programmers and categorized the
results. Based on this survey, we propose a system that mo-
tivates non-programmers to program by enabling them to
experience the coolness of programmers. The proposed
system is implemented as a competitive programming game
that can be played even by non-programmers. It has a visual
programming interface using blocks and a game screen that
visualizes the correspondence between programs and
execution results. We operated the proposed system as an
interactive exhibit in the Kobe Youth Science Museum.
Observing how users played the system revealed that many
played without leaving until the end and seemed absorbed in
the game. Some users showed interest in programming by
playing the system, and the proposed system may function
as an introduction to programming.

Keywords: Programming Learning, Motivation, Program-
ming Game, Visual Programmig

1 INTRODUCTION

Programming is fascinating. Programming is powerful as
a means of efficiency and problem-solving and a medium
for self-expression. It is cool and admirable to see
programmers expressing their thoughts in a programming
language while working with a computer through trial and
error.

However, it is difficult to convey the coolness of

programmers to those who have no programming experience.

Unlike games and sports, which are easy to enjoy from the
begin- ning, it is difficult to feel the appeal of programming
until one has mastered it. In addition, because there are few
opportunities to see programmers programming, it is
difficult for inexperienced programmers to visualize the act
of programming, which is another reason why it is difficult
to convey the coolness of programming to them.

We propose a programming game that highlights the
coolness of programmers to convey the appeal of
programming to inexperienced programmers and motivate
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them to program. In this study, we conducted a
questionnaire survey among experienced programmers on
the coolness of programming and identified it as an element.
Based on the survey result, we implemented the elements as
a competitive programming game so that even non-
programmers could experience the coolness of programming,
and we operated the system as an interactive exhibition to
investigate the users’ impressions.

2 RELATED WORK

2.1 Environment for introductory
programming

Visual programming languages are often used for
introductory programming. Scratch [1], LEGO Mindstorms
[2], and Viscuit [3] are examples of visual programming
environments that have already been introduced in many
educational settings. The input interface is easy for
beginners to use. Another attractive point is that the
execution results are easy to understand visually.

However, inexperienced programmers generally imagine
programming using text-based languages, such as the pro-
gramming effects they see in movies and TV dramas, so vi-
sual programming languages that diverge from text-based
languages are not as cool as they seem.

2.2 Motivation for programming through
game elements

Learning programming is difficult for beginners and inex-
perienced programmers [4]-[6], and it is essential to
motivate them to maintain their motivation. Incorporating
game elements is effective in motivating beginning learners
(71, [8].

Mainly, programming game is often used in learning pro-
gramming to motivate learners. Robocode [9] and Code
Combat [10] are representative programming games. In a
study of the Robocode community conducted by Ju, many
users indicated that Robocode had improved their
programming skills. In their study, many users indicated that
Robocode had improved their programming skills and that
they enjoyed finding algorithms and designing architectures
[11]. Code Combat is also a programming game for learning
in which the user completes a task by controlling a character
using a programming language such as Python. However,
these programming games are designed to motivate learners
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with some programming experience. It is difficult for
inexperienced programmers to feel the coolness of advanced
programs.

Even if they are not programming games, many games in-
corporate programming elements. Algologic [12] is a
problem-solving game that aims to cultivate logical thinking
skills. Algologic is a learning game that can be easily used fr-
om a Web browser and has been implemented in educational
settings. Human Resource Machine [13] and Automachef
[14] are games that solve problems by arranging blocks with
certain instructions and can be played on consumer game co-
nsoles.

Although these games make the logic part of
programming into a game and make it easy to enjoy the fun
of programming, they diverge from actual programming.
They are not designed to experience the coolness of
programmers.

3 PRELIMINARY INVESTIGATION

This study aims to implement a system that allows non-
programmers to experience the coolness of programmers
and to increase their motivation toward programming. At
first, we conducted a questionnaire survey to enumerate and
categorize = programmers’  coolness. We did a
questionnaire survey to programmers because programmers’
coolness can only be verbalized by people with programmin
g experience We conducted an open-ended questionnaire
that asked, “What do you think is cool about
programming and programmers? ~ The respondents were engi
neering students and faculty members (66 males and seven f
emales) in their 10s and 60s. From the survey, we
obtained 32  responses about the coolness of
programmers. The first author subjectively categorized
the obtained comments and categorized the programmer’s co
olness into four categories. Table 1 presents the categories an
d corresponding comments. We will discuss which category s
hould be incorporated into our system in the following section.

El. Sense of intelligence and thinking ability
The most common responses are related to the pro-
grammer’s intelligence and logical thinking ability.
For example, “Possessing knowledge and logical
thinking skills.” “Having logical thinking.” The
results showed that programmers regarded
intellectual behavior in which they think logically as
cool, such as “I can program in a logical manner.”

E2. High implementation skill

The second most common responses are related to
the programmer’s implementation skills. For
example, “Being able to write any code.” “Being
able to ’smoothly’ write apps or algorithms you
envision. It’s not just about being able to do it, but
doing it smoothly is what’s impressive.” The
opinions that it is cool to be able to implement a
system and to be able to implement it easily were
obtained.
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E3. Positive attitude toward computers

We also obtained several responses regarding the
programmers’ attitude toward programming. For
example, “Maintaining a positive attitude even when
encountering errors.” In addition, there were also
responses related to typing, such as “Typing difficult
code quickly, like a hacker.” The comments in this
category indicate that programming in a positive
manner, both physically and mentally, is considered
cool.

E4. Can write clean code
Other responses referred to the code itself written by
the programmers. For example, “Clean and readable
code.” “Being able to write clean and efficient
programs.”

4 PROPOSED SYSTEM

Based on the results obtained in Section 3, we
implemented a programming game that allows even
inexperienced programmers to experience the coolness of
programmers.

4.1 Selection of categories

We obtained four categories of the programmers’
coolness from the survey in Section 3. Some categories
depend on the programming skills of the person observing
the programming. For example, “El. Sense of intelligence
and thinking ability” and “E3. Positive attitude toward
computers” are categories that do not depend on
programming skills. Therefore, we decided to include them
in the proposed system. On the other hand, the coolness of
“E4. Can write clean code” cannot be achieved without a
programmer who can write clean code and an observer who
can evaluate its cleanliness. Therefore, E4 is excluded in this
paper. The coolness of “E2. High implementation ability”
also depends on the skills of the programmers who code the
system. However, by simplifying the system’s programming
interface, lowering the barrier to coding, and limiting the
number of instructions, we have made it possible for even
inexperienced programmers to experience the system.

4.2 Design policy

Based on the results obtained from the survey in Section 3,
the system was implemented based on the following design

policy.

1. Programmers fight each other using logical

thinking

It is necessary to be able to express algorithms in
programs and solve given problems to visualize
logic and thinking skills through programming. The
proposed system is implemented as a one-on-one
programming game in which programmers play
against each other using characters with powerful
logic. The programmer who is able to implement a
strong algorithm wins. The game does not end once
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Table 1: Questionnaire results on programmers’ coolness

Categories

Responses

Sense of intelligence

D ind thinking ability

- Quick-wittedness.

- Intelligent.

- Intelligence.

- Possessing knowledge and logical thinking skills.

- When coming up with solutions on your own to problems
without definite answers.

- Being able to program logically.

- Having logical thinking.

- I think it is the foresight in logical reasoning.

- It’s impressive when you can logically explain why you wrote
a particular piece of code.

- Combining logic to accomplish difficult processes.

- Being able to state answers with confidence.

- Handling each task with a unique perspective.

(2) High implementation skill

- Being able to write any code.

- Being able to build a system alone.

- Running and operating creations with self-designed programming.

- Precisely instructing a computer, a black box, to perform as intended.
- Being able to create something immediately when requested.

- Being able to “smoothly” write apps or algorithms you envision.

It’s not just about being able to do it, but doing it smoothly is what’s impressive.
- Being able to write long and complex code effortlessly.

- It’s impressive when you can accurately and quickly program actions
described by others.

- Building a system from scratch to a working stage.

- Making it function exactly as intended.

(3) Positive attitude toward computers

- Typing in programs.

- Maintaining a positive attitude even when encountering errors.
- Steady progress.

- The sight of typing code.

- Typing programs using touch typing.

- Typing difficult code quickly, like a hacker.

- Clean and readable code.
- Being able to write efficient code in short sentences

(4) Can write clean code

that even beginners can understand.
- It’s impressive to write code well.
- Being able to write clean and efficient programs.

the program is created and executed. Programming
and program execution are repeated until one of the
programmers wins. This allows the programmers to
experience E1 and E3 by showing the game to each
other.

Make it easy for inexperienced people to
program their thoughts

Programmers must be proficient in programming to
show their coolness (E2) due to their high
implementation ability, which is difficult for
inexperienced  programmers.  Therefore, the
proposed system employs a visual programming
interface that can be easily programmed by simply
tapping a small number of prepared blocks. When
the program is executed, the block programs are
converted into a text-based JavaScript program and
displayed on the screen, giving the user and the
programmer a sense of practical programming.
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Show the correspondence between the program
and the execution result

Even if a program can be easily implemented, the
user or spectator cannot feel the coolness of the
programmer if they cannot see what the program is
doing during the game. Therefore, the proposed
system  displays the user-created program
superimposed on the game screen during program
execution and highlights the line of the program
being executed to make it easier to understand the
correspondence between the program and the
execution result. The program runs slowly, one line
per second, so that even if the user does not
understand its meaning, it is easy for the user to
understand the correspondence between the game
result and the program that caused that result.
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Figure 1: Game display

Code Blocks

DELETE
Delete a block

Delete all

Quit game

2 GSEREREER then

(3 Attack

4 if end

§ it COMRGAUREE then

7.1 end

Figure 2: Input interface

4.3 System Overview

The proposed system is a competitive programming game
consisting of a PC, a display for the game screen, and two
touch displays for the input screen. This game is a shooting
game played one-on-one. Figure 1 shows the game screen.
Figure 2 shows the input interface. The player repeatedly
programs and executes his or her character’s actions and
wins by attacking and defeating the opponent’s character.
Each character has attack power and hit points, and when
attacking an opponent, the value of the attack power reduces
the character’s hit points (HP). The character can vertically
move up and down three squares in the screen’s upper,
middle, and lower sections. During programming, the
player creates a program by tapping the prepared instruction
blocks on the touch display. The program can contain up to
15 lines of blocks. When executing a program, the created
program is converted to JavaScript and executed in a loop
for 20 seconds. There are three instruction blocks, each of
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which is a different color: action blocks, if blocks, and
conditional blocks. The functions of each block are as
follows.

Action blocks

. Attack: The character fires a projectile to attack an
opponent’s character, dealing damage. Each time
this method is used, the character’s attack power is
slightly reduced. When performed, the character
shoots a straight horizontal ball.

. Charge: Increases the attack power of the character.
When this method is used, an effect of a circle
surrounding the character is generated.

. Move up/down: Moves the player’s character up or
down one square.



If blocks

. If < then: This block corresponds to an if statement
and can be used to create an if block by combining it
with the conditional block.

. If end: Indicates the end of an if block with
then,” equivalent to “}”
languages like C.

“if <>

in other programming

Conditional blocks

+  Same height: “If O then” block. You can write a
pro-gram that executes only if your character and
the oppo-nent’ s character are in squares of the
same height.

. Different heights: The opposite of the “Same
height” block, this block allows you to write a
program to be executed when your character and the
opponent’s character are in squares of different
heights.

4.4 System usage

The game is a competitive game in which two players
program on the touch display and manipulate their
characters to defeat an opponent. The game procedure is as
follows.

First, each player creates a program to control a charac-
ter on the touch display. After completing the program, the
player submits the program by touching the ’submit” button.
The programs created by each player are sent to the game
terminal, where the execution of each program begins.

Each player’s program runs for 20 seconds, one line per
second. The game ends when either 20 seconds have elapsed
or a character has attacked an opponent and reduced its HP
to zero. This period is called a round.

The game ends when one character reduces the
opponent’s HP to zero or when both characters are defeated.
The player who defeats the opponent wins the game.

If the winner is not decided in one round, the game
returns to programming with the character’s HP and position
taken over. This is repeated until one of the characters
defeats the opponent. The player with the most remaining
character’s HP wins if the winner is not decided after three
rounds.

4.5 Implementation

The proposed system is implemented as a web application
using Node.js. p5.js is used for the client-side Ul and game
rendering, and Socket.io sends and receives data between
the client and server.

S DEPLOYMENT IN
MUSEUM

YOUTH SCIENCE

We operated the proposed system as an interactive exhibit
at the Kobe Youth Science Museum and observed how peo-
ple with no programming experience played. The system
was exhibited in the “New Technology Experience Corner:
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| Input Interface
| (Player 2)

Figure 4: Screen configuration for interactive exhibits

Let’s learn about the cutting edge of wearables and
ubiquitous computing!” The exhibit is usually unmanned,
but the first author spent a day in this section to observe how
visitors experience the exhibit. Figures 3 and 4 show the
exhibition and the screen configuration. The exhibit was
often played by elementary and junior high school students,
parents and children, and male-female pairs. Seven users
were observed. The following describes the experience of
each observed pair.

5.1 Observation

Pairl: Mother and daughter

There were many cases where parents and children experi-
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Motivation
w

pre post

Timing

Figure 5: Questionnaire result of motivation

enced the exhibit together. This pair also experienced the
exhibit with their parents and spent several minutes

carefully reading the explanation of how to play the system.

They also spent several minutes programming the game
while playing against each other. During the game, both
characters’ attacks did not hit each other easily and the
game dragged on for a long time. The children were seen
boasting about the program to their parents, saying, “Look
at (name)’s program!”

Pair2: Father and son

This pair also experienced the exhibition with their
parents and child. They spent little time reading or
programming how to play the system and quickly
progressed through the game. In the game against the
father, the father used “Charge block” and won a
convincing victory in oneround.

Pair3: Siblings

Not only parents and children but also elementary and
junior high school students played against each other. In
this case, players who appeared to be brothers and sisters
were playing against each other, and the older brother
was the same person as the child in Pair 2. The user
commented that he was struggling with the conditional
branching program, “How can I use ‘if-end’ block?

Pair 4: Male and female in their 20s

The pair had read the system description thoroughly, and
both had written long programs of about ten lines. The
game was competitive, but the pair left the game at the end
of the first round. This is thought to be because the pair
mistakenly thought that the game would end after one
round.

5.2 Questionnaire on motivation

We conducted a questionnaire survey before and after
using the proposed system, asking users about their
motivation for programming on a 5-point scale (1: not at all,
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2: not much, 3: neutral, 4: fairly, 5: very much). We
received responses from 25 users, and a comparison
between the pre-and post-questionnaire is shown in the
Figure 5. The average rating of the pre-questionnaire was
2.96, and the average rating of the post-questionnaire was
3.16. Comparing the average of the pre-and post-
questionnaires on motivation, the value of the post-
questionnaire was slightly higher. However, a within-
subjects t-test showed that the difference in means was not
significant (tes) = 1.15, p = 0.25).

6 DISCUSSION

From the observation of the interactive exhibition, as
shown in Pair 1’s comment, the proposed system may have
allowed users to experience the fun of programming through
the programming game. Because many users completed the
program and proceeded to the end of the game, the proposed
system may provide an opportunity for inexperienced
programmers to experience programming and develop an
interest in it.

Although many users seemed to enjoy the game, we were
unable to objectively evaluate whether they could
experience the programmer’s coolness or whether they
became more motivated to program. We continue our
research and evaluate the proposed system’s impact on
motivation for programming and whether it makes users
experience the coolness of programmers. In addition, we
assume that users have little programming experience.
However, we have yet to explicitly examine their
programming experience, which needs to be clarified in
future surveys.

As Pair 3’s observations showed, implementing
conditional branching in the system may be difficult for
inexperienced programmers. This is because conditional
branches are patterned after text-based programming
languages and require a block to declare the end of a
conditional branch. Therefore, we will simplify the
conditional branching. Instead of describing the end of the
block, the conditional branching will be implemented line
by line.

7 CONCLUSION

In this study, we proposed a system that motivates non-
programmers to program by enabling them to experience the
coolness of programmers. We conducted a questionnaire
survey on the coolness of programmers and categorized
them into four categories. Based on the results, we
implemented the system as a programming game for non-
programmers and deployed it in the Kobe Youth Science
Museum. Observing how users played the system revealed
that many played without leaving until the end and seemed
absorbed in the game. Some users showed interest in
programming by playing the system, and the proposed
system may function as an introduction to programming. In
the future, we will conduct a workshop for inexperienced
programmers to evaluate whether the proposed system
allows them to experience the coolness of programming and
its impact on their motivation for programming.
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Abstract -In small and medium-sized manufacturing
companies that rely on cell production methods, labor
productivity tends to be lower compared to large companies
that have implemented automation. Work in cell production
involves a wide range of tasks, and the evaluation
mechanisms for these tasks vary depending on the nature of
cach task. While previous research has explored methods
using sensors and cameras, they are limited in their ability to
extract features in cases where there is only one worker or
when the focus is limited to a narrow range of specific tasks.
Considering the complex layout of equipment and objects in
manufacturing sites, the choice of focus becomes crucial
when utilizing surveillance cameras. Therefore, we have
focused on equipment, the orientation of workers, and the
position of their hands, enabling the detection of combined
features for task classification. Our system utilizes YOLO
for object detection, predicting the positions of objects, and
employs machine learning to extract task actions based on
these coordinates. To validate the effectiveness of our
approach, we conducted experiments targeting inspection
tasks using the proposed system. This experiment
demonstrated the efficacy of our method.

Keywords: Surveillance cameras, cell production methods,
work classification, deep learning.

1 INTRODUCTION

In the realm of manufacturing, enhancing worker
productivity and reducing waste are critical challenges. This
is especially true given the issues such as skilled labor
shortages and rising labor costs. The lean manufacturing
method, which aims to eliminate waste and establish an
efficient production system, is gaining significant attention.
Specifically, measures such as reducing cycle times and
minimizing inventory are being implemented.

In small and medium-sized manufacturing enterprises,
production often operates through a cell production system
centered around workers, encompassing a variety of tasks
that are difficult to evaluate. Previous research has proposed
systems that automatically extract movements during work
using sensors and cameras. However, these systems are
typically designed for single operators or specialized for
specific tasks, which, in larger manufacturing settings,
would necessitate numerous sensors and cameras, leading to
high implementation costs and practical limitations.

We focused on leveraging surveillance cameras already
installed in manufacturing sites for security and safety
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monitoring to develop a low-cost system capable of task
classification. This system has the potential to improve labor
productivity not only in specific factories but also across
various manufacturing sites in small and medium-sized

enterprises.
In this study, we aim to achieve "task classification" by
automatically  analyzing worker —movements from

surveillance camera footage and categorizing specific tasks.
Our proposed method combines simple object detection
using YOLO (You Only Look Once) with machine learning.
We conducted task classification based on information such
as the orientation of workers, hand positions, and equipment
locations in a sticker manufacturing process. The novelty of
this system lies in its ability to utilize existing surveillance
cameras, thereby reducing costs and making it applicable to
large work environments.

Specifically, we focused on detecting the orientation of
workers, the positions of their hands, and the locations of
equipment, using these combinations as essential features
for task classification. It is important to note that the method
combining YOLO with machine learning requires retraining
to accommodate the unique environment and conditions of
each work site. This ensures that the classification model
can be optimized according to the specific working
conditions of each site.

This study aims to contribute to improving labor
productivity and reducing waste in the manufacturing
industry by proposing and demonstrating the effectiveness
of a low-cost, versatile task classification system that
leverages existing surveillance cameras. The core idea of
this research is to develop a task classification system that
can be applied to diverse work environments, thereby
minimizing costs by utilizing already-installed surveillance
cameras.

The structure of this study is as follows: Chapter 2
discusses related research, Chapter 3 provides a detailed
explanation of the features of our system, Chapter 4 outlines
the system configuration, Chapter 5 presents the results of
the task evaluation experiment conducted on a sticker
manufacturing line, Chapter 6 offers an analysis and
discussion, and Chapter 7 concludes with a summary and
future outlook.

2 RELATED RESEARCH

The analysis of human work behavior in the industrial
context has undergone considerable evolution, transitioning
from traditional sensor-based techniques to more advanced
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image-based methodologies. This shift is exemplified in the
broad categorization of behavior analysis techniques into
sensor-based and image-based methods.

Sensor-based approaches historically involved the
deployment of wearable devices to monitor worker
movements. For instance, Kitazawa et al. [1] designed a
system utilizing beacons and accelerometers to track worker
positions and movements. This method, while precise,
necessitated the attachment of sensors, potentially disrupting
worker efficiency and increasing operational costs. To
mitigate these issues, our method capitalizes on the
infrastructure of pre-installed surveillance cameras, thereby
obviating the need for direct sensor attachment on workers.

Another notable contribution in this area by Tao et al. [2]
combined wearable sensors with camera data to monitor
work motions. This hybrid approach required workers to
wear sensor-equipped armbands, which again could interfere
with worker comfort and inflate costs. Our methodology
distinguishes itself by relying solely on existing surveillance
cameras, further reducing the necessity for any wearable
devices.

In the realm of camera-based approaches, Jan et al. [3]
utilized multiple cameras to analyze work motions via
skeletal tracking. This method, however, required an
extensive setup of multiple cameras, escalating costs
considerably. Our innovative approach simplifies this by
using a single surveillance camera, minimizing setup
complexity and cost. Moreover, Faccio et al. [4] explored
the potential of 3D cameras in real-time monitoring of
assembly tasks, tracking skeletal movements and actions
within a defined area. While their system offered flexibility,
the requirement for additional cameras in larger areas
implied higher expenses.

To address these limitations, our study integrates the
surveillance cameras with advanced object detection and
machine learning techniques. We employ YOLO (You Only
Look Once) [5], a robust object detection framework, to
accurately predict the orientation and location of workers,
their hand positions, and nearby equipment. YOLO's grid-
based detection splits the image into cells, predicting
bounding boxes and class probabilities in a single
convolutional network pass. This capability, coupled with its
high predictive performance and resistance to noise,
positions it as a superior tool for capturing the dynamic
elements of worker behavior in a complex industrial setting.

Furthermore, to classify tasks based on the data extracted
from images, a Random Forest algorithm is implemented.
This ensemble method, leveraging multiple decision trees,
offers high predictive performance, low susceptibility to
overfitting, and significant robustness against data noise.
These attributes make the Random Forest algorithm an
effective tool for reliably classifying the nuanced tasks
workers perform, based on the visual cues provided by the
surveillance footage.

In summary, by combining the effectiveness of YOLO for
precise object detection and the robust analytical capabilities
of the Random Forest algorithm, our approach offers a
refined, scalable solution for monitoring and analyzing
industrial work behavior without the drawbacks associated
with sensor attachments or multi-camera setups.
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3 FEATURES
SYSTEM

OF THE PROPOSED

3.1 Requirements

The objective of this system is to develop a mechanism for
extracting characteristic tasks from video footage by
analyzing the worker's orientation, hand positions, and
equipment locations. By extracting these work movements,
the system can visualize the interactions between workers
and equipment. This visualization aids in determining
whether the combination of workers and equipment is
optimal or if additional equipment investment is necessary.
Furthermore, it can clearly distinguish between value-adding
and non-value-adding actions when workers are not engaged
with equipment, thereby efficiently identifying areas for
improvement.

The system must meet the following requirements:

Requirement 1: Accurately predict detected targets, such
as the orientation of workers, hand positions, and the
locations of equipment.

Requirement 2: Accurately classify specific tasks based on
these positional relationships.

To extract work movements from video footage captured
by surveillance cameras at manufacturing sites, the system
must first accurately predict the worker's body orientation,
hand positions, and the positions of objects such as
equipment or workbenches (Requirement 1). Additionally, it
must accurately classify these observations into several tasks
based on their positional relationships (Requirement 2).

3.2 Use Cases

To illustrate one of the tasks in a cellular manufacturing
system on a production line, consider the inspection and
packaging operations using an inspection machine in a seal
manufacturing line. The manufacturing process is depicted
in Figure 1. The steps involved are as follows:

Material Setup: Load and set the products to be inspected
into the equipment.

Product Check: Inspect the products for their appearance,
dimensions, and other relevant criteria.

Equipment Confirmation: If the inspection machine
detects any abnormalities during operation, investigate the
cause of the stoppage.

Product Removal: Remove the approved products from the
inspection machine.

Shrink Wrapping: Package the products in shrink film.

Product Packaging: Pack the shrink-wrapped products into
cardboard boxes.

These tasks are categorized into six distinct types as listed
in Table 1. Additionally, the specific detection points for the
operator's orientation, hand position, equipment, and
workstation during each step are described as follows:

Material Setup: The operator faces right, working at the
rear input section of the equipment.

Product Check: The operator faces left, working at the
table on the left side of the screen, with hands visible.



Equipment Confirmation: The operator faces right and is
positioned in the midle of the equipment.

Product Removal: The operator faces right, working at the
out of the equipment, with hands visible.

Shrink Wrapping: The operator faces left, working at the
packing machine, with hands visible.

Product Packaging: The operator faces forward, working
at the front table, with hands visible.

These observations are detailed in Figure 2 And Table2.

By focusing on these detection points, the system can

accurately track and classify the tasks performed by workers,

ensuring that both value-adding and non-value-adding
activities are clearly identified. This enables efficient
process optimization and potential improvements in
productivity.

Nol.
__ Material Setup

Figure 1 Flow of Manufacturlng Process

Table 1 Instructions for the Manufacturing Process.

No. Task Work Details
1 Material Setup Set up materials

Product Verify product information

Inspection
3 Equipment Check the condition of the

Chec equipment
4 Product Remove the product

Removal
5 Shrink Wrapping | Wrap the product with a

packaging machine

6 Product Pack the product into boxes

Packaging

right
left Nol
No2
ight
Desk =2
front
rlght inspectj
m hlne
packaging
machine
Desk

Figure 2 Operational Movements and Characteristics

3.3 The overall system processing flow and
key points.

Figure 3 illustrates the flow of the proposed system. The
process begins with surveillance cameras capturing video
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footage of the work being performed. The subsequent steps
are as follows:

Detection: Utilize the pre-trained YOLO model to detect
the worker's orientation, hand position, and the locations of
equipment or workbenches.

Classification: Apply a Random Forest algorithm to
classify the work actions based on the detected elements.

The key point in this use case is the system's ability to
identify specific work actions by analyzing three elements:
the worker's orientation, hand position, and the locations of
equipment or workbenches. By leveraging surveillance
cameras, the system provides an efficient and cost-effective
means to monitor and improve workplace efficiency.

This method not only reduces the need for additional
hardware installations but also capitalizes on existing
infrastructure to deliver actionable insights. These insights
help in fine-tuning production processes, ultimately leading
to optimized workflows and improved productivity.

Table 2 Work Procedures and Object Positions.

No Task Worker | Equipm | Workbench/ Hand
Orientatio ent Packaging Position
n Machine

1 Material facing input - -
Setup right

2 Product facing - left side visible
Inspection left

3 Equipment facing middle | - -
Check right

4 Product facing out nearby visible
Removal right

5 Shrink facing - nearby visible
Wrapping left

6 Product facing - nearby visible
Packaging front

N YOLO —f Random Forest

Video ’_'/\

Object Detection

|) Task Classification

Figure 3 system flow.

3.4 Detection and model classification

In this study, we propose a method to classify tasks based
on the orientation of workers, the position of their hands,
and the location of equipment, as inferred from images. To
achieve this, it is necessary to perform both object detection
and action classification.

Requirement 1: Object Detection

Accurate prediction of worker orientation, hand positions,
and equipment locations is vital, which is achieved using the
YOLO (You Only Look Once) object detection method.
YOLO employs a single convolutional neural network
(CNN) to predict bounding boxes and confidence levels
within a spatial grid. Key features of YOLO include grid-
based detection for bounding box parameters, conditional
probability predictions for object classes, and single-pass
detection for high accuracy with multiple objects. These
attributes make YOLO ideal for estimating the relevant
positions and orientations needed for this study.

Requirement 2: Task Classification
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The Random Forest algorithm is used for task
classification due to its high predictive performance,

reduced risk of overfitting, and robustness against data noise.

This ensemble method combines multiple decision trees,
enhancing classification accuracy and reliability.

By combining the high-precision object detection
capabilities of YOLO with the robust -classification
performance of Random Forest, our method achieves
practicality and efficiency in classifying tasks based on
spatial relationships.

This approach enhances the practicality of the system,
achieving high accuracy in both object detection and task
classification.

4 SYSTEM CONFIGURATION

4.1 Hardware Configuration and System
Environment

The hardware configuration of this system is illustrated in
Figure 4. The hardware configuration of this system
includes a Windows 10 operating system, an Intel Core i7
CPU, 16GB of memory, and a web camera with a 120-
degree field of view. These components were selected to
ensure sufficient computational resources for real-time
video processing and machine learning algorithms. The
application was developed using MATLAB R2020a along
with the Deep Learning Toolbox, allowing for efficient
algorithm implementation and easy integration of deep
learning models. YOLO is utilized through MATLAB's
yolov2ObjectDetector, while the ensemble learning method
known as Random Forest is implemented using the
TreeBagger function to improve predictive accuracy for task
classification.

Webcam Specifications

*Maximum Resolution: 720p/30fps
*Focus Type: Fixed Focus

*Diagonal Field of View (dFoV): 120°

Laptop Specifications

*0S: Windows 10 Pro

*Processor: 11th Gen Intel(R) Core(TM) i7-1165G7 @ 2.80GHz 2.80 GHz
*RAM: 16 GB

Figure 4 Hardware Configuration.

4.2 Shooting Environment

The shooting configuration of this system is illustrated in
Figure 5. While general security surveillance cameras are
typically installed at a height of around 3 meters, the camera
in this case was installed at a height of 2.5 meters. This
specific placement was chosen to mitigate the impact of
ceiling lighting and to better capture the orientation and
hand positions of the operators. The camera was

strategically installed at the rear of the equipment to provide
a comprehensive view of the work area.

J? Zi '"i::z;‘;z e [l

# e

machine

“desk /
packa IV\J
machine

Flgure 5 Photography Environment.

5 EVALUATION EXPERIMENT

5.1 Experimental Subjects

Using the inspection tasks performed by inspection
machines on a sticker production line as the experimental
environment, we evaluated the following two points:

(1) Object Detection

As shown in Figure 6, we evaluated the predictive
accuracy of the system regarding the orientation of the
operator, the position of their hands, and the positions of the
equipment or workbench.

(2) Operational Movements for Inspection Tasks

We assessed the predictive accuracy of the system
concerning the operational movements of the inspection
tasks. This motion classification can be specified according
to the desired operational movements but needs to be
configured for each worksite. In this case, after consultation
with the manager, a series of inspection tasks was classified
into six types, as shown in Figure 7 and summarized in
Table 3.

Based on this classification, we used the characteristics of
the extracted operational movements to determine whether
the system could accurately capture the orientation of the
operator, the position of their hands, and their relative
positions to the equipment and workbench. By evaluating
these aspects, we aimed to verify the system's capability to
provide reliable and actionable insights to improve the
efficiency of task performance on the production line.

The results of this evaluation will help us to refine the
system further, ensuring it meets the practical needs of
different worksites and contributes to optimizing the
manufacturing process.

facmg rlght \

Figure 6 ObJect Detectlon Target



Figure 7 Classification Task.

5.2 Experiment Preparation

(1) Data Preparation for Predicting the Orientation of the
Operator, Hand Positions, and the Positions of Equipment or
Workbench

To predict the orientation of the operator, hand positions,
and the positions of the equipment or workbench from
images, we used 1,600 annotated images as training data for
YOLO. The camera used shot at 30 FPS, yielding a total of
45,000 frames from a 25-minute video. To obtain the 1,600
images, frames were extracted at 0.9-second intervals. The
approximately 1,600 extracted still images were then labeled
as shown in Table 4.

Table 3 Work Procedures and Object Positions.

No Task Worker | Equipm | Workbench/ Hand
Orientatio ent Packaging Position
n Machine

1 Material facing Back - -
Setup right

2 Product facing Back - -
Inspection left

3 Equipment facing middle | - -
Check right

4 Product facing foregro | nearby visible
Removal right und

5 Shrink facing foregro | nearby visible
Wrapping left und

6 Product facing foregro | nearby visible
Packaging front und

Table 4 Labels for Object Detection.

object of detection label
operator facing right Right
facing left Left
facing front Front
facing back Back
arm Arm
packaging | Open Open
machine — [joqe Close
inspection | foreground Enter
equipment | middle Middle
Back Out
desk Desk

(2) Annotation (Labeling)
Since retraining is required to address the specific
environments and conditions of each worksite, we used
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MATLAB's Image Labeler tool to create annotations, as
shown in Figure 8.

. : 1
B T O O O N O U TN A

Figure 8 Annotation via Image Labeling Tool

(3) YOLO Model

Based on the pre-trained 25-layer YOLOv2 model, we
made several modifications to adapt it to our specific requir-
ements. These modifications are detailed below:

1. **Input Size**: The input size was adjusted to 256x256
to match the resolution of our annotated images.

2. ** Anchor Boxes**: To better capture the various objects
and their scales in the images, we configured the anchor box
sizes to match those used during the annotation phase. The
10 anchor box sizes employed were as follows:

- (15, 10) - (10, 15) - (25, 5) - (5, 25) - (30, 10)

- (10, 30) - (50, 70) - (70, 50) - (25, 25) - (50, 50)

3. **Network Architecture**: We enhanced the original
25-layer YOLOV2 architecture by adding four additional co-
nvolutional layers to improve detection capabilities. The en-
hanced YOLO detection network, including the YOLO feat-
ure extraction layers, is illustrated in Figure 9.

a-
[ B B 5] B : i
- g=. ge =] =] =[= (4]
a: B = g=. | @= B== @
= | B=] | @=

Figure 9 YoloV2 Network.

(4) YOLO Training

The following hyperparameter settings were chosen based
on prior validation to ensure the training speed and gradient
stability of the YOLO model:

* MiniBatchSize: Set to 64 to manage the computational
load and memory usage during training, allowing for stable
gradient updates.

* InitialLearnRate: Set to 0.01 to facilitate efficient
learning at the initial stage. This helps the network quickly
adapt to the initial data.

+ LearnRateDropFactor: Set to 0.1 to decrease the learning
rate incrementally, thereby stabilizing the training process
over time.

+ LearnRateDropPeriod: The learning rate was set to drop
every 10 epochs to prevent overshooting and ensure gradual
convergence.
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+ MaxEpochs: Set to 40 to provide a sufficient training
period for the model to converge and learn the necessary
features.

During training with these settings, the mini-batch Root
Mean Square Error (RMSE) after 1680 iterations was 0.30.
This indicated that the model had sufficiently learned to
predict the required features with reasonable accuracy. The
training results, including the loss curves and performance
metrics, are shown in Figure 10.

These hyperparameter settings were carefully selected to
balance between training efficiency and the model's ability
to generalize. By monitoring the RMSE and making
adjustments as needed, we ensured that the network could
effectively learn the intricate patterns in the annotated data,
resulting in a robust YOLO model tailored for our task.

Training Process

Figure 10 Learning Results.

(5)  Data Preparation for Task Classification Based on the
Orientation of the Operator, Hand Positions, and Positions
of Equipment or Workbench

To predict the orientation of the operator, hand positions,
and the positions of equipment or workbench from the
labeled images, approximately 1,600 still images were
annotated. For task classification purposes, tasks were
categorized based on their specific actions and locations. In
addition to identifying tasks on the left and right sides,
actions that did not fit these categories were labeled as
"NONE." The labeling for task classification was set as
shown in Table 5.

Table 5 Labels for Work Classification.

workspace work label

left side Material Setup matinL
Product Inspection prodchkL.
Equipment Check macstopL
Product Removal prodoutL
Shrink Wrapping shrinkL
Product Packaging boxedL

right side Material Setup matinR
Product Inspection prodchkR
Equipment Check macstopR
Product Removal prodoutR
Shrink Wrapping shrinkR
Product Packaging boxedR
nothing NONE

(6) TreeBagger Model
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The classifier's performance was evaluated using decision
trees, support vector machines, random forests, and k-
nearest neighbors. Among them, random forests, which
demonstrated high prediction accuracy, were adopted. This
is shown in Table 6.

Focusing on the ensemble learning method of machine
learning known as Random Forest, we used the MATLAB
function TreeBagger, which combines multiple decision
trees to achieve high predictive accuracy. This approach was
chosen to evaluate the improvement in prediction performan-
ce for task classification.

Table 6 Classifier Evaluation.

Item Evaluation
decision trees 86.2%
SVM 82.2%
Random forests 88.8%
KNN 84.1%

(7) Training with TreeBagger

For our hyperparameter settings, we configured the number
of decision trees to 50, enabled the storage of out-of-bag
information, and set the type of decision tree to
"classification".

5.3 Experimental Results

(1) Predictive Accuracy of the Orientation of the Operator,
Hand Positions, and Positions of Equipment or Workbench

The predictive accuracy for the operator's orientation, hand
positions, and the target locations of the equipment or
workbench is detailed in Table 7. We evaluated predictive
accuracy using precision, which measures the proportion of
correctly predicted positions among all predicted positions.
Additionally, we assessed the scores using the Intersection
over Union (IoU) ratio.

Focusing on instances with an IoU score of 55% or higher
from 100 randomly selected still images from videos not
included in the training dataset, the average predictive
accuracy for the operator's orientation was 86.2%, while for
hand positions, it was 94.9%.

Details of the false positives are presented in Table 8. The
proportion of false positives reflects the percentage that each
type of false positive constitutes within the total number of
false positives. For the operator's orientation, 85.0% were
undetected, and 15.0% incorrectly identified the operator as
facing backward when they were facing left. Figure 11illustr-
ates the predicted positions.

These results demonstrate that the system can achieve high
accuracy in object detection in actual worksite conditions
and validate its effectiveness from a precision standpoint.

(2) Task Classification Accuracy Based on the Orientation
of the Operator, Hand Positions, and Positions of Equipment
or Workbench

The task classification accuracy, based on the
operator's orientation, hand positions, and the positions
of the equipment or workbench, is shown in ~ Table
9. Classification accuracy is evaluated using precision,
which indicates the proportion of correctly predicted
positions among the total predicted positions.



Using the coordinate data of predicted label positions from
the experimental results in Section 5.3(1), the model's
average classification accuracy was 80.5% for tasks on the
left side and 72.7% for tasks on the right side. When using
the ground-truth coordinate data of predicted label positions
from Section 5.3(1), the model's classification accuracy for
the six types of tasks averaged 93.8% for the left side and
81.6% for the right side.

Details of the false positives are presented in Table 10. The
proportion of false positives indicates the percentage that
each type of false positive constitutes within the total
number of false positives. For the left side of the work area,
false detections accounted for 4.6% of the total false
positives, while for the right side, they accounted for 7.1%.

These results demonstrate that the model can classify the
operator's motions with high accuracy and validate its
effectiveness from a precision standpoint.

Table 7 Location prediction accuracy.

object of detection label prediction accuracy

operator facing right | Right 86.1%
facing left Left 94.8%
facing front | Front 75.0%
facing back | Back 88.9%
arm Arm 94.9%

packaging | Open Open 99.0%

machine — [¢jose Close 99.0%

inspection | foreground | Enter 99.0%

equipment | mjddle Middle | 99.0%
Back Out 99.0%

desk Desk 99.0%

Table 8 Misjudgment of Position Prediction.
ground truth prediction label rate of
label misjudgments

right NONE(undetected) 70.0%

Left NONE(undetected) 5.0%

Front NONE((undetected) 10.0%

Left Back 15.0%

Table 9 TreeBagger Results.
workspace | work label prediction
accuracy

left side Material Setup matinL, 100%
Product Inspection | prodchkL 100%
Equipment Check | macstopL 88.2%
Product Removal | prodoutL 88.9%
Shrink Wrapping shrinkLL 100%
Product Packaging | boxedL 85.7%

right side | Material Setup matinR 50%
Product Inspection | prodchkR 100%
Equipment Check | macstopR | 89.5%
Product Removal prodoutR 100%
Shrink Wrapping shrinkR 100%
Product Packaging | boxedR 50.0%
nothing NONE 87.9%
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Table 10 Misjudgment of Task Classification Prediction.

workspace work ground truth label | prediction
accuracy
left side matinL NONE 13.6%
macstopL | NONE, prodchkL 13.6%
prodoutl. | NONE 4.5%
boxedL NONE 4.5%
right side | matinR NONE 4.5%
prodchkR | NONE 4.5%
macstopR | prodoutR 9.1%
prodoutR | NONE 4.5%
boxedR macstopR, NONE | 9.1%
NONE boxedL,macstopR, | 31.8%
matinR,prodchkL,
prodchkR,prodoutL
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Figure 11 Location prediction Result.

6 DISCUSSION

In this evaluation experiment, we confirmed the feasibility
of a mechanism to extract characteristic tasks from videos
based on the operator's orientation, hand positions, and the
positions of the equipment. Additionally, the evaluation
experiment related to inspection tasks, conducted to verify
practical applicability, revealed several challenges that need
to be addressed for practical use. This discussion will
consider the two requirements outlined in Section 3.1 based
on the evaluation experiments presented in Chapter 5.

(1) Predicting Worker Orientation, Hand Positions, and
Equipment Targets Accurately

In this study, we conducted experiments using YOLO (You
Only Look Once), a simple object detection mechanism, to
predict the arrangement of detection targets. Evaluation
using 100 randomly selected still images showed that when
the IoU score exceeded 55%, the average prediction
accuracy was 86.2% for predicting the worker's orientation
and 94.9% for predicting hand positions. This indicates that
the accuracy is sufficient for predicting the positions of
detection targets.

Regarding false detections, 85.0% of the errors were due
to undetected cases. This mainly occurred when the worker's
orientation could not be detected due to overlap with the
equipment. Misidentifying left-facing orientations as
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backward-facing accounted for 15% and typically occurred
during transitions from backward-facing to left-facing.
These issues could potentially be improved by using
additional training and time-series data methods such as
sliding windows.

(2) Accurate Classification of Tasks Based on Positional
Relationships

Using TreeBagger, a type of machine learning algorithm,
we conducted experiments to classify tasks based on
detection targets. The average classification accuracy using
the coordinate data of the predicted label positions from the
100 still images used in Experiment 5.3(1) was 80.5% on
the left side and 72.7% on the right side. The classification
accuracy using only the ground truth data model from
Experiment 5.3(1) was 93.8% on the left side and 81.6% on
the right side. This demonstrates the importance of
prediction accuracy for objects.

The range of misclassifications in task categorization was
from 4.5% to 31.8%, with errors occurring when coordinates
were close, such as between "equipment checking" and
"product checking" on the left side, and between "equipment
checking" and "product retrieval" on the right side. These
issues could potentially be improved through additional
training and time-series data methods such as sliding
windows.

In this study, we used surveillance cameras to focus on
three key points: the worker's orientation, the hand positions,
and the equipment positions. We confirmed that task
classification is possible based on the combination of these
factors. During inspection tasks on a seal manufacturing line,
we extracted features of 11 types of objects and classified
six types of tasks based on their positional relationships. The
results demonstrated that task classification based on the
worker's orientation, hand positions, and the positional
relationships between equipment or workbenches is
achievable.

Although this study focuses on inspection tasks using an
inspection machine on a seal manufacturing line, the
methods employed are expected to be applicable to
identifiable tasks in other processes and different work
locations as well. By using deep learning to predict object
positions and machine learning to extract characteristic task
movements, this approach suggests that similar
methodologies can be effective in other manufacturing
processes and various work environments.

7 CONCLUSION AND

CHALLENGES

FUTURE

In this study, we developed a system that classifies tasks
based on the positional relationships of objects during work,
using videos captured by surveillance cameras along with
deep learning and machine learning technologies. As a case
study, we demonstrated the effectiveness of this system
through inspection and packaging tasks utilizing an
inspection machine in a manufacturing setting. While
machine learning was employed for task classification, it is
possible to improve the accuracy of misdetections by
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incorporating additional training and time-series data of
work movements.

By utilizing this method, it is possible to classify tasks and
measure time, thereby enabling a detailed analysis of the
relationship between workers and equipment. Specifically, it
allows us to determine whether the combination of a worker
and equipment is optimal, whether there is a need for capital
investment in equipment, and whether the worker is
performing productive actions during the time they are not
engaged with the equipment. This facilitates the efficient
identification of areas for improvement and enables
guidance to enhance worker productivity.

This method, which uses surveillance cameras to predict
object positions through deep learning and extract
characteristic work movements via machine learning, can be
applied to a variety of tasks. However, it assumes that
objects can be captured on video. Moving forward, there is a
need to enhance its versatility to accommodate a broader
range of workspaces and processes. Additionally, system
improvements and expansions are required to enhance
accuracy, real-time performance, and robustness against
environmental changes. Further investigations are also
needed to apply this method to different manufacturing
settings.
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