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Intelligent Transportation Systems, Network and Security, Sensing and Analysis, and
Multimedia and Communication. IWIN2023 will also welcome two keynote speakers: Dr.
Hidetoshi Mishima, Executive Fellow, Corporate Research and Development Group,
Mitsubishi Electric Corporation and Professor Emeritus. Dr. Hitoshi Aida, The University of

Tokyo. We greatly appreciate their participation in our workshop.

We would like to thank all the participants and contributors who made the workshop possible.
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hope you enjoy IWIN2023.
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A Study on a Power Interchange Method for Realizing Net-Zero Energy
for Multiple Small Communities

Masashi SAITO*, Tomoki NOMURA** and Yuichi Tokunaga*

*Faculty of Graduate School of Engineering, Kanazawa Institute of Technology, Japan
** Graduate School of Engineering, Kanazawa Institute of Technology, Japan
{msaito, y.tokunaga} @neptune.kanazawa-it.ac.jp,
c6101950@planet.kanazawa-it.ac.jp

Abstract - We have developed a simulator to achieve net-
zero energy through power sharing among multiple
households and communities. In  multi-household
transactions, when the capacity of one household's
electricity storage system is depleted and power supply
becomes necessary, power can be purchased from other
households to meet demand without having to purchase
power from the grid, thus enabling power operations that do
not rely on grid power. In transactions the scale of
transactions is extended to multiple communities, a certain
increase in the renewable energy consumption rate is
confirmed even in communities with low storage battery
capacity and photovoltaic power generation capacity
through the inter-community exchange of electricity by
scattering large-scale facility households with different
electricity consumption styles. In this study, only data from
the Hokuriku region is used for electricity consumption and
solar power generation. By replacing these data, the
feasibility of net-zero energy can be verified for all regions,
showing that a wide variety of simulations in social systems
is possible.

Keywords. Smart Community, Electric Power Management,
Net Zero Energy House, Renewable Energy, Simulation

1 INTRODUCTION

The introduction of renewable energies in Japan has
rapidly increased with the introduction of the feed-in tariff
(FIT) program, which began in November 2009, requiring
electric power companies to purchase electricity generated
from renewable energies (solar, wind, hydro, geothermal,
and biomass) for a certain period at a price set by the
government. For residential PV (residential photovoltaic
power generation) of less than 10 kW, surplus power after
self-consumption is eligible for purchase for 10 years. The
system will gradually expire from November 2019.
According to the Agency for Natural Resources and Energy,
the total number of residential PV systems that will expire
under the FIT will be 730,000 (2.82 million kW) in 2020
and 1.65 million (6.7 million kW) in 2023[1].

The price of electricity sold during the FIT period was 48
yen/kWh in FY 2009. After the end of the FIT, the price will
be about 8 yen/kWh, and compared to the purchase price of
about 20 yen/kWh, it is considered more economical to
consume the electricity generated on site. For this reason,
attention is focused on self-consumption houses that
generate electricity during the daytime when the sun is

rising, store the surplus in storage batteries without selling it
to the grid, and discharge the stored electricity at night.

A house that focuses on self-consumption is similar to a
net zero energy house (henceforth ZEH). ZEH is a house
that aims for zero primary energy consumption with the
three characteristics of self-consumption, thermal insulation,
and energy saving[2]. The use of air conditioners is reduced
by improving the insulation performance of the house, and
the entire house is made energy efficient by high-efficiency
equipment and HEMS (Home Energy Management System).
Since the electricity consumption is low, a combination of
PV power generation and storage batteries is expected to be
effective.

Storage batteries play an important role in realizing ZEH.
The price of storage batteries is on a downward trend, but
the price decline will slow down when the cost of raw
materials for lithium-ion batteries is taken into account.
Instead of installing storage batteries for home use, storage
batteries installed in EVs could be used as storage batteries
for home use. If EVs are the vehicles used on a daily basis,
this is V2H (Vehicle to Home) which links EVs and
homes[3]. The storage batteries of EVs that have reached
the end of their service life could be used as a substitute for
household storage batteries. In terms of used EVs, EVs that
went on sale around 2010 have reached the end of their
service life and are beginning to appear on the market.

Furthermore, the unstable global situation is causing
electricity prices to skyrocket. According to the Agency for
Natural Resources and Energy, the Japanese electricity
market, which was at about 8 yen/kWh until September
2021, recorded about 26.2 yen/kWh in March 2022[4].
Against this background, a shift to distributed energy
systems using renewable energy sources that do not depend
on existing centralized energy systems is being promoted[5].
The operation of distributed energy systems is expected to
realize "net zero energy".

Smart grids and microgrids are effective power
transmission systems for building distributed energy
systems. A smart grid is a power transmission system that
enables control of the electricity flow not only on the supply
side but also on the demand side, and this system makes it
possible for consumers to buy and sell electricity from the
supply side or between consumers. A microgrid is an
electric power network in which a smart grid is deployed
within a certain region and energy is produced and
consumed locally within the community without relying on
external supplies. Microgrid operations that do not rely on
electricity sales from suppliers can be expected to secure
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electricity and heat in the event of a disaster and to reduce
electricity costs.

In addition, the need to transmit electricity over long
distances in rural areas, including mountainous regions of
Japan, has raised concerns about the rising cost of
infrastructure maintenance. By operating a microgrid and
building an independent power infrastructure zone using
renewable energy generation within the surrounding area, it
is possible to operate power without relying on an external
power supply even when the area is remote from urban areas,
eliminating the need to manage the infrastructure of a
centralized energy system. As a result, infrastructure
maintenance costs can be significantly reduced [6].

In this study, we have first developed a simulator that
assumes the installation of a PV power generation and
storage system in a house for the realization of ZEH and
evaluate the economic feasibility by changes in the amount
and cost of the system installation. Next, assuming a small-
scale community in a mountainous area, we demonstrate the
feasibility of independent power operation and economical
power management only in the community and its
surrounding area when a microgrid is actually constructed,
and discuss the evaluation results using the simulator.

2 RELATED WORK

Ishikawa and Matsuo [7] conducted a simulation using
storage battery capacity, connection and charge/discharge
control methods, and water heater boil-up time as
parameters to evaluate the primary energy savings and
economic efficiency of installing storage batteries in PV
equipment in post-FIT homes. The best results were
obtained by shifting the boiling time of the heat-pump water
heater without installing the storage battery system, which
resulted in an annual profit of 0.37 million yen and a
reduction in primary energy consumption of 14 MJ (3.9
kWh). The paper also argues that if 3 kWh of storage
batteries are installed at a unit price of 8 yen/kWh, one of
the following conditions must be met: the storage battery
installation cost must be less than 150,000 yen, the
durability period must be extended to 28 years, or the
electricity price must rise to 186% of the current price.

Yabe et al. [8] evaluated the economic efficiency of
storage batteries by determining the changes in the self-
consumption rate and the annual cost before and after the
introduction of storage batteries for each consumer based on
electricity demand data and actual solar power generation
data for residences and businesses with solar power
generation throughout Japan. The study concluded that a
5kWh storage battery at 60,000 yen/kWh can be installed in
a house, and that the investment can be recovered in about
15 years. The payback period is about 11 years when
electricity rates with late-night starting times are selected
and varies depending on the demand characteristics and
other factors. For commercial customers, the payback period
is about 8 years when a 60,000 yen/kWh storage battery
with the PV power generation output for 30 minutes is
installed.

Goto et al. [9] proposed a framework and a solution
method for the problem of determining the supply-demand

operation plan of a microgrid by calculating the operating
reserve based on the forecast error trends of power demand
and PV power output. The wvalidity of the proposed
framework is verified through numerical simulations. The
demand-supply operation planning problem is formulated as
a demand-supply operation planning problem for a general
microgrid. In addition, they defined a demand-supply
operation planning problem that considers uncertainty by
using the probability distribution of the net demand forecast.
In the simulation, the operational cost for the forecasted
value of net demand resulted in worse solution results
compared to the conventional method. On the other hand,
the solution succeeded in reducing the expected value of
operational cost by approximately 20% compared to the
conventional method.

Komiyama et al. [10] evaluated the optimal combination
of power generation facilities, considering the introduction
of renewable energy and inter-regional power transmission.
Wind power generation facilities in Japan are concentrated
in regions such as Hokkaido and Tohoku, and there is a need
to develop inter-regional power transmission lines.
Therefore, an optimal power generation model was
developed as a linear programming model that considers the
transmission of power using inter-regional transmission
lines. As a result, it was shown that wind power can be
supplied to the Tokyo metropolitan area, where solar power
is the main source of renewable energy supply, by
expanding the regional power grid. It was also shown that
the introduction of more PV power generation facilities in
the Kyushu and Shikoku regions, which have long hours of
sunlight, should be promoted.

3 DEVELOPMENT OF ZEH ECONOMIC
EVALUATION SIMULATOR

3.1 ZEH Model

This section discusses a house in which a PV power
generation system and an energy storage system are
installed. Electricity is supplied to the house from the
amount of electricity generated by the PV power generation
system. If consumption exceeds the amount of electricity
generated, the storage batteries are discharged to make up
for the power shortfall. If the amount of electricity generated
and discharged from the storage batteries is still insufficient,
the remaining shortage is met by purchasing electricity from
the grid. Surplus power from solar power generation is
charged into storage batteries, and surplus power that cannot
be charged due to full battery is sold to the grid. These
power transfers are controlled through HEMS.

We will also consider the use of electricity consumption
forecasting and PV power generation forecasting. Smart
meters measure residential electricity consumption, and PV
equipment sensors measure power generation and solar
radiation. The power consumption forecast, PV power
generation forecast, and remaining storage battery capacity
can be used to predict future excesses and deficiencies in
power, enabling power control to minimize power costs.



The assumed ZEH is shown in Figure 1. In this study,
the power transfer in Figure 1 is first simulated.
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Figure 1: ZEH Model

3.2 Overview of ZEH Economic Evaluation
Simulator

The data used in the simulation, such as the amount of
electricity consumption and solar power generation, are
recorded in CSV and DB formats. When parameters such as
the amount of installed PV and energy storage systems and
installation costs are entered into the simulator and executed,
the data is read and the power transfer simulation is started.
Power transfer calculations are performed in every 30-
minute period over a year. After the simulation is complete,
a graph is plotted showing the power transfer and profit/loss.
The resulting data can be downloaded in CSV format.

The function and configuration of the simulator developed
in this study are shown in Figure 2.

ZEH Economic Evaluation Simulator

Power Transfer Calculation Web Interface
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Figure 2: ZEH Economic Evaluation Simulator
System Structure

3.3 Solar power generation data

An energy management experiment system for distributed
energy is being conducted at the Hakusanroku Campus of
the Kanazawa Institute of Technology, and energy-related
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data is being collected as part of the experiment [11].
Measured solar-generated electricity in 2020 is used for the
power transfer simulation. Since the data is measured at 2-
second intervals, we calculated the amount of electricity by
using the average value of electricity generated every 30
minutes.

3.4 Electricity consumption data

The electricity consumption of eight detached houses in
the Hokuriku region (Niigata Prefecture) is used to create
electricity consumption data from the energy consumption
data published by the Architectural Institute of Japan [12].
The electricity consumption of the eight houses was
averaged and aggregated by time and classified into three
categories. Using the consumption of eight houses as the
basic data used in the simulation may lead to a deterioration
in accuracy. In the future, if it becomes possible to obtain or
measure more data, the accuracy of the simulation can be
expected.

Electricity consumption and housing assignments are
shown in Table 1.

Table 1: Three distinguished power consumption models

Model House ID

Night/Midnight: Concentrated use at night or 1,2,6
late at night when the user is away during the
day, late-night hot water supply

Evening: Always at home and often used in the 4,5
evening

Morning/Evening: Always at home and often 3,7,8
used in the morning and evening

The classified data are averaged and aggregated by week,
day of the week, and time, and scaled with the maximum
value set to 1, and used in the simulation. The simulation
reproduces electricity consumption according to households
by adjusting the size according to a parameter called the
average monthly electricity consumption rate. The
electricity charges follow the metered B electricity rates of
Hokuriku Electric Power Company.

3.5 Power transfer simulation

Figure 3 shows an overview of the simulation algorithm.
First, a simulator using real data is developed, and later a
simulation that takes the electricity supply-demand forecast
into account and a simulation in which storage batteries are
replaced by EVs are implemented.

4 SETTING UP A ZEH SIMULATION

4.1 Electricity consumption

Each power consumption model is used in the simulation
with the power consumption sized as an average monthly
power consumption charge of 10,000 yen. For the adjusted
power consumption, Figure 4 shows the monthly power
consumption and Figure 5 shows the average daily power
consumption.
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Figure 5: Average daily power consumption

Annual electricity consumption was 5621 kWh. The
annual electricity consumption per household in Hokuriku is

6333 kWh, which is about 11% lower than the annual
consumption per household in the same area. In all cases,
electricity consumption is high in winter and low in spring
and fall.

4.2 Setting up PV power generation and
energy storage systems

We simulate combinations of PV outputs of 5, 10, 15, and
20 kW and storage capacities of 0, 5, 10, and 40 kWh,
respectively. The storage capacity of 40 kWh is based on the
case where an EV is used as a storage battery. Degradation
of the power generation and storage system is not
considered in this paper. Table 2 shows the settings of the
installed system.

Table 2: System parameters

Parameter Value
Power conversion efficiency 95%
Maximum charge/discharge efficiency 95%
Maximum charge and discharge power 3kW

4.3 System pricing assumptions

The installation cost of the PV system is assumed to be
336,000 yen/kW, the main unit cost of the stationary storage
battery 140,000 yen/kWh, and the main unit cost of the V2H
system 493,000 yen [13]. The cost of the EV itself is not
included. The construction cost of the energy storage system
is assumed to be 336,000 yen per installation. Table 3 shows
the unit installation costs of stationary storage batteries, PV
power generation, and energy storage systems, and Table 4
shows the system installation costs in this paper.

Table 3: System costs per unit

System Cost
solar power (generation) 336,000 yen/kW
Stationary storage battery 140,000 yen/kWh
V2H(EV) 493,000 yen/unit
Energy storage system 336,000 yen per case
installation cost

Table 4: System installed costs in this paper

PV (generation) Battery system
Spec. Price(M Yen) Spec. Price(M Yen)
SkW 1. 68 0 kWh 0
10kW 3.36 5 kWh 1.036
15 kW 5.04 10kWh 1.736
20kW 6.72 | 40kWh (EV) 0.829

The cost of using an EV for the energy storage system is
493,000 yen for V2H plus 336,000 yen for construction,
regardless of the capacity.

Since electricity consumption tends to be low during the
day and increases from evening to night, we adapted
Hokuriku Electric Power Company's Kutsurogi-night 12[14]
as the electricity rate plan for our simulation. Kutsurogi
Night 12 is a rate plan with low electricity prices during the
nighttime (20:00~8:00). This report considers only the basic
charge (1,650 yen/month) and the electricity volume charge,
and does not include the renewable energy surcharge and the
unit price of fuel adjustment. The unit price of electricity
sold is assumed to be § yen.



S ZEH ECONOMIC
SIMULATION RESULTS

EVALUATION

5.1 Profits and losses on electricity sales

The difference between the simulated profit/loss on
electricity sales and the conventional electricity rate
(120,000 yen) was calculated and used as the profit/loss for
one year. Basic charges and system installation costs are not
included.

Figure 6 shows the one-year power trading profits and
losses for the evening model.
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Figure 6: Profits and losses from electric power trading
(Evening model)

The maximum profit was 178,000 yen in the model with
20 kW of PV power generation, 10 kWh of storage capacity,
and consumption in the evening. Although profit increases
with increasing PV output, it cannot be said that profit
increases with increasing storage capacity.

5.2 15-year profit/loss including initial cost

A minimum loss of 26,000 yen was recorded for the
concentrated nighttime model with only 5 kW of PV power
generation, and a maximum loss of 6,365,000 yen was
recorded for the concentrated morning and evening model
with 20 kW of PV power generation and 10 kWh of storage
batteries. No profit was obtained, including the initial cost.

The 15-year gains and losses for the nighttime
concentration model are shown in Figure 7.

Under the conditions of this paper, it would be more
economical not to install the system. If the unit cost of
installing a PV power generation system is 330,000 yen, the
Night/Midnight model with 5 kW of PV power generation
can reduce electricity rates by 0.4 million yen from the
conventional electricity rate plus the basic rate.

6 ELECTRICITY DISTRIBUTION TO
MULTIPLE HOUSEHOLDS

6.1 Multi-Households Model

In this section, we assume a situation such as a
community with several households equipped with PV

International Workshop on Informatics ( IWIN2023 )

Battery
Amount ©kWh 5kWh 10kWh  40kWh

= IRy

Profit/Loss (10,000Yen)
b
8

W PV:5kW O PV:10kW [ PV:15kW @ PV:20kW

Figure 7: 15-year profits and losses
(Night/Midnight model)

power generation equipment and energy storage systems in
the neighborhood by using electricity exchange among them
to identify how electricity sharing resolve the electricity
shortage. The multi-households model can also be used to
simulate diverse and realistic electricity transactions by
changing the electricity consumption patterns and the scale
of the PV power generation and
storage  systems  for  each
household.  Figure 8 shows the
electricity exchange model for

multi-households’ electricity

exchange transactions.
Figure 8: Multi-Households Electricity Sharing Model

6.2 Overview of Multi-Households Electricity
Sharing Simulator

We simulate the flexible distribution of electricity among
multiple households by running multiple simulators
simultaneously and having each household disclose its
electricity  status and trade electricity  through
communication. In addition, we consider the power sharing
network among multiple households as a single community
and evaluate large-scale power sharing among communities
with different power consumption patterns and power
generation patterns.

In addition to the functions of the ZEH economic
evaluation simulator, the following functions in Table 5 are
implemented to simulate electricity sharing among multiple
households. Details are explained in Section 6.4.

Table 5: Additional Function

implementation function

Household-to-household
communication capability

Reproduction of power
trading

Process for determining
content at the time of
transaction

Algorithm for determining
the amount of electricity
during power sharing

6.3 Electricity calculation method for

electricity Sharing

When conducting electricity sharing among multiple
households, the amount of electricity that each household
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wishes to trade is determined, and simulations are conducted
in a form that more closely resembles realistic transactions.
As we explain in Section 3.4, the energy consumption used
in the simulation is classified into three patterns. These
power patterns were mixed in the community, and the
simulator is operated. In addition, a minimum power
configuration that assumes facilities that do not consume
power but only generate, store, and supply power is also
included.

6.4 Multi-Households
Algorithm

Electricity Sharing

Figure 9 shows the algorithm outline of the multi-
households’ electricity sharing algorithm. The left process
shows the requester and the right one is the responder.

Households whose remaining battery capacity has been
reduced below a certain level due to electricity consumption
are approached by other households to sell their electricity.
The households with sufficient remaining battery capacity
present their tradable electricity to the electricity-deficient
households. Prospective buyers adopt the optimal power
trading details based on the offers from the responding
households and charge their batteries until a certain capacity
is met or the trading partner ceases to exist. If the battery
cannot be recharged, electricity is purchased from the power
company to meet the remaining demand.

7 SIMULATION OF ELECTRICITY
DISTRIBUTION AMONG MULTI-
HOUSEHOLDS

7.1 A Model Case for Simulation

We set up a household model case for one-to-one
electricity sharing among households in a community and
conducted simulations according to this setting.

Table 6 shows the electricity consumption plans and
household equipment configurations used in the simulations.
The reason why we choose Morning/Evening and
Night/Midnight households is that their average daily power
consumption is complementary.

Table 6: A Model Case Parameters

Start Start

i
i

Use PV and/or
Battery

Use PV and/or
Battery

<
e
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<
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Request to :
Receive Request
Others = .
x Cal J'I t
Wait for ZUEUIETE
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Response Then Reply

Received?

@

Supply

Transfer Power
from Grid

Receive Power

Case 1 Household-1 Household-2
](Ejloe;st;lr(;g}t]ion Plan Morning/Evening | Night/Midnight
Storage battery 5 5
capacity (kWh)

PV power

generation 5 5
equipment (kW)

In this case, we simulate the storage battery capacity and
PV generation capacity settings that could realistically be
installed by an average household at this moment.

Figure 9: Multi-Households Power Sharing
Simulator Algorithm Outline

7.2 Multi-households ’
and evaluation

simulation results

The simulator is operated from July 6 to 13, when the
supply to other households by PV power generation could
be verified, to confirm that sharing is achieved. Figure 10
shows the electricity demand-supply ratio for Household-1.

On days when PV power generation is high during the
day, electricity is supplied from the storage battery in
Household 2, indicating that peak-time electricity demand
could be met through sharing. However, on many days, the
grid power supply is still relied on.

Table 7 shows the amount of electricity purchased and the
consumption rate of PV power generation compared to the
case without electricity sharing.

Juls Jul7 Jul9 Jul11
2020 Date

Another household Il Grid I Battery N PV

Figure 10: Household-1 Summer Electricity Supply Ratio

Table 7: Electricity Purchased and PV power
Consumption Rate for Household 1

One Two
households
household .
Sharing
PV power consumption rate (%) 54.8 52.0
purchased from the grid amount
(kWh) 46.3 50.0




The results show that the consumption rate of PV power
consumption decrease, and the amount of electricity
purchased from the grid increases because of the electricity
sharing. These results indicate that even small-scale
facilities can consume a portion of the demand through
electricity sharing during the season when PV power
generation can be expected.

8 SIMULATION OF MULTI-COMMUNITY
ELECTRIC POWER SHARING

8.1 Overview of Electricity Transactions
between Communities

We assume that there are communities with multiple
households in the vicinity to trade electricity. Since the
electricity storage pattern by PV power generation differs
from community to community (Figure 11), a stable
electricity supply in winter, which is difficult to achieve in a
simulation of only one community, can be expected.

8.2 Smart Marginalized Communities

In this study, we define "Smart Marginalized
Community" as a community in a smart grid system that
achieves net-zero energy in mountainous areas and does not
rely on external power supply.

ﬁﬁﬂi\ ] \Q :ﬁﬁf H

L]

Figure 11: Model of inter-community electricity sharing

In this simulation, we are working to achieve a form of
energy self-sufficiency by producing electricity and heat for
their own consumption, called net-zero energy. This study
aims to "achieve complete net-zero energy by means of
renewable energy (mostly PV energy) and energy storage
systems that do not rely on external power," and
hypothesizes that it is possible to achieve these goals and
realize smart marginal community. We then verify the
configuration of the smallest marginal community that can
satisfy the conditions and the combination of power
generation and storage systems.

The optimal configuration and changes in the degree of
net-zero energy realization is also examined when
considering the realization of net-zero energy in regions
with different demand and generation conditions.

8.3 Model case in two Communities
A model case is then set up for two neighboring

communities to share electricity with each other, and
simulations are conducted according to this set-up. Table 8
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and 9 shows the electricity consumption plans and
household facility configurations used in the simulations.

Table 8: Community-1 Parameters

Community-1
Case 3 Household-1 |Household-2 | Equipment-1
Electricity Morning /
Consumption Night/Midnight . a little
Evening
Plan
Battery
capacity 5 5 15
(kWh)
Solar power
generation 5 5 15
kW)
Table 9: Community-2 Parameters
Community-2
Case 3 Household-3 |[Household-4 | Equipment-2
Electricity Morning /
Consumption Night/Midnight . a little
Evening
Plan
Battery
capacity 5 5 15
(kWh)
PV
generation 5 5 15
kW)

8.4 Multi-Community simulation results and
evaluation

The simulator is operated for one year. Figure 12 and
Figure 13 show the percentage of electricity demand
supplied by Household-1 and the amount of electricity
supplied by Facility 1 during the period from July 1 to July
31.
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Another household/community mﬁ Grid M Battery I PV
Figure 12: Household1 Summer Electricity Supply Ratio

The results in Figure 13 show that household 1 receives a
large amount of electricity from Facility 1 and receives
electricity from Facility 2. Table 10 shows the amount of
electricity purchased and the consumption rate of renewable
energy by Household 1 compared to the case without
electricity supply.

The consumption rate of renewable energy is significantly
increased, and the amount of electricity purchased from the
grid is also reduced through the sharing power supply
system. In addition to the intra-community transactions, the
power acquired through transactions with power generation



International Workshop on Informatics ( IWIN2023 )

facilities in other communities is considered to have enabled
more stable operation that is not dependent on grid power.
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Table 10: Electricity Purchased and Renewable Energy
Consumption Rate for Household 1

One Inter-
household community
Sharing
PV power consumption rate (%) 373 54.0
purchased from the grid amount
(kWh) 3523 2484

9 CONCLUSION AND FUTURE WORKS

In this study, we have developed a simulator to evaluate
the economic efficiency of ZEH. The simulator is useful for
each household to consider the installation of equipment.
The simulator can be operated through a web interface, so it
can be operated by many people.

If economics is the only consideration when installing PV
power generation and storage systems, it is best to refrain
from installing PV power generation and storage systems.

In a one-on-one simulation assuming intra-community
transactions, the amount of electricity purchased decrease,
and the PV power rate increase when the storage batteries
and capacity of one household are increased, while the
demand during peak hours is only partially compensated by
the sharing of the other household when the size of the
storage batteries and PV generation facilities of both
households are small.

In the case of transactions in which the scale of
transactions is expanded to multi-communities, by scattering
large facility households with different electricity
consumption styles, the surplus electricity of large
households was passed on to small facility households, and
as a result, a high renewable energy rate is confirmed.

However, in this study we only simulate very simple use
cases, so that the results are limited. We will set up some
more use cases and evaluate and analyze towards ZEH.

Another challenge for the future is to change the
electricity transaction price, which is fixed within and
between communities, using an algorithm.
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Abstract -In the future, when a wide-area disaster occurs
in Japan, there is a possibility of the loss of electric power
and communication infrastructure. In such a case, Q-ANPI,
a service for collecting information on the safety of disaster
victims using the Quasi-Zenith Satellite MICHIBIKI, which
can cover the entire country, would be very effective.
However, Q-ANPI currently has the problem that if the
communication infrastructure is cut off due to a large-scale
disaster, the safety information cannot be registered on the
Q-ANPI shelter management PC from a smartphone owned
by a disaster victim if the dedicated application is not
installed on the smartphone in advance. To solve this
problem, this study proposes a method for inputting the
safety information of disaster victims using a Web browser
already installed on their smartphones. In addition, a
prototype of the proposed system was evaluated from three
different perspectives: a simulated evacuation drill, a
questionnaire survey, and power measurements.

Keywords. QZSS-MICHIBIKI, Victims information, Q-
ANPI service, RMS.

1 INTRODUCTION

In the future, when a wide-area disaster such as the Great
East Japan Earthquake occurs, there is a possibility of the
loss of electric power and communication infrastructure. In
fact, when the Great East Japan Earthquake occurred, ICT
(Information and Communication Technology) could not be
fully utilized, making it impossible to promptly disseminate
information on disaster victims, etc. [1]. In the Kumamoto
earthquake, it is reported that the number of victims in
evacuation centers was managed at night, and the name list
itself did not function because of the heavy comings and
goings in the evacuation centers [2,3]. To solve these
problems, we have developed a Refuge Management
System (hereinafter referred to as RMS) [4]. This RMS [4]
utilizes ICT to collect information on disaster victims in
each shelter and to manage the long-term health of each
victim, and can transmit the collected victim information via
simple radio communication, such as amateur radio, as well
as other means. The information collected by this RMS can
also be stored in a USB flash memory and take it out
manually. However, assuming a scenario in which a wide-
area disaster such as a major NANKAI Trough earthquake
occurs in Japan in the future, ”Q-ANPI”[5], a service for
collecting safety information on disaster victims using the
Quasi-Zenith Satellite "MICHIBIKI", which can cover the
entire area of Japan, is considered to be very effective.

There are several services provided by this Quasi-Zenith
Satellite "MICHIBIKI", and Q-ANPI is one of them . This
study focuses on Q-ANPI. Currently, Q-ANPI[5] provides
two input interfaces for collecting disaster victim
information. One is to download a smartphone application
for registering safety information of disaster victims. The
other is to register information directly from the Q-ANPI
refuge management PC using a keyboard. However, the Q-
ANPI" currently has the problem that safety information
cannot be registered with the refuge management PC for ”Q-
ANPI" from a smartphone owned by a disaster victim
unless the dedicated application is installed on the
smartphone in advance, in the event that the smartphone
communication infrastructure is cut off due to a large-scale
disaster. For this reason, people will also be allowed to
register their safety information directly from the Q-ANPI
refuge management PC (Personal Computer) using a
keyboard. In the midst of a large-scale disaster, a great deal
of congestion will probably occur if a large number of
people register directly on the Q-ANPI refuge management
PC. Therefore, the authors believe that the current Q-ANPI
system cannot fully utilize the advantages of ICT. This
paper describes the proposed technology to solve this
problem. In addition , we will also propose a method for
operating refuge management PCs with low power
consumption even in the loss of power infrastructure
disruption. We also describe the development of the
prototype system proposed in this paper and the evaluation
of the effectiveness of the system from various perspectives,
including an actual simulated evacuation drill using the
prototype system and the results of a demonstration
questionnaire evaluation. In Chapter 2 ,we describe the
position of this study with respect to related studies, and
Chapter 3 gives an overview of the proposed system and the
system flow. Chapter 4 evaluates the proposed system, and
Chapter 5 presents the conclusion.

2 RELATED WORKS

A previous study of disaster victim information
dissemination in response to a wide-area disaster is the RMS
development [4]. This RMS utilizes ICT to collect
information on disaster victims in each refuge and to
manage the long-term health of each victim and can transmit
the collected disaster victim information. The RMS can
transmit information by simple radio communication and
amateur radio, in addition to storing disaster victim
information on USB flash memory devices and manually
taking it outside. However, assuming a wide-area disaster
such as the Nankai Trough earthquake that is expected in the
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future, simple radios, etc., would not be able to
communicate over a wide area because their communication
range is too short. For this reason, the authors believe that it
would be effective to utilize a satellite communication
system using the Quasi-Zenith Satellite “MICHIBIKI”,
which can cover the whole area of Japan, as promoted by
the National Space Policy Secretariat, Cabinet Office,
Government of Japan. Therefore, this study focuses on the
Q-ANPI service. In a previous study on the Q-ANPI service,
a system[6] is proposed that can collect safety information
on disaster victims more widely than the conventional Q-
ANPI system by combining Q-ANPlI and ad hoc
communication using smartphones. This proposed system[6]
is very useful for solving the problem of not being able to
connect to a shelter management PC when the connection to
the Wi-Fi access point is not known, and for collecting the
safety information of victims outside of the refuge. but this
system requires the dedicated application to be downloaded
in advance.

On the other hand, the current Q-ANPI[5] provides two
input interfaces for collecting information on disaster
victims. One is to download a dedicated smartphone
application and register the safety information of disaster
victims through the application, and the other is to input and
register the safety information directly from the Q-ANPI
refuge management PC using a keyboard. However, in the
event that the smartphone communication infrastructure is
cut off due to a large-scale disaster, the safety information
cannot be registered with the refuge management PC for Q-
ANPI" from a smartphone owned by a disaster victim
unless the dedicated application is installed on the
smartphone in advance. For this reason, the current system
additionally allows people to register their safety
information directly from the refuge management PC using
a keyboard. Since it is assumed that one such PC will be
placed in each refuge, a great deal of congestion will
probably occur if there are a large number of people
registering directly on the refuge management PC.
Therefore, the authors believe that the current system cannot
fully utilize the advantages of using a smartphone.

Therefore, To solve this problem, the authors propose a
method for inputting the safety information of disaster
victims using a Web browser already installed on
smartphones.

3 PROPOSED SYSTEM

In this study, we decided to use Q-ANPI, which uses the
Quasi-Zenith Satellite “MICHIBIKI” and can cover the
entire area of Japan, as a solution to the problem of the loss
of communication infrastructure in the event of a large-scale
disaster. However, as described in Chapter 3, it is necessary
to consider a scenario in which the communication
infrastructure is cut off in the event of a large-scale disaster,
and the dedicated application for inputting safety
confirmation for Q-ANPI cannot be downloaded, in which
case the advantages of Q-ANPI cannot be fully utilized. To
solve this problem, this study proposes a method for
inputting the safety information of disaster victims using a
Web browser already installed on smartphones. In this study,

we also considered that the power infrastructure will be cut
off at the same time during a large-scale disaster, and aimed
to realize a practical safety information collection system
that is robust against power infrastructure cutoffs by linking
Q-ANPI with a system built using an embedded
microcomputer board that can operate with low power
consumption, instead of building a Web server and DB
(Data Base) in the refuge management PCs.

3.1 Overview of proposed system

Figure 1 shows an overview of the Q-ANPI safety
information collection system linked with the web interface
proposed by this research. The web interface proposed by
this research uses a small, low-power-consumption
microcontroller (Raspberry Pl 3B+; hereinafter referred to
as RPI) with a web server and DB (Data Base). The RPI is
used as an intermediary between smartphones owned by
disaster victims and the refuge management PC. When a
smartphone owned by a disaster victim connects to the web
interface from its web browser, a page for inputting the
victim's safety information is displayed. When the safety
information is entered, it is automatically registered in the
DB in the web interface. This collects the safety information
of multiple victims in a refuge. The system then sends the
information to the refuge management PC in a batch. When
the person in charge of the refuge management presses the
data transmission button on the application for the refuge
management PC, the data are transmitted to the server of the
control station via the Quasi-Zenith Satellite “MICHIBIKI”.
The system enables relatives of disaster victims to confirm
the safety of the victims by accessing the server of the
control station via the Internet. By introducing the Web
interface proposed in this research, the application for the
refuge management PC used in the current Q-ANPI can be
installed without any modification. In addition, anyone who
has a smartphone with a Web browser installed can input
victim information without having to download the
dedicated application for inputting safety information. To
reduce the power consumption of the proposed Web
interface, we used RPI that can operate with lower power
consumption than PC. The power supply used for the entire
system is a 240Wh battery equipped with an inverter for AC
power output as well as a commercially available
photovoltaic panel, assuming that the power infrastructure is
cut off.

3.2 How to display the safety information
input page from a smartphone

As with Q-ANPI, the system in this study forms a LAN
(Local Area Network) with commercially available Wi-Fi
wireless routers. In addition to receiving safety information
from smartphones and the Web interface, the refuge
management PC serves as a gateway to the Q-ANPI
terminal (920 MHz). For the connection to the web interface
from a smartphone, the SSID of the Wi-Fi wireless router
(in this case, "QANPI_179") was made open to allow
connection to the network without a password. A printout of
the URL of the safety information input page converted into



a QR code was prepared in advance. By holding the QR
code over the camera of a smartphone, anyone can easily
display the safety information input page on the Web
interface.
33 Prototype system of web interface

Figure 2 shows an overview of the prototype of the web
interface proposed in this paper. The web server was built
on RPI using nginx, and MariaDB was used for the DB. The
reason for using nginx for the web server is to achieve high
processing speeds that allow multiple inputs of victim
information at the same time. The application for the victim
safety information input interface shown in Figure 2 was
developed in PHP and HTML languages. The "disaster
victim information transmission application,” which
transmits the safety information of disaster victims
registered in the DB server to the refuge management PC,
was developed in python 3.7, and is an application that
transmits all safety information registered in the DB. Since
the application for the refuge management PC automatically
discards duplicate information, we decided to use a simple
application that sends all DB data at once. Figure 3 shows
the appearance of the prototype developed this time. This is
a prototype with a web server and DB (Data Base) built on
RPI.
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Figure 1: Overview of Proposed System.
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Figure 2: Overview of Web Interface.

Figure 3: Prototype of Web Interface.
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34 How to operate the power supply of the
proposed system

Assuming that power and communication infrastructures
are cut off in a large-scale disaster, power supply is
important in a real refuge. To operate the proposed system,
it is considered necessary to use one solar panel and two or
more battery units. One battery unit is used for the refuge
management PC, web interface, wireless router, Q-ANPI
terminal, etc. The other battery unit is charged with
electricity generated by the solar panel, and the batteries
should be exchanged alternately. The Q-ANPI terminal and
the refuge management PC consume a lot of power, so when
they are not transmitting data through the Quasi-Zenith
Satellite “MICHIBIKI”, the Q-ANPI terminal can be turned
off and the refuge management PC can be put in sleep mode
for long-term operation.

4 DEMONSTRATION EVALUATION

4.1 Demonstration evaluation of the system

We evaluated the effectiveness of the prototype of the
system proposed in this study from three perspectives: a
demonstration evaluation based on a simulated evacuation
drill, a questionnaire evaluation based on a demonstration,
and a measurement evaluation of the prototype's power
consumption. In the evaluation through a simulated
evacuation drill, we conducted a questionnaire to determine
whether the proposed system is practically usable, and
compared it with the conventional Q-ANPI system to
determine how easy it is to input safety information. In
addition, a questionnaire survey was conducted by
exhibiting a prototype demo to investigate the ease of use of
the proposed system and find points to be improved. We
also evaluated the power consumption of the prototype
system using the Web interface proposed in this study.
4.2  Simulated evacuation drill

A prototype of the proposed system was utilized and
evaluated through a simulated evacuation drill. The
simulated evacuation drill was conducted on August 5, 2022,
on the premises of the Kanagawa Institute of Technology.
Figure 4 shows the evacuation route of the simulated drill.
Table 1 shows the schedule of the actual evacuation drill
and the actual action time required. Before the simulated
evacuation drill, one Q-ANPI terminal, one refuge
management PC, one web interface system, one solar panel,
and one battery with 240Wh capacity were placed in the
former gymnasium of the university, which served as the
evacuation site. It was assumed that a major earthquake
occurred at 14:00. All participants in the evacuation drill
initially hid under desks, and after the earthquake subsided,
they descended the stairs from the classroom (E602) on the
6th floor of Building C2 to the first floor, and then followed
the evacuation route shown in Figure 4 to the entrance of the
university's soccer field. After taking roll call at the
evacuation assembly, all the evacuees were moved to the old
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Table 1: Schedule for the Demonstration Experiment.

Scheduled time Action Actual times required Remarks

1400 Earthouake-Hide under the desk 10
. . . . . Evacuation by sairs from the 6th
1415 Evacuation to a refuge 1406 S ofBing 2
140 (Gather at evacuation site 1409
1635 | Move to the refuge (old gymnasium) 1409
140 Establishment of the refuge
Completion of ewlacuahon center i
apening
Mistakes in downlozding the
105 Enter victim information | 14:17Start=14:28Finish  dedicated app and connecting to
' (Install dedicated app) (1iminutes)  Wi-Fi required time to complete the
input.
Enter victim information by the  14:34Start=14:37Finish PR—
‘ gstest input time
proposed system _ (3minutes)
150 Fill out the questionnaire | 14:365tart=14:37Finish

1515 The withdraual 144

gymnasium, which was the evacuation site, where three
evacuation supervisors set up a proposed system and opened
the evacuation desk (Figure 5). Table 1 records the time
from immediately after the earthquake until the equipment
was removed. The time required from the occurrence of a
major earthquake to the gathering at the evacuation site was

'~

9 minutes, which indicates that the evacuation was
completed fairly quickly. The time required to open the
evacuation site was about 8 minutes. In the schedule shown
in Table 1, attention should be paid to the "process of
inputting disaster victim information.” The proposed system
required only about 3 minutes, while the conventional Q-
ANPI system required about 11 minutes. The proposed
system took only about a quarter of the time of the
conventional system. Factors that caused the conventional
Q-ANPI system to take such a long time include the time
required to download the dedicated application and the time
required to establish a Wi-Fi connection. The proposed
system uses a QR code for easy access to the safety
information input page, which is a major factor. Therefore,
the proposed system is superior in terms of the time required
for on-site use in actual disasters.

4.3 Questionnaire evaluation after
simulated evacuation

In the demonstration evaluation through the simulated
evacuation drill, a questionnaire survey was conducted after
the simulated evacuation drill, since personal safety
information was collected by two systems, i.e., the
conventional Q-ANPI and the proposed system. The actual
number of participants in the simulated evacuation drill was
9, and 6 males (67% response rate) responded to the
questionnaire. Figure 6 shows the results of the
questionnaire. To Question 1, "In the event of a large-scale
disaster, would you like to actually use the proposed system
used this time, which uses a browser for data input, in an
evacuation center?", three respondents answered "Yes, |
would like to use it," and three respondents answered "Yes, |
would like to use it somewhat.” This resulted in a high
average score of 3.5 on the 4-point scale in which the
highest score of 4 was given to "would like to use" and the
lowest score of 1 was given to "would not like to use". Next,
to Question 2, "Which system was easier to use, the
conventional system or the proposed system?”, 83% of the
respondents answered that the proposed system was easier
to use. Next, in response to Question 3, "In Question 2, what
was easy to use about the conventional system?”, the answer
was "Because there is no need to search in a browser.” In
Question 4, "In Question 2, what was easy to use in the
proposed system?”, five respondents answered "The fact
that it can be used without downloading a dedicated
application." To Question 5, "Is there any other information
on disaster victims that you think is necessary besides the
existing information (phone number, name, date of birth,
gender, admission status, availability, address, injuries,
assistance needed, disabilities, pregnant women)?”, One
respondent answered, "Information such as pre-existing
medical conditions, family doctor, and medications used on
a regular basis would be helpful.” Next, to Question 6,
"What do you think needs to be improved in the future
regarding the proposed system? As shown in Figure 6, the
most common response to this question was "Type of
evacuee information" (five responses), followed by "Ease of
text input” (two responses).



Q1: Would you like to actually use the proposed system?

Number of people
0 1 2 3

Would like to use NN
Would somewhat like to use NN
Would rather not use

Would not like to use

SCORE : 3.50

Q2:Which is easier to use, the legacy system or the proposed system?

= Q-ANPI system

= Proposal system

Q3 : [What is the easiest aspect of the Q-ANPI system
to use?] (open-ended question)

(Answer) No need to search in a browser

Q4 : [What is the easiest aspect of the proposal system
to use?] (open-ended question)

(Answer) | liked the fact that | could use it without
downloading a dedicated app.

Q5 : [Do you have any other victim information that
you think is necessary in addition to the existing victim
information?] (open-ended question)

(Answer) Chronic disease, Family doctor, The medicines
you take everyday.

Q6:Where would you like to see improvements

in the proposal system?
1 2 3 4 5 6

o

Types of information
Easc of entry

Legibility of text

Support for full-width
and half-width input

Figure 6: Questionnaire results for simulated evacuation
drill.

4.4 Measurement and evaluation of
prototype power consumption

Table 2 summarizes the results of power consumption
measurements for each device used in the proposed
prototype system. It can be seen that the Q-ANPI terminal
consumes the largest amount of power (15W) among the
devices used in the prototype system. The second highest is
the refuge management PC, which has a maximum power
consumption of 12 W. The third highest is the RPI, and the
fourth highest is the wireless router. The RPI alone
consumes approximately 3 W, which is a significantly low
power consumption. Considering the use of a commercially
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available 240Wh battery, it is estimated that the RPI alone
can operate for about 3.3 days. A more power-saving
operation could be achieved by using the RPI as a stand-
alone device without the LCD display screen, with the
terminal software for the RPI installed on the refuge
management PC so that the RPI's "disaster victim
information transmission application” could be run remotely.
It is also considered a good idea to turn on the power of the
Q-ANPI terminal and the refuge center management PC
only when communicating via the Quasi-Zenith Satellite
“MICHIBIKI”, and turn them off and in sleep mode for the
rest of the time. Assuming such an operation scenario, only
the RPI unit (3W) and the wireless router (2.5W) would be
used in constant operation, so the 240Wh battery would last
approximately 1.8 days. If the two battery units are operated
alternately, long-term operation is possible even when the
power infrastructure is cut off.

Table 2: Power consumption of each device.

Model/Manufacturer _

Q-ANPI terminal Ll - 15

Mode

Working 12(max)
The refuge PC

(Windows10)

Versa Pro VX-5(NEC)

Sleeping 0.42(max)

WMR-433W2-BK

(BUFFALO) 2.5(max)

Wireless router -

Web interface(RPI) - Raspberry PI3B+ 3

5 CONCLUSION

This paper addresses issues related to Q-ANPI, a safety
confirmation collection service for disaster victims using the
Quasi-Zenith Satellite "MICHIBIKI". It describes how to
solve the problem that when the cell phone communication
infrastructure is cut off, safety information cannot be
registered from a smartphone owned by a disaster victim to
the refuge management PC used by Q-ANPI unless a
dedicated application is installed on the smartphone in
advance. We proposed a method to solve this problem by
using a web interface that enables the input of safety
information of disaster victims using a web browser already
installed in their smartphones. This web interface collects
the safety information of multiple victims and sends it to the
refuge management PC at any given time, which then sends
the data to the control station server via the Quasi-Zenith
Satellite “MICHIBIKI”. The system is a general interface
that allows safety information to be input using a Web
browser already installed on a smartphone. The evaluation
of the prototype through simulated training showed that the
time required to input safety information was shorter with
the proposed system than with the conventional Q-ANPI. In
a questionnaire survey conducted after the simulation
training, many respondents answered that they would prefer
to use the proposed system rather than the conventional Q-
ANPI system, and many of them answered that the proposed
system was “easier to use.” However, some respondents
pointed out the following points for improvement of the
proposed system: "Ease of text input” and "Types of victim
information.” In the event of an actual large-scale disaster, it
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can be assumed that far more people will access the system
than in this simulated evacuation drills. For this reason, we
plan to conduct load tests with a larger number of people
than in this simulated evacuation drills. The prototype of the
proposed web interface was developed using RPI. Power
consumption was measured, and it was found from this
evaluation that the power consumption was low among the
devices used. Therefore, for the sake of power conservation,
the RPI can preferably be used alone, in which case the
problem of the screen display can be solved by remotely
controlling the RPI through terminal software installed on a
refuge management PC.

In the future, if the proposed system and Q-ANPI's
previous research [6] are all successfully linked, it will be
possible to develop a highly realistic system that can
smoothly collect safety information of disaster victims at
actual disaster sites where people are in confusion.
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Abstract - Accurate prediction of river water levels during
floods is important to help residents make appropriate evac-
uation decisions and is the subject of much research. Tradi-
tional river water-level predictions are based on physical mod-
els. Recently, several studies reported that deep-learning-based
models achieve more accurate water-level predictions. Exist-
ing deep learning-based water level prediction methods pre-
dict downstream water levels based solely on rainfall and wa-
ter levels at upstream observatories. However, in many cases,
there is not a sufficient number of upstream observatories to
make accurate water-level predictions.

In this study, we propose ariver level prediction model based
on deep-learning models, CNN and LSTM, with radar rainfall
data. We predict the river levels up to several hours after the
current time with the proposed model that uses the historical
water levels at the prediction place and the radar rainfall data,
without using the data of upstream observatories. The evalu-
ation results showed that the proposed model using the histor-
ical water level at the prediction place and the radar rainfall in
the basin can predict water levels with a small error, even if it
does not use the data of the upstream observatories.

Keywords: river water level prediction, deep learning, radar
rainfall, convolutional neural network(CNN), long short-term
memory(LSTM)

1 INTRODUCTION

Because Japan has a lot of mountains, there are many rapid-
flowing rivers. Since river water-level in Japan rises rapidly
in a short period of time, it is important to evacuate quickly in
case of heavy rainfall. In particular, elderly people, who may
take a long time to evacuate, need to evacuate earlier. In addi-
tion, the recent climate change leads to frequent and short-time
heavy rainfall. Because the short-time heavy rainfall rapidly
rises river water levels, the time to flood became short and
there is a higher risk of extensive flooding damage.

For this reason, river water-level prediction has been ac-
tively studied as a disaster countermeasure. Accurate predic-
tion of river water-levels during heavy rainfall is important
for residents to make appropriate evacuation decisions. Tradi-
tional river water-level predictions are based on physical mod-
els that represent the rainfall-runoff process [1][2]. Recently,

several studies reported that deep-learning-based models achieve

more accurate water-level predictions [3]-[10]. These stud-
ies typically learn models from the rainfall and the water-level
measurements at upstream observatories to predict downstream
water levels.

However, rainfall measurements at observatories don’t in-
clude all rainfall information in the river basin. Using all rain-
fall information in the river basin will improve accuracy to pre-
dict river water levels. In addition, in many cases, there is not
a sufficient number of upstream observatories to make accu-
rate water-level predictions. Many small rivers in Japan do not
even have a single observatory upstream. Typhoon Lionrock
in 2016 caused flooding in Komoto River in Iwate Prefecture
where there is only one water level observatory, resulting in
numerous human casualties [11]. Thus, highly accurate river
water-level prediction even in small rivers is required. Even
when there is no upstream observatory, highly accurate river
water-level prediction enables early evacuation even in small
rivers.

As other rainfall data sources, radar rainfall observed by
Japan Meteorological Agency [12] is available in Japan. In
this data, rainfall strength values are observed at 1 km mesh
whole of Japan based on radar reflections. Unlike rainfall
at observatories, radar rainfall contains rainfall information
for the entire watershed because it has been observed at 1km
mesh. So even when there is no rainfall observatories at the
river watershed, we can obtain all rainfall information in the
river basin by using radar rainfall. Water-level prediction method
using radar rainfall with deep-learning-based models has been
proposed [10], but it also requires a number of rainfall and
water-level observatories upstream, and no method without
using upstream observatories has been proposed in the liter-
ature.

In this study, without using rainfall and water-level obser-
vatories upstream of a prediction place, we predict river water
levels up to several hours after the current time using only his-
torical water-level at the prediction place and the radar rainfall
in the basin. We achieved highly accurate water-level predic-
tion without using upstream observatories, which shows that
water-level prediction is possible even for small rivers with
only one water-level observatory.

This paper is organized as follows. In Section 2, we present
related work. In Section 3, we describe the proposed method.
In Section 4, we evaluate the proposed method by using actual
measurements of the river. Finally, in Section 5, we summa-
rize this study.

2 RELATED WORK

In Japan, Hitokoto et al. proposed a model for river water
level prediction using deep learning, which showed that it can
predict the river water level more accurately than the conven-
tional prediction methods that are based on physical models
[8]. This prediction model is built with MLP (Multi Layer
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Perceptron), and predicts the downstream water level value by
using the rainfall and the water-level data at observatories up-
stream of the prediction place. Yamada et al. showed that
LSTM (Long Short-Term Memory), which is a recurrent neu-
ral network, is capable of predicting river water-level more ac-
curately than the conventional MLP models [9], meaning that
LSTM can learn chronological characteristics of the water-
level and the rainfall observation values. However, because
these methods use only the rainfall and the water level of the
observatory upstream of the prediction place, they do not in-
clude all rainfall information in the river basin.

Araki et al. proposed a model based on CNN (Convolu-
tional Neural Network), which uses radar rainfall data in addi-
tion to the rainfall and the water level observation values up-
stream of the prediction place [10]. Each channel of the CNN
layer in this model is each time point of radar rainfall measure-
ments. Each of the rainfall and the water level in each obser-
vatory forms one independent channel, and adjusts the matrix
size by filling the time-series values into the matrix to make
the same-size matrix as the radar rainfall mesh. These data are
input to the CNN to predict river water level. However, in this
method, since each channel contains the time-series rainfall
or the water level values, it cannot learn chronological char-
acteristics directly. Furthermore, these deep-learning-based
models depend on a number of observatories upstream of the
prediction place.

In a similar study using the radar rainfall data, Kimura et
al. proposed a model for predicting the water level in sewer
culverts [13]. In this model, radar rainfall information is input
into CNN, and the water level at close observatories of the
prediction place are combined and input into fully connected
layers. The output of the fully connected layer is the prediction
value. This study shows that using radar rainfall can predict
more accurately than without using radar rainfall. However,
this study predicts the water level in sewer culverts, so it differs
from river water level prediction.

3 PROPOSED METHOD

3.1 Overview of the Proposed Prediction
Method

In this study, we propose a deep-learning-based model for
river water prediction using radar rainfall data. Radar rainfall
data are input to convolution and pooling layers, compress-
ing rainfall information. The compressed rainfall information,
and measurements (rainfall and water level values) of the ob-
servatories upstream and the prediction place, are input to the
LSTM layer. Each time step of the LSTM layer is an hourly
interval because the interval of observatories’ measurements
is one hour. Thus, we combine radar rainfall data, which is
10-minutes interval, into hourly time series, and input them
into CNN and each LSTM step. Figure 1 shows a diagram
of the proposed river water-level prediction model. In Fig. 1,
the left side is the input, and the process proceeds to the right
direction, to output at the right side. Each row represents the
process for a single time-point of the time series, and an one-
hour dataset is processed in the convolution and pooling layers
and is input to one step of LSTM. The each step, the learning

results are compiled through LSTM, and a water-level predic-
tion value is finally output through the fully connected layers.

3.2 Convolution Layer

The first layer of the prediction model is the convolution
layer. In the convolution layer, we convolute the radar rainfall
data, and compress its information without losing the areal
rainfall information of the radar rainfall data. We use ReLU
as an activation function.

Convolution and pooling layers are built for each LSTM
step. Rainfall and water-level observation values are at hourly
intervals, whereas the radar rainfall data is at 10-minute in-
tervals. Thus, one step of LSTM corresponds to a set of one
hour of radar rainfall data including 6 time-points of the 10-
minute-interval data, where each channel of the convolution
and pooling layer is each time point of the radar rainfall data.
Because 10-minute intervals of data are for 1 hour, there are
6 channels. As we will discuss later, a target watershed is di-
vided into 40 x 30 areas with 1km mesh. Therefore, the input
of radar rainfall data into the convolution layer at each LSTM
step is 40 x 30 x 6 tensors.

3.3 Pooling Layer

The second layer of the prediction model is the pooling
layer. In the pooling layer, the rainfall information compressed
at the convolution layer processes pooling, and summarizes in-
formation without losing the areal rainfall information of radar
rainfall data, and reduces size. Those output values are input
to LSTM as compressed information of the radar rainfall. In
the proposed method, the pooling process uses max pooling.
Because max pooling can extract the maximum values for each
divided area, we expect that the model can learn the local rain-
fall intensity of radar rainfall.

3.4 LSTM Layer

The final layer of the prediction model is the LSTM layer
and the MLP layer. In the LSTM layer, rainfall information,
which is compressed by the convolution and pooling layer, and
the observatories’ observation values are input to the LSTM
layer, and learn information on each step in chronological or-
der. In the last step of the LSTM layer, outputs of the LSTM
layer are input to a fully connected MLP layer, which outputs
the water-level prediction value. As we have already noted,
each time step of the LSTM layer is an hourly interval, and
radar rainfall information that is compressed for one hour. Also,
the rainfall and water-level observation values are measured
for one hour. Those hourly data are input to each LSTM step.
Furthermore, the number of LSTM steps is determined by the
number of historical points used in prediction. Specifically,
in this study, because we use 11 hours historical data to learn
models, the LSTM layer is built with 11 time steps.
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Figure 1: Proposed Prediction Model

4 EVALUATION
4.1 Evaluation Method

In this study, we predict the water level using river proposed
model, and show that it is possible to predict it with high ac-
curacy even when we do not use rainfall and water-level ob-
servatories upstream of a prediction place. Specifically, we
compare the following five prediction models.

A. Prediction model with MLP, which uses rainfall and wa-
ter level data obtained by the observatories located at

upstream and the prediction place.

Prediction model with LSTM, which uses rainfall and
water level data obtained by the observatories located
at upstream and the prediction place.

Prediction model with CNN and MLP, which uses radar
rainfall data in addition to rainfall and water level data
upstream and at the prediction place.

Prediction model with CNN and LSTM, which uses radar
rainfall data in addition to rainfall and water level data
upstream and at the prediction place.

Prediction model with CNN and LSTM, which uses radar
rainfall data and water level data at the prediction place
(without data from upstream observatories).

We train the prediction model using values up to 11 hours
before the reference time for prediction, and predict 1 to 12
hours after the reference time. We use Mean Squared Error
(MSE) to evaluate the accuracy of our model.

4.1.1 Study Area

In this study, the study area is the Hiwatashi point of the Oy-
odo River, which is a first-class river in Miyazaki prefecture,

Japan. There are 5 water level observatories and 12 rainfall
observatories. The locations of these observatories are shown
in Fig. 2. In this area, there are no flood control facilities up-
stream of the Hiwatashi point, which is the prediction place.
There are a lot of water level and rainfall observatories up-
stream.

4.1.2 The Dataset

We acquire water level and rainfall data, which are hourly data,
from the website of the hydrology and water-quality database
[15]. We acquire radar rainfall data, which are 10-minutes-
interval, from Japan Meteorological Business Support Center
[16]. Radar rainfall data are observed at 1km mesh whole of
Japan, and we use as input data 40 km long and 30 km wide
regions shown in Fig. 2.

The prediction place is the Hiwatashi water level observa-
tory, and the target period is the 13 periods from 2006 to 2021
when the Hiwatashi water level observation value is higher
than the dangerous water level 1 (5.4m) [17][18] defined at
each river observatory by the government. (The actual number
of such periods is 14 periods, but we exclude one period be-
cause radar rainfall has missing values.) We define that a such
period is 120 hours long, from 72 hours before to 48 hours af-
ter the time of peak water level of Hiwatasi observation value
during the target periods. Among them, we select three evalu-
ation periods for water level prediction (July 3, 2010, Septem-
ber 20, 2011, and July 3, 2019) when the Hiwatashi water level
observation value is higher than the dangerous water level 3
(8.3m) [17][18] in the 13 periods. We evaluate the prediction
accuracy of the models A-E by predicting one of the 13 peri-
ods with the other 12 periods used as the training data, which
is applied for evaluating the three test periods.
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Figure 2: Study Area
(Created Using GIS Map of Geospatial Information
Authority of Japan [14])

Table 1: Structure and Parameters of the Model

’ Classification \ Parameter ‘
Optimizer Adam (0.0001)
Epoch Early Stopping (50 times)
Error function | MSE (Mean Squared Error)
Batch size 90
Language Python
Library PyTorch

4.2 Details of the Prediction Model
4.2.1 Normalization of Training Data

If training data contain bias, they impose a negative effect on
learning. Therefore, in this proposed method, we normalize
and convert to the range of [0, 1] the training data before learn-
ing the model. Normalization is made as shown in the follow-

ing Eq. (1).

, x; — min(x)

;=

ey

max(z) — min(x)’

where x; is the normalized value of the i-th observation value,
x; is the raw observation value, min(x) is the minimum value,
max(z) is the maximum value in the training data. This nor-
malization is applied to all the input data, i.e., water level and
rainfall data of the observatories, and the radar rainfall data.

4.2.2 Structure and Parameters of the Model

We show the structure and parameters of our learning model in
Table 1. We use Adam [19], which is a well-known dynamic

20

Table 2: The Number of Hidden Units for MLP

\ Hidden Units ‘
30-20-10
50-30-10
100-50-20

150-100-50
500-300-100
800-400-200
1000-500-100

2000-1000-500
2000-1000-500
3000-1000-500

5000-3000-1000

7000-4000-1000

9000-5000-1000

10000-6000-2000

No Radar Rainfall (Model A)

Using Radar Rainfall (Model C)

Table 3: The Number of Hidden Units for LSTM

Hidden Units

6
10
14
18
No Radar Rainfall (Model B) 50
100
150
200
500
200
300
Using Radar Rainfall (Model D,E) >00
’ 1000
2000
3000
Table 4: Parameter of CNN
‘ Parameter ‘ Value ‘
Kernel size 3 X3
Number of Filter for MLP 128
Convolution Layer | Number of Filter for LSTM 6
Stride 2
Activation Function ReLU

learning parameter adjuster. To prevent overlearning, we de-
termine the number of epochs by using Early Stopping [20],
and stop learning if accuracy does not improve 50 times. We
use stochastic gradient descent (SGD) to learn the network,
and use backpropagation to calculate the gradient of the error
function.
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Table 5: Parameter of the Best Accuracy

Prediction Model \ Hidden Units \ Number of Layers | Dropout
A. MLP with upstream observatories 50-30-10 - 0.1

B. LSTM with upstream observatories 100 2 0.3
C. CNN+MLP with upstream observatories and radar rainfall 9000-5000-1000 - 0.1
D. CNN+LSTM with upstream observatories and radar rainfall 500 1 -

E. CNN+LSTM with water level at prediction place and radar rainfall 1000 1 -

4.2.3 Parameter Evaluation

In this study, we tried a variation of the parameter value for
each of the five prediction models A-E, and compare the pre-
diction accuracy to determine the optimal parameter values.
For the MLP model (model A and C), we use ReLLU as an ac-
tivation function, and build a five-layer network consisting of
an input layer, three hidden layers, and an output layer. Table
2 shows the number of hidden units in the prediction model of
using MLP. Each number in the triplet expresses the number
of neurons of an input, intermediate, and output layer, respec-
tively. The dropout parameter is set as 0.1 or 0.3. We predict
water levels with all combinations of the number of hidden
units and the dropout, and evaluate prediction accuracy.

For the LSTM model (model B, D, and E), we use the num-
ber of hidden units shown in Table 3. The number of layers is
1, 2, or 4, and in the case of 2 or 4 layers, a dropout is set as
0.3. We predict water levels with all combinations of the num-
ber of hidden units and the number of layers of the LSTM, and
evaluate prediction accuracy.

We show the CNN parameter for the prediction model with
radar rainfall data in Table 4. For the prediction model with
CNN and MLP (model C), each channel of the CNN is 10-
minute intervals of radar rainfall data. In prediction model
C, because 10-minute intervals of data are input for 11 hours,
there are 66 channels. Therefore, the input of radar rainfall
data is a 40 x 30 x 66 tensor.

4.3 Results
4.3.1 Parameter Results

We show the parameter values with the best accuracy for each
of the prediction models A-E in Table 5. For each prediction
model, we predict water levels by using these parameter values
to evaluate the prediction accuracy in the next section.

4.3.2 Accuracy for the Three Prediction Periods

We show the prediction accuracy of each prediction model
from 1 to 12 hours after the reference time for the three pre-
diction periods in Fig. 3. The vertical axis is MSE, and the
horizontal axis is the prediction time. Figure 3 shows that the
prediction accuracy in all five cases is not significantly differ-
ent. In particular, the MSE of the prediction model E, which
does not use the measurements of the upstream observatories,
does not increase MSE significantly compared to the MSE of
A-D.
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Prediction Time (After Reterence Time)

~A B C D -E(Proposed)
Figure 3: MSE of Each Prediction Model
at Three Prediction Periods

5 CONCLUSION

In this study, we propose ariver level prediction model based
on deep-learning models, CNN and LSTM, with radar rainfall
data. We predict the river levels up to several hours after the
current time with the proposed model that uses the historical
water levels at the prediction place and the radar rainfall data,
without using the data of upstream observatories.

The prediction accuracy of the proposed model is evaluated
by comparing it with the models that use the upstream water
level and rainfall measurements. The results showed that the
proposed model using the historical water level at the predic-
tion place and the radar rainfall in the basin can predict water
levels with a small error, even if it does not use the data of
the upstream observatories. This means that water level pre-
diction is possible even for rivers with only one water-level
observatory, which are often the case of many small rivers in
Japan.
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Abstract -The COVID-19 pandemic highlighted the
necessity for efficient telework settings, as intellectual
productivity is closely linked with workplace satisfaction.
Addressing the lack of productivity systems in home
environments, we created an loT tool that uses temperature,
humidity, and CO2 measurements to provide relevant
feedback. A two-month trial demonstrated its effectiveness in
promoting behavioral changes, such as using humidifiers,
ensuring its operational reliability.

Keywords. 10T application, Healthcare, Data collection

1 INTRODUCTION

The COVID-19 outbreak led to a significant shift from
office to homework, with a survey showing 80% of Japanese
firms implementing telework (Figure 1). However, over 80%
of both employees and employers reported a productivity
drop in teleworking, due to factors like poor communication,
inadequate equipment, and home distractions. Environmental
factors, such as temperature, humidity, and CO2 levels,
though initially underestimated, are proven to be crucial for
productivity [1]. In the U.S., improving these aspects could
result in economic gains of $40-$200 billion annually (Table
1), prompting companies to integrate BEMS and smart offices
for better office productivity.

70.0%

Fig 1. Telework implementation rate at companies in
Tokvo (30 or emblovees) 21

Table 1. Economic effect of improving air quality in the

United States
Source of productivity gain
Reduced respiratory illness
Reduced allergy and asthma
Reduced sick building
syndrome symptoms
Improved worker performance
from

Potential US annual savings
$6-$14 billion/year
$2-$4 billion/year

$10-$30 billion/year

$20-$160 billion/year
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changes in thermal
environment and lighting

Both workers and employers observed over an 80% decline
in telecommuting productivity due to communication
challenges, inadequate equipment, and home disturbances.
Environmental factors such as temperature, humidity, and
CO2 levels, crucial for productivity, were often overlooked,
with their improvement in the U.S. potentially offering $40-
$200 billion in economic benefits (Table 1). Consequently,
many firms are now implementing systems like BEMS to
improve workspace productivity.

Additionally, about 70% of telecommuters faced home air
quality issues, underscoring the need for better environmental
conditions and information systems. Despite known benefits,
few companies have optimized home thermal conditions for
productivity. Our research utilized the “Netatmo Weather
Station [2]” IoT device to monitor environmental factors,
leading to an loT-based system to enhance home work
environments and productivity.

2 RELATED STUDY

2.1 Telework situation in Japan

The Ministry of Internal Affairs and Communications
describes telework as a “flexible approach leveraging ICT for
efficient time and place usage [3].” There are three primary
types of telework based on work location: telecommuting,
mobile work, and satellite office work. Due to COVID-19,
telework adoption has surged, with many companies making
home-based telework standard practice [4]. Owing to its
adaptability, telework offers numerous benefits for society,
corporations, and employees. Our research specifically
examines telecommuting within these telework categories.

2.2 Novelty of our study Indoor environment
and intellectual productivity

Hamanaka et al. [5] developed a teaching bot designed to
optimize indoor comfort. Integrated into the chat tool “Slack,”
the bot offers real-time feedback on indoor temperature and
humidity. It sources data from a sensor on the Raspberry Pi 3,
recording temperature and humidity values every minute via
Wi-Fi. Upon querying the bot, users receive
recommendations for enhancing comfort, derived from real-
time data and optimal comfort ranges. This bot boasts two
core features: querying the database to generate and send
graphical data on demand.
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2.3 Novelty of our study

The majority of 10T systems for indoor optimization target
office spaces, with a gap in catering to individual
telecommuters or small teams. Systems like HEMS focus on
residential energy use rather than telecommuting needs. Our
research aims to create a health-conscious, efficient
workspace by developing a recommendation system tailored
for home telecommuting. This system faces challenges in
universal adaptability due to the variety of household air-
conditioning devices. It provides customized information to
improve working conditions based on indoor parameters,
allowing manual adjustments to air-conditioning. The system
design prioritizes intuitiveness, with easily understandable
information even during work hours. We will detail this
system's structure, technical aspects, experimental methods,
evaluation, and our findings in the following sections.

3 SYSTEM DESCRIPTION

3.1 Overview

Our system uses strategically placed sensors to monitor
workspace conditions, generating notifications  for
maintaining or enhancing the work environment. Workers can
act upon these alerts to foster productivity.

3.2 System configuration

The system, outlined in Fig. 2, relies on 10T devices across
telecommuting setups, sending environmental data to a
central server. This data, both real-time and historical, is used
to create recommendations, delivered to workers as
notifications. Upcoming sections detail the system's design
and functionality.

3.2.1 Data acquisition part

Our system’s data acquisition relies on Netatmo devices,
consisting of a primary indoor module for internal
environment monitoring and a secondary outdoor module.
The primary device sends data directly to Netatmo’s server
via Wi-Fi, while the secondary device transmits data
indirectly through the primary device. Netatmo’s server offers

Sensing the data every 10 minutes
A Netatmo

Application server and DB

Request

- Response i
—) snsm
Netatmo —— Heroku
Server ; H

— >
-4— Mo‘ngoDB

unlimited storage and API access for data integration into
custom systems.

Our developed platform centralizes data from multiple
Netatmo devices, linked to their respective accounts, ensuring
data consolidation and accessibility. Data is updated every
five minutes and stored in BSON format using MongoDB,
with Heroku as the application server. The development
environment details are in Table 3.

Table 3. Development environment of Platform

Server-side Client-side
(0N MacOS MacOS
. HTML, CSS, (SCSYS),
Language | Node.js (v10.18.1) JavaScript
Library express, €js, Vuejs, Bgotstrap-Vue, Core
crypto, Socket.IO Ul, chart.js, Axitos
Database | MongoDB

3.2.2 Information generator

This component analyzes real-time and historical data to
create insights for an optimal work environment. It generates:

1) Provides immediate values of indoor environmental
factors with feedback for improvement.
Displays daily fluctuations in indoor factors using
graphs, with comments to ensure optimal conditions.
Summarizes the previous day’s and week’s
environment  suitability, with  averages and
improvement suggestions.
Offers advice on maintaining or enhancing the indoor
environment.

Our system uses building environmental hygiene control
standards to define ideal workspace conditions (Table 4) [7].

2)

3)

4)

Table 4. Ideal working environment
Category Detail
Carbon d19x1de Less than 1000 ppm
concentration
1) Range: 17°C to 28°C
2) Ifthe indoor temperature is lower
Temperature

than the outdoor, the difference
should be significant.
Range: 40% to 70%

Relative humidity

Checking user’s
behavior

».

[ Generating the

Sensing the data
information

every b minutes

Netatmo device

y )
Request / Res-ponse Notification
r 4 Sending the
information

% Raspberry Pi

Raspberry Pi Raspberry Pi 3
Raspbian
0s GNU/Linux 11
|1} i (bullseye) The part of our
Measurement Language Python 3.7.4 implemented

Fig 2. System overview
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This presents hourly updates on the current state of the
workspace environment, specifically focusing on temperature,
humidity, and carbon dioxide concentration. Relevant
comments are determined based on conditional branching,
rooted in the previously defined criteria. Here are the tables
for humidity and CO2.

Table 5. Conditional branching and comments in
humidity
Condition Comment
The room is dry. Dryness increases the
number of times you blink, causing
Less than 40% discomfort and reducing work efficiency.
It’s recommended to humidify.
From 40% to Humidity is optimal. Let’ s keep this
70% humidity.

Humidity in the room is high. In a humid
environment, the sympathetic and
parasympathetic nerves are out of balance,
making it easier to feel tired. Let’s
dehumidify.

More than 70%

Information of type 2 provides daily visuals and comments
on the fluctuation of temperature, humidity, and CO2 from
8:00 AM to 7:00 PM. Here are the conditions and comments
for temperature, humidity, and CO2.

This displays how closely the workspace met the building
environmental hygiene standards. It presents the “indoor
environment adequacy rate”, which is calculated using the
following formula [A].

Indoor environment adequacy rate
Number of instances meeting standards

during work hours

~ Total observed instances during work hours
* 100 ... [4]

The system keeps telecommuters informed about their
workspace environment, allowing them to make necessary
adjustments for maximum comfort and productivity. Every
day at 12:00, a report is generated highlighting research
findings on the correlation between indoor environment and
productivity, along with suggested measures to enhance the
indoor ambiance in information of type 4. By grounding
suggestions in scientific evidence and providing explicit
action steps, the aim is to foster a heightened awareness and
proactive attitude towards the workspace environment among
users.

3.2.3 Information notification part

In our system, we integrated three key notification functions
using Slack [6] as the communication platform (Figure 3 and
4). Each participant had a dedicated Slack channel for
receiving notifications from the “Indoor Environment
Notification Bot.” The functionalities include:

A feature enabling periodic dispatch of the four types of data
previously detailed.

1) Periodic Data Dispatch: Sends the four types of data

(current status, daily trends, historical analysis, and
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Fig 3.

Fig 4. Actual condition of information 2 (CO2)

guided articles) at set intervals, focusing on work hours
for minimal distraction.

Threshold Alerts: Monitors environmental data every
30 minutes and alerts users when humidity and CO2
levels exceed set thresholds, offering concise
evaluations and suggestions.

Interactive Chatbot Response: Provides real-time
feedback to users’ queries about their current work
environment. It utilizes the Predicted Mean Vote
(PMV) index to assess thermal comfort, considering
factors like temperature, humidity, air velocity, and
personal factors such as clothing insulation and
metabolic rate. This allows tailored advice based on
environmental data from Netatmo and user-specific
inputs like clothing type, enhancing comfort and
productivity. The system's approach to measuring and
responding to thermal comfort is detailed, including
predefined clothing insulation levels for accurate PMV
calculations.

2)

3)

When a user mentions the term “working environment” in
their designated channel, the bot prompts them to specify their
current clothing [8 and 9]. After receiving the user’s clothing
input, the system incorporates the Predicted Mean Vote
(PMV) value into the data from Presentation Information 1
and then notifies the user accordingly.

4 EXPERIMENT

4.1 Overview of the experiment

The experiment aimed to collect indoor environmental data
for telecommuting using Netatmo, and utilize it to enhance
indoor conditions and influence behavior. Effectiveness was
evaluated through interviews before, during, and after the
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experiment, which lasted 33 days from November 10 to
December 28, 2022.

4.2 Participant demographics

Three participants from the Kanto region, aged 20s to 50s
and working from home, were involved. Their demographics
are detailed in Table 14, including age, gender, occupation,
residence, and workspace specifics.

Table 5. Participants attributes of the study

Please specify the dimensions of the room where the
3 | device was set up. (Provide the measurement in square

meters.)

4 Did you find the installation process for Netatmo to be
intuitive?

5 Was the notification frequency of once every hour
satisfactory?

6 Could you provide further clarification on your answer to
question 5?

7 Was receiving a daily summary notification at 19:00

suitable for you?

8 | Please elucidate your response to question 7.

A B C
Age 50 s 40’s 20°s
Gender male male Female
Occupation Engineer Technical Office work

sales

Residence status Apartment  Apartment Apartment
Workplace Study Living Living
Size of workplace | 18 m? 22 m? 14 m?

4.3 Experimental method

4.3.1 Participants
Participants set up accounts on Netatmo and Slack and
received device kits (Table 7). They installed indoor modules
in their workspaces and outdoor modules in sheltered outdoor
areas.

Table 7. Contents of the experimental kit

No Details
1 Netatmo Weather Station outdoor module
2 Netatmo Weather Station indoor module
3 AC adapter for Netatmo Weather Station indoor
module
4 Kit bag
5 Covering letter

4.3.2 Pre-experiment questionnaire

A survey, inspired by Daikin Industries [6], assessed
participants' initial perceptions of their telecommuting
environment. It inquired about housing types, environmental
factors, and potential improvements.

4.3.3 Questionnaire during the experiment

Daily surveys via SurveyMonkey asked about work
location, duration, and environment evaluations, focusing on
days spent telecommuting.

4.3.4 Post-experiment questionnaire

A post-experiment questionnaire (Table 8) evaluated the
system's effectiveness and any shifts in participants'
environmental improvement awareness. It included questions
on device placement, installation ease, notification frequency,
and the system's impact on work environment quality.

Table 8. Questionnaire after the experiment

No. | Details

1 | Where did you position the indoor module?

2 | Where was the outdoor module placed?

26

Was the daily 8:00 am summary notification, recapping

9 the previous day/week, convenient for you?

10 glease tell me if there is a reason for answering question

11 Was the 12:00 noon notification for the column function
apt for your needs?

12 ll’iease tell me if there is a reason for answering question

13 | Kindly expound upon your response to question 11.

14 Which set of indoor environmental data was deemed most
valuable by you?

15 In your estimation, did the system enhance the work
environment’ s conduciveness?
When telecommuting, are there particular facets of your

16 | home setting that present concerns? (You may select
multiple options.)
Looking ahead, are there specific components or

17 | resources you’re considering investing in or improving

for an optimized telecommuting experience?

5 EVALUATION

5.1 System evaluation

The system’s effectiveness in enhancing telecommuting
environments was assessed. Notifications were periodically
sent to participants, including alerts for sub-optimal humidity
and CO2 levels. The frequency and types of these
notifications, both during and outside work hours, are detailed
in Table 17. An “information provision rate” was calculated
to measure the system's efficiency in delivering notifications
(Table 9).

Table 9. Number of notifications

A B C
Out Out Out
Duri of Duri of Duri of
ng the ng the ng the
offic  offi | offic offi | offic  offi
e ce e ce e ce
hours hou | hours hou | poyrs  hou
I8 rs rs
Type of
informati 182 296 160 349 82 134
on 1
Notificat | Type of
ion informati 20 20 9
function on 2
Type of
informati 13 14 5
on3




Type of
informati 13 14 5
on 4
Alert | Humidit |y 149 | 0 0 | 0 o0
function y
CO2 94 7 255 537 7 45
Chatbot
function - 0 0 0 0 0 0

To assess the system’s operational efficacy, we compared
the actual frequency of notifications to an ideal count for the
days participants worked from home, deriving a metric
termed the “information provision rate”. The calculation for
this rate, denoted by equation [B], is as follows:

Information provision rate =
Number of actual notifications
! / «100 ... [B]

Ideal number of notifications

Table 18 encapsulates the information provision rates
deduced using the formula.

Table 10. System availability

A B C
Type of information 1 84% 84% 83%
Type of information 2 83% 83% 83%
Type of information 3 100% 100% 100%
Type of information 4 100% 100% 100%

5.2 Questionnaire evaluation

The post-experiment questionnaire assessed participants’
adjustments to their work environments, focusing on air
conditioning, humidification, and ventilation (Table 11).
Despite prior management of temperature and humidity, there
was room for improvement in environmental management, as
revealed in Table 12. The system was found to significantly
contribute to a better work environment, with participants
intending to continue improving their telecommuting spaces.

Table 11. Questionnaire about notification frequency

A B C
Type of information 1 4 4 4
Type of information 2 5 5 4
Type of information 3 3 5 4
Type of information 4 4 5 4
Table 12. Questionnaire about system usefulness
A B C
Was the type of information 1 useful? 3 5 4
Was the type of information 2 and 3 useful? 5 5 4
Was the type of information 4 useful? 3 5 4

5.3 Improvement of work environment

5.3.1 Quantitative evaluation

We assessed how the system influenced participants’ work
environments using data on temperature, humidity, and
carbon dioxide levels. Participant An experienced stable
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Fig 10. Environmental data of each participants

temperature but variable humidity and CO2 levels. Participant
B maintained stable temperature and humidity, but CO2
levels fluctuated. Participant C had a consistently stable
environment.

5.3.2 Qualitative evaluation

Feedback from the post-experiment questionnaire was used
to evaluate improvements in the working environment.
Participants confirmed using air conditioning, humidifiers,
and ventilation, and monitoring environmental parameters.
Despite prior efforts to manage the environment, there were
gaps in effective utilization of data and environmental control.
Table 14 shows participants’ ratings of the system’s impact
on their work environment and their intentions for continued
improvement. Scores on a 5-point Likert scale indicated a
positive contribution of the system to the work environment
and a strong intention to maintain these improvements.
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Table 14 . Questionnaire about improvement of
telecommuting environment
A B C
System’ s contribution to a good work 5 4 5
environment?
Intent to continue improving the work 5 5 5
environment?

6 DISCUSSION

6.1 Information notification system

We discuss our system, which transmitted four types of
data and included a chatbot feature for enhancing work
environments. Despite a non-operational period, due to
Heroku account issues, the system was generally efficient.
However, the chatbot feature was underutilized, possibly due
to participants’ work constraints.

6.2 Discussion derived from questionnaire
results

This segment deliberates on the insights obtained from

questionnaires administered pre, during, and post-experiment.

6.2.1 Information notification system

Usability insights of the information notification system,
sourced from the post-experiment questionnaire, are explored
here. Feedback on the four pieces of presented information
was generally favorable. Notification intervals, the shortest
being hourly, were well-received due to their concise and
instantly comprehendible design.

6.2.2 Improvement of work environment

Participants understood their workspace conditions better,
leading to conducive work environments. For example,
Participant A used a humidifier post-notification, showing a
behavioral change, while Participant B did not significantly
alter behavior despite high CO2 levels. Challenges such as
ventilation impacts and external noises were noted,
highlighting the limitations of relying solely on information
notifications for behavioral change. The study suggests a need
for automated environmental regulation but acknowledges its
complexity.

Table 13. Type of work and the total days during
experiment

Type of work A B C
Office work 0 2 5
Meeting 11 14 3
Programming 12 0 0

Write documentation 13 12 3
Thinking 5 5 0

Other 0 0 0

28

6.2.3 Questionnaire Considerations

The study assessed the system’s utility and the shift in
workspace environment awareness. Questionnaire responses
indicated potential improvements in notification timings and
data presentation. Participants showed an increased drive for
environmental improvement, validating the experiment's
impact. Daily task inquiries were found useful for data
analysis and could lead to more tailored suggestions in the
future.

7 CONCLUSION AND REMARKS

The system, aimed at improving the telecommuting
environment, faced challenges, especially with Slack as the
notification platform due to its chat-based design. Overall, the
system proved useful but highlighted areas for further
improvement.
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I Sustainability Management

3. Initiatives for Sustainable Growth

Respond to key societal challenges in five basic areas in order to

7 B 2o

ﬁ@@ \/@\\’ e

Carbon neutral ‘ Circular economy Safety/Security Inclusion : Well-being
Decarbonize society Build a circular society Resilient society Society that values diversity Vibrant lives

Initiatives for realizing sustainability

Progress in social initiatives causes

Contribution to a sustainable society through business positive impacts Responsibilities for a sustainable society
on the Company
Decarbonize society with energy management and heat pumps technologies etc. - Strengthen efforts for cutting greenhouse gas emissions
Build a circular society through innovation in the fields of maintenance/ operation and Realize - FY2051: Afm for net zero greenhouse gas emfsswm inthe entire value Cha}'n
recycling . aps.
..................................................................................................................... sustainability :
Build a resiient society through maintenance/management of infrastructures and fespect for human rehts based on Intermatonal noms
facility automation etc. _ Realize workplace where diverse and versatile human capital gathers and works
e T Apply initiatives within together
Realize vibrant lives of all people through sophisticated use of people flow data and The COMPANY O BUSINESS | wrremeseresessnssamesanssnsssessmsannacosesnesessasaseaeasemeameseaesenseasnan st nense s san s esann et sansesennseans
personal data Adherence to compliance

I “Circular Digital-Engineering”

3. Initiatives for Sustainable Growth

Leverage strong intra-group connections and knowledge sharing in order to consolidate and then analyze data in the digital
space to create new value and contribute to solving key social challenges

Solving social challenges through Circular Digital-Engineer

STEP.1 STEP.2

H Ascertain potential issues
» and needs of customers

Consolidate data generated through Analyze the consolidated data via a
usage of our components and systems : digital space and ascertain potential

by a wide range of customers into a : issues and needs of customers
STEP.3 v &6 i
digital space

Integrated Solutions
systems ol 0 Data ‘ ................................................ ' ........................
Components )

Return value
( Mitsubishi Electric Group )

Customers
Consolidate diverse data

Create new value

to a wide range of customers
Create new value through evolving
components, systems and Integrated
Solutions based on potential issues and
needs

Return new value to a wider range of
customers, and solve social challenges
with customers

.
-
o

Digital Space

N
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Transformation of MELCO FA ystem bus'iness and

chapter ()1 manufacturing sites
v

e R An era of uncertainty

Changes for the Better

Global Policy Uncertainty Index Global Pandemic Uncertainty Index
Indexes the frequency of policy uncertainty terms in major newspapers xPandemic or contagion and global uncertainty
Frequency of related mentions
(Index.1997-2015=100.#8E ) F@) Intensification of U.S.- 14
350, China trade friction

300

7 Covid-19\

100

0]
97 98 99 00 01 02 O3 04 05 06 07 08 09 10 11 12 13 14 156 16 17 18 19 20 g
\ﬁ Q1-1996 Q1-2002 Q1-2008 Q1-2014
WE EIUCEBN R U—LA— NEBWT. /7 77 (pandemics)) X3 [ER (epidemics)] DDA THROFARLICERT ZME (10
D)
WA : IMF © Global Uncertainty Related to Coronavirus at Record High™ https://blogs.imf.org/2020/04/04/global-uncertainty-related-to-
coronavirus-at-record-high/

Source: Ministry of Economy, Trade and Industry 2020 Monozukuri White Paper

© Mitsubishi Eloctrc Corporation 0
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ol s

Changes for the Better

Equipment related to the production process
Is data being collected such as operation status?

2017FY 2018FY
(n=4.382) (n=4.477)

EED Lz |
B RBEEE 2020EMmbnI<KhEE

100

80 -

60 [

40 -

20 f--

2018FY
(n=4.5666)

H
Not as advanced as expected

NTSURAORZ B - T —HEICL B RBETADFIBL

BEECAULSBIEEMDOIRS (HEOBRER L)

FEI0F I ) ARBRIEIEAREEDROHDZEEADIE

Japan Manufacturing Challenges

Aim of utilizing digital technology
(answers from companies UtI|IZIn% dlglltgl tei:gnolg(?y: 2=1,988)

TEEEEOEL
{EEEIBOERROIEERONE
FA%E - BHEZDU— RI1 LADHIR
SERBOTE
FREQET
BRECEDNRIE

SEIEFRADAHE OARBR - ARE DI
AFRBOHH
RN AR A SV B ZA TV

EBI5EREHIIZ1=5 -3 OMEIE
RR(ULE-FENTEIDRBOER
Fan i e s e WO e i
AR RN A S
A OREELE

miSREE I Om HEERmEHD)
HE : EAEEE 2021FEMRE0<P0EE

Improving operational efficiency and reducing lead time

Investing resources in new businesses and business model transformation
Uncertainty increases due to the influence of corona, and resource investment

—Necessity of promoting digitalization to strengthen corporate transformation capabilities

© Mitsubishi Electric Corporation /.

MITSUBISHI
ELECTRIC

Changes for the Better

Three Competencies for Dynamic Capabilities

(D Sensing threats and opportunities

(2) Seize opportunities to rebuild and
recombine resources,
Gain a competitive advantage

(3) Making your competitive advantage
sustainable
Transform your entire organization

Digital is a weapon for corporate transformation

Enhanced by digitalization

m Data collection and collaboration
m Prediction and prediction by AI

‘ m 3D design and simulation

Accelerate product development
m Variants
m Flexible process changes

From the Ministry of Economy, Trade and Industry's "2020 Monozukuri White Paper"

Note: Proposed by Professor David J. Thiess, UC Berkeley Business School

© Mitsubishi Eloctrc Corporation &
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e M Manufacturing site issues to be solved

Changes for the Better
Challenges on the shop floor
Labor shortage, skill inheritance, ductivit Prompt and flexible response to
m x | work-life balance 2 |demand fluctuations and troubles
3 | Carbon Neutrality, Security 4 | :Dezign capabilities through front-
oading

Design/Development ) manufacture  JEIORCEGCRINEIRSHaNES

BBXegrkaﬁ:z m Strengthening design m Reduced cycle times = A factory that never
capabilities = Flexible manufacturing stops )
m Remote Design = Energy Saving = troubleshooting

Automation of human work by replacing robots and automatic

machines and devices
More automation by replacing human judgment with Al

© Mitsubishi Electric Corporation &)

e R Digitally optimized manufacturing lifecycle

Changes for the Better
e V4
| | | A5 ] ,
Design Front-loading reduces rework m m
Using a 3D simulator, advance mechanical, electrical and control } Manufacture b

programsEnabling verification in a digital space. Reduced rework

- i Feedback to Design e

and adjustment time 9 Utilization of IT systems
- Worldwid ill b t

Manufacture Speeding up the PDCA cycle ‘ bl & Bl Ll

ey - =

by utilizing data Design and simulation Data delivery () feedback

Operational monitoring, data analysis using Al, diagnosis of in digital space

abnormalities in equipment and facilities Leveraging Data at the Edae Laver

X Visualization,
X EDGECROSS Analysis, Diagnosis

Data delivery () feedback

Speeding up the improvement cycle at the manufacturing site

Maintenance Reduce costs through AI

and remote use \ ! IoT support / Al utilization of
Al-based maintenance of equipment and facilities, remote from equipment and facilities
remote. Reduced maintenance costs through work support, etc. E‘@ E'l CCLINKIETSN
; el PSS Ll i
Reduction of rework M - ey M Moisart

during commissioning

© Mitsubishi Eloctrc Corporation 10
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o M e-F@ctory Technology e-Factory

Changes for the Better

Connect, process, and control all data in the field
Integration of field-based technology and digital technology

o Technology that easily connects production
FA-IT linkage sites and IT systems ! ' .
technology » Primary processing of data in real time,

Technology for shaping meaningful data [Edge Computing Products]

Robot technology required for automation e ) 3
Comprehensive control of sensor devices, - §_,|
Technology to collect necessary data from

production sites [PLC] [Industrial Robots]

e High-speed large amounts of data on the

. roduction floor 7
Industrial 4 - . CC-LinkIE TSN
. Network technology for efficient collection
Networking Technology [ ISrears 3T IT, mixing technologies of [Industrial Networks]

different networks

© Mitsubishi Electric Corporation 1 1

S M Cooperative Strategies in e-F@ctory e-Factory

Changes for the Better

Accelerating collaboration and innovation

%/

@m’”‘nfce) " Co-creation with more than 1,000 global alliance partners and organizations

e-Factory ) v Collaborated with start
Alliance A EDGECROSS ™. cicration Program
_ - gram
e-Factory | .
L @Alliance — @open @open
MELSEE @..... a platform innovation

2007 201 1

CClink  mE————) (- nk|E TSN

®Open Network B Maisart
Mitsubishi Electric Al technology
announcement -

© Mitsubishi Electric Corporation
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AUEE Record and analyze operating status to reduce downtime

Changes for the Better

"Record the whole data”when trouble occurs

When an abnormality occurs, control data of multiple g i

E Camera Recorder Unit|
i RD81RC96-CA

devices and devices, Record the entire workpiece status

and operator operation history

“Easy analysis” with camera image and device

confirmation

Control data and camera images collected by recording =y

the whole Match and check to quickly identify the cause of

anomalies
Can be connected to a wide variety of network network Fast frame rate
camera FA Camera
cameras
OnviF 1 ©
In addition to MELCO network cameras, a wide variety of ONVIFIZ, ONVIF, Inc. OB RBETT, s ;
easy connection to third-party ONVIF compatible cameras # Log files Video Files

~ (Device/Label) — (Video data)

© Mitsubishi Electric Corporation 13

'\%%H' Al for manufacturing Realize data utilization without specialized knowledge

Changes for the Better

Al-powered programming-less analysis

Deep learning, multiple regression analysis, and many
other Al capabilities, including - _ Data Science Tools MELSOFT MaiLab
Using machine learning methods and statistical analysis
methods, various

Can be used for applications. In addition, since it does
not require programming,

Easily implement data analysis solutions.

Achieve functions in one SW

Phase of analyzing production site data in the office,
analysis results. In order to realize the phase of on-site
diagnosis in one SW,The learning model obtained from BEED Al T=IPAITUT 1 A EHIT,
data analysis can be applied directly to the production meLsorr Mailab
site It is possible.

Provision of data analysis services

Data analysts who are familiar with FA will support
your data analysis. We provide "Data Analysis Support
Service" to analyze customer data at our company, and
"Data Analysis Training" to lecture on data analysis
know-how.

© Mitsubishi Electric Corporation 14
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S0 Digital Technology R&D Initiatives

AW\ Major digital technologies required for on-site transformation

Changes for the Better

(artificial intelligence)

(Network Infrastructure

W
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z MITSUBISHI
ELECTRIC

What to expect from Al

Demonstration and utilization in various places and scenes have begun.

"Events and conditions

monitor

People and thing
recognize

-General monitoring
-Discovery of abandoned objects
-Traffic volume survey

-Support for the vulnerable

+Correct/fail detection
-Congestion detection
-Medical support
-Meter detection

-Factory equipment
-Crime deterrence
-Accidents/traffic jams
-Disaster detection

-Sales strategy

-Employee education
-Failure prediction
+Hazard prediction

-Business planning
-Disaster prediction
-Counter-terrorism study

+Human movement analysis

A lot of data in the field for AI .

© Mitsubishi Electric Corporation
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Changes for the Better

Al technology “Maisart” M Maisart

We developed an Al technology to make devices and edges smart
B Reduces the amount of calculation; device/edge-mounted
m Improves efficiency by utilizing equipment knowledge

: Reinforcement Knowledge
D L : .
eep Learning Learning Big Data Analysis rocessing

Compact algorithms Equipment knowledge for
efficient learning

Metaheuristics

Equipment knowledge for Compact inference
efficient time-series data
analysis

Effective parameter

algorithms search

Cognition Cause estimation Fault sign detection Optimized control Automation

We announced our Al technology brand “Maisart” in May 2017

Maisart: Mitsubishi Electric’s Al creates the State-of-the-ART in technology

Maisart received the Brand Naming Award at the Nikkan Kogyo Shimbun’s “Naming Grand Prize”

© Mitsubishi Eloctrc Corporation 18
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wisiesn | Development of Al-based ZEB operation technology
cranses ror e Bier ZEB @chieved in ZEB-related technology demonstration building "SUSTIE"

v'World's highest level of medium-sized office building BEI=—0.06

v'Achieved operational “ZEB”
v'Annual energy balance compared to base A115%

<Features of ZEB operation technology>
@Building simulator using digital twin
@ Multi-purpose optimization to derive optimal operation

ZEB:E R e
EN-32aL—9— SHERO
__ B Maisart
_ EEEE
BiM—] < = \SOANEMN T
l: == EJl/;f/ﬁfEZ BIiR r\ B} Eﬁr\u-l-,@liwx«* & m
. . #H INES BEMEREC
o \J 5= Blo” #Em | ssseicEnts
} \ D ZEELTERR
;ﬁEIZ\\JH‘-—E FiRIFER
ot BRI B

NSO ZWERN A2 0@ S5 HE LR 6, 456m?2

X by == TEAR = M f* ﬂﬂi4[§ bL-C
mt; é’g % FROEERTEZERIELE ‘S;I_I—E'Wf
= Pre-planned ZEB operation introduced in SUSTIE

m ZE5 AR =R HA
B i55 u FEH NCyn
106% 115%
1500 100% ReductionReduction
1,250 | A
) 2@% 72‘ 6%
£ 1,000 energy conservatl HTx

—RIFNF—HEE[MI/ni-
N
3

2.8%

3 7% 4
-250 BITR AT
-500 AL
-750
Baseline Design Meas.

© Mitsubishi Electric Corporation 19
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Changes for the Better

Detect sensor attacks with high accuracy
"Sensor Security Technology"

high accuracy

v Sensor fusion algorithm implements a unique sensor attack detection algorithm
v "Sensor security technology" that detects discrepancies in measurement data with

EHrY—-(cLd
Y —J1—23> 7))L U

oY —fEEkeR
(kO—>nfl)

J —
O -—KERMPIIVI A
i . BEoH-pSROLEHIE(mHS) OFEIRE
o —-ADBE )
BE R BHIKO Eﬁfﬂ%’f Im
BREHCLD
EEOBZE m"’ f’w
I]J_..J“ElF e
S ng

40

Sensor Security Technology
Application examples to drones

©Mitsubishi Eloctrc Corporation 2.0
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2 MITSUBISHI
ELECTRIC

Changes for the Better

Al Security Technology in Embedded Systems

tampering is not detected

v Future security for embedded devices enables secure execution of applications s
methods for utilizing TEEs (*1) are beginning to be considered.

v'Issues when using TEE are (1) insufficient memory, (2) high execution time
overhead,(3) Develop a method that can solve the problem that parameter

The Droposal method

Normal world
data

Shared memory|
Parameter 1

@

Parameter In

Authentication Ta&

—i Output Decision

® Memory saving by dividing parameters into layers and units
of operation and expanding memory

@ Parameters are read sequentially from shared memory in
split units, and the execution environment Reduced
changeover, reducing processing time overhead

Per-tier secure execution the proposal method

Normal Secure  Normal Secure

World World World World
Read sequentially from
» ~—, Shared memory
Parallel processing of deep learning
operations and parameter decoding
® GCM(Galois/Counter Mode) makes parameter secrecy and

tamper detection ] _ _
(%1)Trusted Execution Environment

This research and development was supported by JST, Future Society Creation Project, and JPMIMI19B6.

© Mitsubishi Electric Corporation
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Changes for the Better

Integrated IoT[ClariSense]

" Digital ‘C.“
Chang w

v" Knowledge of various devices, technologies such as Maisart, security, integrated into

IoT system unified design guidelines

................

and solution libraries (*1)

ClariSense centrally organizes core technologies and enables rapid development

of IoT system solutions

wmaEYY1—->3>

A ™ =‘
Lo I “ m @P‘ - i
= % W *1 Reuse common functions for
,ﬁi’."f;, \ﬁ'f_fa, Maas  ZV-h>71 54757  AV=FEE yul_.;3> solution Packaged in a possible
1375 EEUFA 547 AYHAN— form
-
—_— ‘J'J:L—sz:w-fT:w'J
; e || BSIPE HASZT L
o =
: HRT—4 |
ClariSense ‘J‘Z‘:'L\ )
= HASATA
/4
J

we D@ G 9

ISG._DMS £—9-— %ﬁ@iﬁﬁ

= Flbéu-

R AMER ACS >-F Y- D‘ﬁ/b

22

© Mitsubishi Electric Corporation

41



International Workshop on Informatics ( IWIN2023 )

AL

Changes for the Better

Development strategy utilizing IoT

Utilizing the strength granted by possessing a large number of devices,
we will create utility value by making devices and edges smarter,
more efficient, more comfortable to use, safer and more secure.

IT system
domain

- Buildin -

g Automobile

Sl

Instrument
domain

© Mitsubishi Electric Corporation 23

oo R 5G Initiatives for Smart Factories )
G e
A 25 % Autonomous e
case A A\ aé‘e( control
W00 o™ o™ Mass Custumizatio
20V 5o ve /Layout Fr
009( e ) {\0‘\ Vj{,
ve ““\e“ work
e‘\\l“o UWB/AGV/AMR

© Mitsubishi Electric Corporation 24
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AL Production forecasting e

Changes for the Better

Predict worker fluctuations and improve the accuracy of estimates of how much
production has improved

ik "
 Em= Frequency,
— :

02 02 [ 200
\ Working Time 'foe Elapsed Time [Min]
> 015 | _l 58 0.15 _l
Q 2
c E
% o1 [ I o1 , i the start After a few hours
O oos ‘| [l] 005 4| ; :
= AN Pz Al 5 i
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16
Working Time [sec] Working Time [sec] S A, . o
I:’ histogram Distribution model Working Time [sec] Working Time [sec]

Variations depending on what Variation depending on the
you're working on time of day

= Learn variability in work time and generate probabilistic models
© Mitsubishi Electric Corporation 2 5

Al development for the transformation

chapter . c
03 of manufacturing sites

__
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RNy Solving Manufacturing Issues fory

ory
Changes for the Better

Labor shortage Inheritance of skilled skills

Collaboration between

humans and Al

B

Robot Collaboration/Automation

- Behavioral DX

Freed from simple tasks,

DX of knowledge

Anyone can use the

eople can concentrate on
peop knowledge of craftsmen

high—value—added work

© Mitsubishi Electric Corporation 2/
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Changes for the Better

HR Development eFRactory

Inheritance of
Labor shortage skilled skills

Easy-to-use technology
Education of digital talent - and digital infrastructure

IoT, Robots, Al

— X EDGECROSS

Human resource development is important

Digital technology and infrastructure are necessary
for the advancement of manufacturing

© Mitsubishi Eloctrc Corporation 2.8
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e M Challenges on the shop floor M Maisart

Changes for the Better

variable-type and variable-volume production is required

Changes in the processing environment
ange of workpieg € change during pro

ing

[> Tools (electrodds)

Skilled workers  Adjusting operating parameters Skilled workers

Issues Productivity in coordination work decreases due to shortage of skilled workers

Strategy: Adapt to changes in the processing environment in real time and
improve productivity even in variable-type and variable-volume production

o e Development Target

The machining environment constantly changes during machining
Difficult to keep the operating parameters optimal at all times

AI control technology that can adapt to changes in the machining
environment in real time

High Real-time AI control requires high reliability- - -
g Index the reliability of inference results and
appropriately control FA equipment

FA equipment requires high-cycle control- - -
Development of Al capable of high-speed
inference in parallel with FA equipment control

The machining environment changes during machining- - -

reliability

Fast inference

Environmenta

) Learns changes in the machining environment during
| adaptation

operation and adapts to environmental changes

Joint research with the National Institute of Advanced Industrial Science and Technology
Mitsubishi Electric Corporation 30
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o M High reliability (CNC cutting machine) Maisart

Changes for the Better

m Measure operating errors such as arc trajectories and
manually adjust correction parameters

. It is difficult to correct with
Measuring

high accuracy with the shape

A processing (Rest)
R . ! I+10|Jm

i E F @ £0pm

Parameter Skilled workers . o

After adjustment IAEE 7.5pm (Sharpening)

@ Al estimates and corrects machining errors in real time . N Highly accurate
X . correction
@ Calculate and correct the confidence level of theinference results

I DEF @

Depends on Error

confidence | correction
Inference result | g——

check Mechani_ca
properties Machining accuracy
CNC Al Cutting machine 3.7MM(51%[E L)  cummeeaecommon 31
)‘lwlrsuEl TSUBISHI Fast inference (Application examples to industrial robots) Maisart

Changes for the Better

The center of Operational
gravity is off data —-— s
position from the ﬁﬁ;ﬁnmAI

predeicte.

Direction

directive
generati
on

Parameter
adjustment [~

Acceleration
adjustment

Adjust
quickly

Reliability

High-speed estimation of load parameters
from operating data with Al
— Adjust the speed of movement

) speeding up by adjustment |
g | | |— AtgzEnL
. S _,l ! || — ATftESBD
-Calculate "reliability" iy .« : =
g ©
-Start adjustments 58 e
after the index B | | | —204§h°fte"mg
increases o 01 0z 03 04 05
time [s]
More stable operation Validation example: 20% Check for faster speeds
AdeStmentS © Mitsubishi Electric Corporation 32
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OI\ag.Egrglc Environmental adaptation (die-sinking electric discharge machines) Maisart
] Due to retention of workpieces
° < . changes in Reduced machining speed
electrod processing depth -

Skilled workers produce

. scraps and Optimized balance
Workplece/ _ of waste discharge
Shallow machining Deep processing

Machining state of die-sinking

Adaptive AI Control electrical discharge machining

Al control determines machining parameters that optimize
the balance between waste generation and waste discharge

wast generation discharge

( 23%shorten W>

end — : i =
/_ — — parameters

-

--- standard

_/ . | = AI control

Processing time Die Sinking EDM AI Control System
high-speed processing by AI control o vtess oo commton 33

depth
\
T

| |

Processing
evaluation value

Processing
condition

start
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Paticc oy The Value of Al in the Cyber World M Maisart

Changes for the Better

Information Engineering Uses On-site Information to Solve Social Issues and User Issues

Prediction and inference o -

|
concept

1 R Human behavior intelligence e
: Equipment system status [
, Al !
1 Recognition and understanding (Data-driven + Optimal control and automation :
I Audio, Image, Sensor knowledge- Visual and auditory information
I text, web Environment & Energy !
| based) I

hi i . . I
1 data mach: Cyber World eﬁwronmentData (physical quantities) I
e e e e e e W o o o o e e e e e e e e e e == D e i a

Sensing Cyber Physical System Actuation

Physical World
Mobility air poIIutlon life

accident Economy and Society § ﬁ BCP /.

durability “ product|V|ty

natural disaster Populatlon decllne

/ﬂ' |nfrastructure a!hme @ industry :
enwronment

terrorlsm ‘ Regional disparities Dl\ie'l‘5|f|cat|o:\ of needs

Aging

© Mitsubishi Electric Corporation 3>

'\W“C'*"m Synergy between FA equipment and digital technology

B Remote Maintenance
m Digital twinm Remote Design m equipment performance W Line balance optimization
B Preventive and Predictive Maintenance

® Design asset management, etc. B 24-hour production ® Remote monitoring, etc.
B Shortening of chocolate stops, etc.

\ Embedded AI
maintenance

simulator

(Machine-less design) Rl

ARSI LS

. : P Distributi
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Abstract - Automobile traffic jam causes serious problems
such as loss of time for drivers on congested roads, traffic ac-
cidents, and environmental pollution. Therefore, traffic jam
is a problem that needs to be solved. One method to solv-
ing these problems is encouraging vehicles to detour around
congested roads. In this method, the system detects the occur-
rence of traffic jams and suggests the drivers a route to detour
around the congested road segments. This approach reduces
the number of vehicles entering the congested road, thereby
relieving the congestion. However, when congestion is re-
lieved by detours, the system terminates the detour or rapidly
reduces the number of detours, which increases the number
of vehicles entering the road, and causes re-congestion. In
this study, as an extension to the conventional methods of
detouring vehicles to reduce traffic jams, we propose a new
method that balances the number of vehicles entering and ex-
iting a congested road. This proposed method improves the
efficiency of the entire traffic network and prevents repeated
traffic jams. We implemented the proposed method in a traf-
fic flow simulator and evaluated its performance. The results
showed that the average vehicle travel time reduces with the
proposed method, indicating that the proposed method con-
trols road traffic more efficiently during traffic jam resolution.

Keywords: automobile, traffic jam, detour route guidance,
ITS(Intelligent Transport Systems), traffic control

1 INTRODUCTION

Automobile traffic jam causes problems such as loss of
time for drivers on congested roads, traffic accidents, and en-
vironmental pollution. Therefore, traffic jam is a problem that
needs to be solved. Traffic jam occurs when the traffic de-
mand on a road exceeds the traffic capacity. The causes of
traffic congestion may be an increment in traffic demand due
to commuting to and from work and school or a reduction in
traffic capacity due to traffic accidents or lane restrictions for
road construction. One approach to solving such problems
is encouraging vehicles to detour around congested roads. In
this method, the system detects the occurrence of traffic jams
and suggests the drivers a route to detour around the detected
road segments. This approach reduces the number of vehicles
entering the congested road, thereby relieving the congestion.
However, this method has problems. This method temporarily
reduces the number of vehicles entering a congestion detected
road segment. Then, when the congestion eases, the system
terminates the rerouting or reduces the amount of rerouting.
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However, this approach causes re-traffic congestion when the
number of vehicles entering the road exceeds the traffic ca-
pacity.Due to mitigate this adverse effects, it is essential to
resolve traffic congestion with stable traffic condition transi-
tions, not only when the system detect a traffic jam but also
after the congestion relief.

In this study, we expand the conventional methods of re-
solving traffic jams by detouring vehicles and propose a new
method that balances the number of vehicles entering a con-
gested road and the number of vehicles exiting the road. This
proposed method improves the efficiency of the entire traffic
network from the occurrence of traffic jam to its resolution.
Specifically, we propose a method of controlling the number
of vehicles that detour around congested roads. The basic
idea is to stabilize the change in traffic volume on congested
roads when relieving congestion by keeping the number of ve-
hicles entering a congested road at a certain level lower than
the number of vehicles exiting the road. This approach pro-
vides stable control overall traffic between occurrence of a
traffic jam to its resolution and prevents re-traffic congestion
and temporary traffic disruptions when the number of vehicles
detouring around the congested road is changed. Efficient and
stable congestion resolution reduces vehicle travel time due to
congestion.

We implemented the proposed method in a traffic flow sim-
ulator and evaluated its performance. The results showed that
the proposed method was more stable than the conventional
method in the process between the occurrence of a traffic
jam and its clearing. In addition, the results of the proposed
method showed that the average vehicle travel time was lower,
indicating that the proposed method made road traffic more
efficient during traffic jam resolution.

2 RELATED WORK

Urban Transportation Optimization is one of the major in-
terests in the worlds, and thus a large amount of studies exist
in the literature [1]. Two major means to optimize transporta-
tion is the traffic signal control [2] and the vehicle route con-
trol [3]. The traffic signal control can control all vehicles in
the entire network. However, this approach can not reduce
traffic on congested roads. In contrast, the route control re-
duces traffic on congested roads by detouring. Therefore, the
route control is more effective in case of congestion because
immediate effect can be expected.

Among several existing route control approaches, the route
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guidance system (RGS) is one of the most promissing one [4].
RGS is basically a reactive system that, once congestion is
detected, the system typically computes routes that bypass the
congested roads, and guide vehicles to avoid the congestion
with those routes. As a considerable amount of traffic avoids
the congested routes, the congestion resolves in a short time.

RGS methods are classified into three types, i.e., central-
ized, distributed, and hybrid ones. In the centralized approach,
traffic information is collected by the central server, and the
server computes the routes to guide. Several centralized ap-
proaches have been proposed [S][12], and several current route
map services such as Google Maps [6] and TomTom [7] are
implemented as a centralized service. Several fully distributed
approach exists, in which vehicles monitors states of roads by
themselves, and make their own route decision [8][9]. How-
ever, in the distributed approach, it is hard to collect road-state
information so that reliable route computation is not possible.

The hybrid approach assumes an infrastructure to collect
traffic state information, and the collected information is for-
warded to each vehicle, and the vehicle computes their own
optimal routes from the obtained information [10][11]. Al-
though those methods sometimes coorporates to distribute traf-
fic to prevent concentration, since essentially the route com-
putation is distributed, the effect inevitably is suboptimal. From
the viewpoint of optimization, the central approach achieves
the best performance. Although the computational load could
be one of the weakpoints, it is still worth exploring the poten-
tial of it.

Matsui et al. focus on detouring vehicles far from con-
gested roads compute [12]. While DSP, RkSP, and EBkSP
compute detour routes from near the congested road, Matsui
et al. considered the possibility of reducing vehicle arrival
time by detouring vehicles from roads farther away from con-
gested roads. The method developed by Matsui et al. cal-
culates multiple detour routes from nearby and distant inter-
sections from the congested roads and preferentially guides
vehicles to routes with smaller travel-time increases. In addi-
tion, because their method calculates detour routes consid-
ering the traffic capacity of the roads on the detour route,
it prevents secondary congestion from occurring on the de-
tour route. However, this method has the problem that traffic
on congested roads becomes unstable because it rapidly de-
creases the detouring vehicles when congestion eases.

The above methods fail to stabilize traffic on congested
roads because they do not properly account for the number
of detouring vehicles. The number of detouring vehicles is
closely related to traffic stability. When the number of de-
touring vehicles is high, traffic congestion rapidly relieves.
However, when the congestion is relieved and the detour guid-
ance is stopped, traffic is disrupted due to the sudden increase
in the number of vehicles on the congested road, resulting in
longer vehicle arrival time. On the other hand, if fewer ve-
hicles take detours, traffic is not disrupted by the change in
traffic volume. However, there is a risk of worsening traffic
congestion due to less traffic reduction on the road. This re-
sults in longer vehicle arrival time. Therefore, it is essential
to properly determine the number of detouring vehicles when
we resolve traffic jams by vehicle detouring.

54

These methods terminate all detour guidance when there is
no more traffic congestion. As mentioned earlier, this leads
to an unstable and inefficient traffic state. A smooth change
in the number of detouring vehicles would stabilize the traf-
fic condition, but to the best of our knowledge, no method
has been proposed in the literature that controls the volume
of detouring vehicle flows to stabilize the whole congestion
management process. In this regard, this work is new and
novel.

3 PROPOSED METHOD
3.1 Overview of the Proposed Method

We propose a method for calculating the number of vehi-
cles detouring around a congested road segment so that bal-
ances the number of vehicles entering and exiting that road
segment. When traffic congestion is detected, the proposed
method calculates the number of vehicles detouring around
the congested road so that the number of vehicles entering
the congested road is lower than the number of vehicles ex-
iting that road. This approach stabilizes fluctuation in traf-
fic on congested roads and resolves traffic congestion. Even
if the detour guidance relieves the traffic congestion and the
congestion is no more detected, our method continues the
detour guidance. If the guidance is terminated in this situ-
ation, the increase in traffic volume on the congested road
causes congestion. Therefore, the detour guidance terminates
when the cause of the traffic congestion, such as lane closures,
is removed and the number of detouring vehicles is reduced
to zero. Therefore, the proposed method efficiently resolves
traffic congestion and reduces traffic travel time.

3.2 Assumptions

In this study, we envision the situation where a method
of vehicle detour guidance resolves traffic congestion. The
method detects a traffic jam when the number of vehicles on
a road segment exceeds the threshold value, and guides ve-
hicles to detour routes that avoid the congested road segment
to relieve the congestion. In this study, we distinguish be-
tween the method of computing detour routes and the method
of calculating the number of detouring vehicles, and focus on
the latter to stabilize and improve the efficiency of congestion
resolution. In the computing of detour routes, it is assumed
that the method computes more than a single detour route and
that road segment as the starting point of the detour route. It
is envisioned that roadside units are installed at various loca-
tions on the target road network and the data obtained from
these units provide the traffic volume for the entire road net-
work. In addition, we focus on the centralized control sys-
tem in which a central server computes the detour routes and
the number of detouring vehicles for the entire target road
network, rather than the distributed control system in which
each vehicle computes its detour route. In a centralized con-
trol system, roadside units transmit the traffic volume to the
central server. If the central server detects a traffic jam based
on the received traffic volume, it computes the detour plan
that consists of the number of detouring vehicles and their de-



tour routes and transmits the plan to roadside units. Then, the
roadside units guide the target vehicles based on the detour
plan.

3.3 Notation

We define the inflow It and the outflow O as the num-
ber of vehicles entering and exiting road segment r at time
t, respectively. We also define the detour volume D! as the
number of vehicles that are proposed to change from a route
through road segment r to a route avoiding road segment r
at time ¢t. There is more than one road segment that is the
starting point of the detour route. Then, when U is the set of
those road segments, and dz for uw € U denotes the number
of vehicles detouring to the route that starts at road segment
u. Therefore, it can be expressed as D = >~ ., d!. In ad-
dition, it is assumed that we can predict the time vehicles it
takes to travel each road segment. When a vehicle change to
the route that detours around the road segment r, tmveléum)
denotes a predicted travel time of the route from the road seg-
ment u, the starting point of the detouring route, to road seg-
ment r before the detour. In this case, the effect of the detour
volume D! appears at time ¢ + travelfum).

When detouring vehicles resolve traffic congestion by de-
touring vehicles, even after the congestion is no longer de-
tected, a certain amount of detouring must be continued to
prevent the recurrence of the congestion and to maintain sta-
ble road traffic. Therefore, in this study, the resolution of
traffic congestion means that the causes of traffic congestion,
such as traffic accidents or traffic restrictions, etc., have been
removed, the number of detours has been reduced to zero,
and traffic has stabilized, not that the congestion is no longer
detected.

3.4 State Transition

The central server assigns each road segment a state that
transitions according to the road conditions. Figure 1 shows
the state transition diagram. There are three states: normal,
congested, and adjusted. The road segment given the nor-
mal state has no congestion detected, and no guidance is pro-
vided to detour around that road. On the road segment given
the congested state, traffic congestion is detected. The de-
tour volume D! is calculated so that the inflow I is a certain
amount lower than the outflow Of, and vehicles planning a
route through the congested road segment are guided to a de-
tour route based on the detour amount D This approach re-
duces traffic volume below a certain level without disruption.
The adjusted state is assigned to a road segment when traf-
fic congestion is no longer detected during detouring vehicles
around that road segment. For the road segment given adjust-
ment state, the detour volume Dﬁ is calculated to maintain
or gradually reduce the current severity of congestion without
worsening it until the congestion is resolved.

If the number of vehicles on a congested road segment
drops below the congestion detection threshold due to vehicle
detours, terminating detour guidance may cause an increase
in traffic volume and congestion again. Thus, even though
there is no congestion detected on a road segment 7 assigned
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the adjusted status, we continue to guide vehicles with the ap-
propriate detour volume D! until it determines that the con-
gestion is resolved and there is no need for detour guidance.

3.5 Calculating the Amount of Detour

The detour volume D! in the congested and adjusted states
is computed as shown in Eq. (1).

DL =1!-0O.+R. (1)
Note that we define the reduction R, as the desired difference
between the inflow and the outflow at road segment r, and de-
fine the detour reservation E? as the traffic volume scheduled
to decrease by recent detour guidance. The calculation of the
reduction R is explained in Sec. 3.6.

It — O! + R! in Eq. (1) controls the relationship between
the inflow and the outflow of the road segment r after detour
guidance. When the reduction R is positive and the detour
volume D! is It — O! + R, the inflow of r is reduced lower
than the outflow. In addition, the higher the reduction Rﬁ, is,
the larger the difference between the inflow and the outflow of
the road segment r after the detour guidance is provided. As
this difference between the inflow and the outflow increases,
there is a tradeoff: while congestion is rapidly eliminated by
lowering the inflow on congested roads, the overall traffic net-
work becomes unstable due to the large disruption in traffic
volume.

Note that simply setting the detour volume D! to It — Of +
R is not enough to calculate the appropriate detour volume
D!, because the effect of detouring takes time to be reflected
in the congested road r. For example, if the detour volume
D! = I! — OL + R! is made at time ¢, the time it takes for
the detour effect to be reflected in r is equal to the time it
takes to reach road segment r from detour road segment wu,
which is a reasonably long time. In other words, there is a
delay before the detour effect is reflected on the congested
road. This results in a feedback system with a large delay,
which generally causes large oscillations in traffic volume on
congested roads and results in unstable traffic.

Based on the above, the detour volume Dﬁ is calculated in
the congested and adjusted states. To balance the inflow It
and the outflow O!. of a congested road segment r, the detour
volume DY} is calculated by I’ — OL + R!. Traffic control is
stabilized by calculating the detour volume D? by considering
the feedback time delay.

3.6 Reduction R’

On a road segment r in congested state, the inflow I%. must
be lower than the outflow O to relieve the congestion. The
reduction R! affects the difference between the inflow and the
outflow. Then, the reduction Ri is equal to v and controls the
difference between the inflow and the outflow to always keep
a constant .

The state of a road segment changes from congested state
to adjusted state when the congestion eases and the number
of vehicles on that road segment becomes less than the con-
gestion detection threshold. The adjusted state is intended to
resolve traffic congestion stably by maintaining or gradually
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decreasing the traffic volume so that the traffic volume does
not increase and the congestion is not detected again. For this
purpose, the reduction R’ is adjusted according to the traffic
volume on the road segment r. If there is a high probability
that congestion is detected again on road segment r, set R’ to
a positive value to reduce the traffic volume on road segment
r by making the inflow on road segment r smaller than the
outflow. Conversely, if congestion is easing, set R!. to a nega-
tive value to increase traffic on r by making the inflow higher
than the outflow.

In the adjustment state, the proposed method adjusts the re-
duction R according to the number of vehicles on the road
segment 7 used for congestion detection, as shown in Fig. 2.
Note that the traffic volume when R! = 0 is called the sta-
ble value v, which is set as a parameter value smaller than
the congestion detection threshold. Also, « is the same pa-
rameter used to calculate the reduction Rf in congested. By
controlling the reduction R! as shown in Fig. 2, the detour
volume D! is adjusted so that the number of vehicles on road
segment 7 is close to the stable value. Then, when the outflow
on road segment 7 increases due to the removal of congestion
causes, the detour volume Dﬁ decreases to maintain the traffic
volume. Finally, the detour volume Df, becomes zero and the
detour guidance is terminated.

4 EVALUATION
4.1 Method

To confirm that the proposed method reduces the average
vehicle travel time, we performed simulations. In our sce-
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nario, lane restrictions cause traffic congestion and the pro-
posed method resolves that congestion. By calculating the
average travel time for all vehicles, we evaluate that the pro-
posed method can efficiently control not only congested roads
but also the entire road network, which is the objective of this
study. We implemented Matsui et al.’s method [12] and the
proposed method as an extension to it, and compared the per-
formance of the proposed method with that of conventional
methods. In the simulation of the proposed method, we use
the proposed method for calculating the detour volume, and
use Matsui et al.’s method [12] for the congestion detection
and the detour route computation. The traffic flow simulator
is SUMO (Simulation for Urban MObility) [13], and TraCI
(Traffic Control Interface) [14] acquires traffic information
and suggests routes for vehicles.

The roadside units acquire traffic volumes on each road at
regular intervals, and the central server uses the average of the
traffic volumes over the past period of about two traffic-light
cycles to compute detour routes and detect traffic conges-
tion because this study assumes the road network with traffic
lights. Note that if the central server detects congestion on a
road segment with a red light, the congestion may be falsely
detected due to an accidental increase in traffic volume. In ad-
dition, the detour volume calculated by the proposed method
may not be not stable because there is a large difference in
traffic volume between roads with green and red traffic sig-
nals. Therefore, to avoid such kind of fluctuation on traffic
measurement, this simulation calculated the average value for
two signal cycles.

4.2 Scenario

In this simulation, we used the grid road map shown in
Fig. 3. Each road segment on the road map is a right-of-way
with three lanes in each direction, consisting of left-turn and
straight-ahead lane, straight-ahead only lane, and right-turn
and straight-ahead lane. An enlarged map of the area near the
intersections is shown in Fig. 3. Traffic lights is installed at
each intersection, and the signal cycle is set to 140 seconds.

Vehicles travel from one end of the road map to the others.
For example, the destination of vehicles departing from the
bottom of the map is equally assigned to a total of 15 road
segments toward the left, top, and right ends of each road net-
work. Therefore, the number of vehicles departing from each



Figure 3: Road maps used in the evaluation

Figure 4: Close-up view of the intersection

road is the same for all roads, and the number of vehicles
arriving at each road is the same for all roads. SUMO au-
tomatically computes the shortest route for the vehicle using
Dijkstra’s algorithm [15] based on the origin and destination
roads. The weight of each road is its travel time, which is the
quotient of the road length and the maximum speed.

In this simulation, we closed two lanes of the busiest road
segment to generate traffic congestion. The road segment
with the lane closures is shown at point X in Fig. 3. We
blocked the two right-hand lanes of the road segment at point
X: the straight-ahead lane and the right-turn and straight-ahead
lane. Thus, the bottleneck, which is the remaining left lane
of the three lanes, causes congestion downstream of point X.
Also, the lane restriction prevents vehicles from turning right
from point X. During the lane closure, the vehicle planning to
turn right from point X re-computes its route when it arrives
at the road segment ahead of point X. The start time of the
lane closure is set to 3600 seconds after the start of the sim-
ulation, and the end time of the lane closure is set to 10800
seconds after the start of the simulation.

The simulation settings are shown in Table 1. The simula-
tion starts at time O seconds and ends at time 28800 seconds.
Then, we evaluated the vehicles that departed between 1800
and 14400 seconds. We simulated traffic volumes of 4,500
and 5,000 vehicles per hour for the entire road network, re-
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Table 1: Simulation setting

Traffic simulator SUMO [13]
Simulation start time Time Os
Simulation end time Time 28800s

Lane closure time Time 3600s to 10800s

Vehicle departing

Vehicle used for evaluation .
time 1800s to 14400s

Traffic volume 4500/h, 5000/h

Signal period 140s
Congestion detection cycle 20s
Traffic acquisition cycle 20s
Congestion detection threshold 0.5
Expansion rate of congestion 1.3
Estimated probability of 0.8
following route guidance 3
Actual probability of 07
following route guidance
e 3,5,7,9,11,13
stable value ~y 0.375

spectively. In this simulation, we detect traffic congestion at
regular intervals. When congestion is detected, a detour guid-
ance plan until the next congestion detection time is calcu-
lated. The congestion detection and traffic volume acquisi-
tion are performed every 20 seconds, and the period of the
traffic light is 140 seconds. We set the threshold for traffic
congestion detection at 0.5 based on the traffic flow model
called Greenshields Model [16]. This means that congestion
is detected when the number of vehicles on a road is more
than half of the maximum number of vehicles on that road.
The expansion rate of congestion, a parameter of the compar-
ison method, is set to 1.3 based on Matsui et al.’s paper [12].
The actual probability of following the route guidance is 0.7,
i.e., 30 % of vehicles does not follow the route guidance of
the system and do not change to follow their own route, and
the estimated probability of following the route guidance, de-
scribed in Sec. 3.5, is 0.8. For both the proposed method and
the comparison method, the actual number of guided vehi-
cles is the calculated detour volume divided by this estimated
value. As the settings in the proposed method, the stable value
v is set at 0.375, and we simulated the cases where « is 3, 5,
7,9, 11, and 13, respectively.

4.3 Results

We calculated the average travel time for all vehicles de-
parting between 1800 and 14400 seconds from the beginning
of the simulation. The results for a traffic volume of 4500 ve-
hicles per hour are shown in Fig. 5, and that of 5000 vehicles
per hour in Fig. 6. The parameter « of the proposed method
is on the horizontal axis. Since the conventional method does
not use the parameter «, its average travel time is the same
value regardless of the horizontal axis.

Figures 5 and 6 show that the average vehicle travel time
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of the proposed method is lower than that of the conven-
tional method. The difference in average travel time between
the proposed and the compared methods is about 30 seconds
when the traffic volume is 4500 vehicles per hour and about
70 seconds when the traffic volume is 5000 vehicles per hour.
Clearly, it can be said that the proposed method reduces the
average vehicle travel time. The proposed method performs
stable traffic control by maintaining a balance between the
number of vehicles entering and exiting congested roads. The
results showed that this approach reduces the average travel
time of vehicles.

In addition, Fig. 5 shows that the performance is better
when alpha is high, while Fig. 6 shows that performance is
better when « is low. We suppose that « is related to the fluc-
tuation in traffic volume on congested roads. The larger « is,
the larger the difference between the inflow and the outflow
on a congested road, and the more rapidly congestion is re-
lieved. On the other hand, the greater the difference between
the inflow and the outflow on a congested road, the more tur-
bulent the traffic on that road is. Therefore, when the traffic
volume of the entire road network is low, the large « rapidly
relieves the traffic congestion and the average travel time be-
comes low. Conversely, when the traffic volume of the entire
road network is high, the large « disrupts the traffic, and the
average travel time becomes high.

To confirm that the proposed method improves the effi-
ciency of traffic control on congested roads, we consider in
detail the road Y in Fig. 3 with a traffic volume of 5000 ve-
hicles per hour and v = 13. Road Y is the road where con-
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gestion was detected for the longest time. The transition of
road Y for the proposed and comparative methods are shown
in Figs. 7 and 8, respectively. These figures show the road
condition, the average number of vehicles, and the average
speed of vehicles on road Y. The number of vehicles and the
vehicle speeds are averaged over two signal cycles (140 sec-
onds) to eliminate oscillations in values due to traffic signals.
The conventional method does not define the road state. Thus,
we regard that the congestion state as the condition in which
traffic congestion is detected detour guidance is appled, and
the normal state as the condition in which no traffic conges-
tion is detected, and no guidance appled as well. Then, the
definition of the congestion state is the same for the proposed
and conventional methods since they use the same congestion
detection method. In this simulation, traffic congestion is de-
tected based on the number of vehicles. Therefore, when the
congested state is assigned to a road, the number of vehicles
on that road is exceeding the certain level.

Figures 7 and 8 show that both the proposed and conven-
tional methods detected traffic congestion at around 3600 sec-
onds, which is the start time of lane restrictions, and resolved
it at around 10800 seconds, which is the end time of the lane
restrictions. Due to the closure of the two right lanes of Road
X, a queue of vehicles extends to make the upstram Road
Y congested as well. On the other hand, results during the
period of lane restrictions showed the differences in perfor-
mance between the proposed and conventional methods. The
results of the conventional methods in Fig. 8 shows that the
road state and the average number of vehicles on the road
keeps considerably high value. During lane restrictions, de-
tour guidance must actually be continued because traffic ca-
pacity on that road is reduced due to the downstream lane
restriction. However, the conventional method transits to the
normal state and quit detouring when the number of vehicle
reduces, which again increases the number of vehicles, lead-
ing to the repeated fluctuation of traffic. Compared to the con-
ventional method, Fig 7 shows that in the proposed method,
the road state is stabilized and the number of vehicles on the
road significantly reduced by controlling the detour volume to
maintain a balance between the inflow and outflow volumes
on the congested roads. It also shows that the speed of the
vehicle in the proposed method is higher than that of the con-
ventional method. The 45 % increase in average vehicle speed
with the proposed method reduces the travel time by about 30
seconds per vehicle.

The above results shows that stabilizing traffic on congested
roads reduces the average travel time of vehicles in the ve-
hicle route guidance method for resolving traffic congestion.
Stabilizing traffic on congested roads prevents traffic disrup-
tions on roads around that congested road. Therefore, the pro-
posed method stabilizes the control of the entire road network
and reduces the average travel time for all vehicles. In addi-
tion, since the proposed method stabilizes traffic better than
the compared method, it suggests that maintaining a balance
between the inflow and outflow on congested roads is an ef-
fective way to stabilize traffic.
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5 CONCLUSION

In this study as an extention to the route guidance method
to resolve congestion, we proposed a method for controlling
the number of detouring vehicles to stabilize the fluctuation
of traffic volume on congested roads. By maintaining the bal-
ance between the number of vehicles entering and exiting the
congested road, the traffic volume on the congested road is
stabilized. This approach stabilizes the traffic control from
the occurrence of traffic congestion to its resolution, thereby
reducing the average travel time for all vehicles.

We evaluated the proposed method using a traffic flow sim-
ulator, SUMO [13]. In our scenario, Lane restrictions on a
grid road map leads to traffic congestion, and a route guid-
ance method resolves the traffic congestion. As a route guid-
ance method, we used the method of Matsui et al. [12], and
compared the cases where the proposed method is applied and
not applied. The results showed that the proposed method
reduces the average travel time for all vehicles compared to
the conventional method. The results showed that the pro-
posed method As a future issue, it is necessary to improve
the calculation method of the reduction R! in the proposed
method. The proposed method stably resolves traffic conges-
tion by maintaining a balance between the number of vehi-
cles entering and exiting congested roads. However, in the
proposed method for calculating the reduction R%, the appro-
priate value of o depends on the traffic volume of the entire
road network. In addition, the simulation scenarios in this
paper are rather simple scenarios for evaluationg realistic of
road conditions. Therefore, we will evaluate the proposed
method by preparing scenarios similar to the road network to
be realized in the future.
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Abstract - Traffic congestion causes various problems such
as lost traffic time and increased exhaust emissions. One so-
lution that has gained attention for alleviating traffic conges-
tion is ride-sharing services. By allowing users to share rides
with other users, the cost of transportation per person can be
reduced. Replacing traditional private vehicle transport with
ride-sharing services can decrease the number of vehicles on
the roads, contributing to the resolution of traffic congestion.
However, as ride-sharing services become more popular, new
transportation demands may arise, leading to changes in traf-
fic patterns and the emergence of congestion due to differ-
ent factors than those observed at present. One such factor is
the increased traffic around destination areas due to the con-
centration of ride-share vehicles. The aim of this study is
to mitigate traffic congestion caused by this increased traffic.
The proposed method adds a process to existing ride-sharing
scheduling methods, generating transfers in response to con-
gestion. In the case of congestion on a particular road, ride-
share vehicles sharing congested routes within the planned
route are instructed to transfer during specific time intervals.
This transfer allows users already using the ride-sharing ser-
vice to board vehicles carrying other users, thereby promoting
ride-sharing. By facilitating multiple transfers, the number of
vehicles heading to the destination is reduced, mitigating con-
gestion caused by vehicle concentration.

Keywords: Intelligent Transportation System (ITS), Ride-
sharing, Transfer, Traffic Congestion, Mobility as a Service
(MaaS)

1 INTRODUCTION

Traffic congestion is a significant issue in recent years. Traf-
fic congestion is a pressing issue that leads to problems such
as fuel loss and the generation of emissions. The effective-
ness of ride-sharing services in alleviating traffic congestion
has garnered attention. Ride-sharing are transportation ser-
vices that, like taxis, provide users with transportation from
their pickup location to their destination. The main difference
from traditional taxis in ride-sharing services is the option to
share the ride with other users. Compared to traveling by pri-
vate vehicle, the use of a ride-sharing service can be expected
to reduce traffic volume by allowing multiple people to travel
in a single vehicle. In addition to reducing traffic congestion
by decreasing overall traffic volume, ride-sharing services of-
fer various other benefits. For users, benefits include reduced
fuel costs through ride-sharing, as well as savings in taxes, in-
surance, and maintenance expenses associated with individual
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ownership.

In the near future, it is predicted that the widespread of
ride-sharing will result in a majority of people traveling to
their destinations using ride-sharing services without owning
a private vehicle. Furthermore, with the widespread of elec-
tric vehicles and autonomous driving technology, it becomes
possible to operate ride-sharing services at lower costs due
to reductions in labor and fuel expenses. Ride-sharing ser-
vices will be used not only for travel transportation but also
for daily commuting. Since the cost of owning and maintain-
ing a private vehicle will be eliminated, people’s expenditures
for transportation will be significantly reduced.

Ride-sharing, which is expected to alleviate traffic conges-
tion by reducing the number of vehicles on the road, is an-
ticipated to bring about changes in the current state of trans-
portation. This leads to congestion caused by factors different
from the current ones.One of the causes is concentration of
ride-sharing vehicles. Demand for transportation to a specific
location in a short period of time is likely to be concentrated at
popular sightseeing spots on holidays, at event venues that at-
tract many visitors, and at stations during daily commuting to
school and work, etc. When ride-sharing services are exten-
sively used, there is a concern that serious traffic congestion
may occur in such a busy destination, leading to increased
crowding on the roads. This study addresses this issue by en-
couraging sharing rides among users when traffic congestion
occurs. By having more people ride in a single vehicle, the
traffic volume around the destination is reduced, contributing
to the alleviation of congestion. To the best of our knowledge,
method has been proposed that improves traffic congestion in
ride-sharing services by transferring ride-sharing vehicles.

2 RELATED WORK

2.1 General ride-sharing

This section describes related work on general ride-sharing
services. Ma et al. [1] proposed a method for minimizing
the travel distance of vehicles. To increase the profit of the
ride-sharing service operator, they compute all combinations
of the picking up and dropping off sequences and assign the
schedule that minimizes the travel distance to the request. It
is confirmed that the proposed method reduces the total dis-
tance traveled by the cab by 11% and the price per user by 7%
compared to the case without ride-sharing. Okoso et al [2]
proposed a route optimization method that prioritizes routes
where requests are expected to occur when selecting routes,
while allowing users to travel with fewer detours. In an envi-
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ronment where the number of vehicles is insufficient for the
demand, this method was found to increase the number of ac-
ceptable reservations, suppressing the vehicle travel distance
and user waiting time, compared to the conventional method
that does not consider other requests when selecting routes.

2.2 Successive Best Insertion (SBI) Method

Noda et al. [3] proposed a vehicle dispatching algorithm
for responding to user’s transportation demand, called the Suc-
cessive Best Insertion method. The SBI method is a ride-
sharing scheduling algorithm based on a greedy approach.
For each request, the SBI method calculates the optimal route
and schedules the picking up and dropping off from the cur-
rent location to the destination. The following shows the op-
erational steps when a user requests a vehicle until a vehicle
is dispatched.

1. When the user gets to the boarding location, he/she sub-
mits a dispatch request to the system. Each vehicle
maintains a stop-point list as a list of the picking-up
and dropping-off points for the allocated requests.

2. The system calculates a new stop-point list for all ve-
hicles.These include the new picking-up and dropping-
off points specified by the request. The stop-point list
for each vehicle corresponds to the arrival time at the
user’s destination that minimizes the cost function based
on user delay time.

3. The system selects the vehicle with the best schedule,
i.e. the stop-point list that has the lowest cost among
all the vehicle, and assign the request to that vehicle.
Namely we adopt the stop-point list of that vehicle to
satisfy the request.

The cost function takes into account the time required to ful-
fill the request and the delay time incurred by other users.
Minimizing the cost function allows for faster transportation
of users to their destinations.

Due to the nature of the algorithm, it is not possible to con-
sider factors such as the user’s boarding location or schedules
involving transfers. If there is a sufficient number of vehicles,
simulations have confirmed that this method allows users to
reach their destinations faster than traditional fixed bus ser-
vices.

3 PROPOSED METHOD

3.1 Overview

When travel demand concentrates on a single location, ride-
sharing vehicles are also concentrated on around that destina-
tion, causing congestion. The proposed method aims to al-
leviate congestion by controlling the movement of ride-share
vehicles.controlling the movement of ride-share vehicles is
implemented when congestion occurs on a specific road. Trans-
fer promotes to ride a single vehicle with multiple users, and
the traffic volume of ride-sharing around the destination is
reduced. One transfer reduces by one the number of vehi-
cles going to the destination, which means that, while traffic
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congestion is continuing, the system needs to instruct a large
number of vehicles to transfer.

This study assumes the operation of a ride-sharing service
through a centralized control system. The central server con-
trols the routing of all vehicles. When a user arrives at the
picking-up point, he/she sends a vehicle request to the cen-
tral server, including the picking-up location and destination.
When the central server receives a request, it selects an as-
signed vehicle and updates the stop-point so that the vehicle
transport the user to the destination. If multiple users are trav-
eling in a single vehicle, the system instructs the vehicle to
follow a route that minimizes the total delay time for each
user.

Specifically, the proposed method extends the SBI method
described in Sec. 2.2. This system typically uses the SBI
method to determine the vehicle and route for transporting
the user to their destination. The proposed method monitors
congestion on each road, and upon detecting congestion, the
system transitions to the Transfer Promotion (TP) state. In the
TP state, vehicles traveling on congested roads receive trans-
fer instructions from the system, promoting ride-sharing. The
proposed method constantly monitors traffic congestion on
each road. This control reduces the number of ride-sharing
vehicles traveling on the congested roads, thereby alleviat-
ing traffic congestion. When the congestion is cleared by this
control, the system exits the TP state and returns to the nor-
mal state. In the normal state, the system works acording to
the SBI method again to compute routes and does not provide
any transfer instrucution.

3.2 System Model

Let G = (I, A) be the road network, where I is a set of
intersections and A is a set of road segments. There are stop-
points on the road network G, and users can board and alight
their vehicles at the access points. V' is defined as a set of
ride-sharing vehicles on road network G. Let V29 be The
average vehicle length. Let i be the user capacity of a vehicle
(excluding the driver).

A user of the ride-sharing service sends a request ¢ =
(0g,dq,tq) to the system. o, is the ride location, d is the
destination, and ¢, is the time when the request is sent. Upon
receiving a request, the system assigns a vehicle to the re-
quest and updates the vehicle’s planned route. The vehicle
picks up the user at the picking-up position o, and delivers
the user to the destination d, according to the planned route.
The planned route is determined using the SBI method.

Each vehicle v € V has a planned route R,, = (71, 72,...,75)
and moves along R,. Letrj, = (a%,a%,...,ak)(1 <k <n)
be the route from stop-point pﬁ to pg, where p’j is located on
a¥ and p% on a¥, respectively. For 7, p¥ is called the starting
point and pfj the ending point of r.

The list of stop-points on a planned route R, is denoted
by P,. Specifically, let P, = (p1,p2,...,DPn+1) be the stop-
point list on the planned route R, = (r1,72,...,7,), where
starting point of (1 < k < n) is py and the ending point
is pg+1. The route from the start point p; to the end point p,,
included in the planned route R, is denoted by I, ;, . That
is, R, p, refers to the route until reaching the stop-point p,,



Algorithm 1 Incremental Optimal Insertion Method
1: forvinV do
2: Cy, R, < minInsertCost(P,, q)
3: end for
4 v« argmin, o, Cy
5: R, < R;J

Function 1 minInsertCost(P,, ¢ = (o4, dq))

1: forall (pi,pl) € P, x P,,i < jdo

2 Py « insertPositon(P,, oq, dg, pi,, P})
3 R}) + calcualteShortestRoute(P,)

4: " « calculateAssignCost(12; )

5: end for -

6: x < argmin;;C;"

7. return C;%, Ry

in the planned route R,. For simplicity, we sometimes refer
the planned route R, 4, to the destination d, of a request q as
R, 4. R, is sometimes referred as R, = (a1, as,...,a,) as
a list of road segments along the route.

Also, let R, , be the route to reach road segment a. For
each road segment a € A, let ¢, be the estimated passing time
at time ¢. This is the time estimated at time ¢ to take from
entering until exiting a. Similarly, we define the estimated
transit time 0. = Y. . 0% and 6 = Y 6L for r and R.
If the current time is ¢, the estimated transit time that vehicle
v travels along the planned route 12, ;, and arrives at the stop
location p can be denoted as t, =t + ZaeRv,p 8. For a
stop-point list P, = (p1,pa, . .., Pnt+1) of vehicle v, let P, =
(po,p1, - - - s Pn+1) denote the stop-point list that includes the
previous stop-point pg. Here, pg is the stop-point that the
vehicle has just passed, and vehicle v is on the road between
P, and P, at that time.

The SBI method assigns a new request ¢ to the vehicle that
minimizes the cost increased by accepting ¢q. The cost is the
sum of the delay time when ¢ are allocated to the vehicle.
Specifically, for a vehicle v € V, let @, be the set of accepted
requests, and the cost is calculated as follows.

75t/ )7

‘U,(]/

Cy =0k, + > Ok, (1)

7'€Qy

where R denotes the planned route of v before query g is
added. That is, R, is obtained by merging query ¢ to the
planned route R, the first term 5%,@@ denote the arrival delay
of ¢ to its destination o,4, and the second term denotes the
increase in delay time of each accepted query ¢’ € Q, by
inserting ¢ into the schedule.

Algorithm 1 shows the request assignment algorithm of the
SBI method. Whenever the system receives a new request g,
it executes Algorithm 1 and assigns ¢ to one of the vehicles
v € V. In lines 1-3, the cost of assigning q to each vehicle
v is calculated according to formula (1). minInsertCost(-)
is calculated by adding stop-points for ¢ to the arbitrary loca-
tions in the stop-point list P, = (p1, pa, . . . , Pn+1) for vehicle
v, computing the cost of every case based on formula (1), and
finding the minimum among them. In other words, this algo-
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(n+2)(n+3)
2

rithm computes planned routes R., R2,... R, and
its cost CY for each P} = (0q,dg, p1,p2,- -, Pny1), Py =
(Oqapladq7p27 o 7p71+1)7 .. aPZH_B = (p170q7dqap2a RS
4 (nt2)(n+3)
pn+1)7P1:L :(p170q7p27dqa"'7pn+1)7~'~7Pv =

(P1,D2; - - - s Pnt1, Ogs dg), finds the minuimum-cost R? at tine
t4, and return R and its cost C}; After that, in line 4, we select
the vehicle v with the minimum cost. For the selected vehicle
v, in line 5, we assign request ¢ and update the planned route
of v to the new route R,.

Function 1 shows The procedure of the function minInsert
Cost(-) to find the optimal planned route for vehicle v to pro-
cess query g. Lines 1-5 creates all combinations to insert
picking-up point o, and destination d, of query ¢q. Line 2
creates a planned route with o, inserted immediately after P!
and d, immediately after Pg . Here, as we mentioned before,
P, = (po,p1, - - . Pns1) is the stop-list list of v, with the last
stopped point py added as the first element. The line 3 finds
the planned route R corresponding to P%. Line 4 computes
the cost of R¥ according to formula (1). In line 6, let « be the
one with the smallest cost among all combinations of ¢ and j.
Finally, line 7 returns the cost C;* and the planned route R .

Up to this point, it has been the same ride-sharing model
as related work. Based on the SBI method, it is possible to
transport multiple individuals using a single vehicle. In the
proposed method, transfer processes are added to reduce the
number of vehicles traveling on the road. When a traffic con-
gestion is detected on any road segment ¢ € A on the road
network (7, the model transitions to the Transfer Promotion
(TP) state. Once congestion is relieved, and it is confirmed
that there is no congestion on all roads, the system returns to
normal state. In the TP state, the system alleviates conges-
tion by triggering transfers for vehicles scheduled to travel on
congested roads, thereby reducing the number of ride-sharing
vehicles on congested roads. The transfer instruction method
is described in the next section.

3.3 Determination of Transfer Vehicle and
Transfer Point

When traffic congestion occurs on a road segment a.., the
system transitions to a TP state. Let R, o, = (a1, a2, ...,
an) be the route of vehicle v to the congested road and 67, ,,
be the time taken to reach the congested road a.. In the TP
state, At regular intervals, the system instructs the vehicles to
initiate transfers. The transfer schedule is calculated as the
planned route for each vehicle, including transfers. In other
words, the system modifies the SBI-based planned route of
each vehicle described above to incorporate a transfer sched-
ule for some vehicles. The transfer schedule calculation first
determines the two vehicles that will transfer, and then calcu-
lates the transfer point and the routes so that their users can
transfer between them. The first step is to find transfer vehicle
pairs that can transfer in a low cost.

The transfer vehicle pairs are calculated as follows. Let
a. be the road where congestion is detected when the system
transition to the TP state. The TP state persists until conges-
tion at a. is resolved. At regular intervals, the system gets
a set of vehicles scheduled to pass through a.. The system
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Algorithm 2 Transfer Scheduling Algorithm
1: Vs < emptyList()
2: for vin V do
3: if a. € R, then
append(V;, v)
compute 0%
end if o
end for
sortVehicles(V;)
: fori =1to |V| do
10: for j =ito |V;| do

D A

11: ps + getTransferPlace(vy, vo)

12: Cly, v,  calcTransferCost(vy, va, ps)
13: if Cvl,vz < 7 then

14: R,, < changeDest(P,,, ps)

15: R, <+ insertPlace(P,,, ps)

16: remove (V;, vy, v2)

17: end if

18: end for

19: end for

sort these vehicles by 55% ar, which are their scheduled arrival
time to a., and create a list of vehicles Vs = (v1,02,...,0p)
in the ascending order. Let ¢ be the current time, and 5%“% <
652],’% meets for any 7 < j. A nested loops are executed on
Vs to retrieve pairs (v;, v;) in the order of the arrival time to
a., and if the transfer condition is satisfied, the transfer point
and transfer schedule are calculated and applied. The transfer
conditions are that, first, the destinations are the same, and
second, that the transfer cost to the users si lower tha a prede-
termined threshold. The transfer cost is explained in the next
section.

After determining the transfer route for the vehicle pairs
(vs,vj), it is necessary to calculate where the transfer will
take place. Let Ry, o, and Ry, o, be the planned routes of v;
and v, respectively. Both of these planned routes include a..
and therefore two vehicles will eventually converge. There-
fore, the vehicle pair shares a common route. Among these,
select the road segment a, that is the furthest from a. and
on which no congestion is detected, and set the appropriate
transfer place on ag as the transfer point. If there is no suit-
able transfer point that meets the conditions, the vehicle pair
(vs,v;) is not instructed to transfer.

Algorithm 2 shows the algorithm for computing the trans-
fer schedules. In lines 1-7, we create a list V; of all vehicles
whose planned route includes the congested road segment a..,
and compute the arrival time to a, of each vehicle v € V;. In
line 5, ¢ is the time when the Algorithm 2 is executed. In line
8, Vi is sorted based on arrival time to a., and in lines 9-10,
all transfer vehicle pairs in V; are generated with the priority
given based on the arrival time. In line 11, the transfer point
is calculated, and in line 15, caluculated the transfer cost. In
lines 12-16, when the transfer cost is less than the threshold
value v, a transfer schedule is applied. In lines 14-15, a new
planned route is created by inserting a transfer point into each
of the planned routes of v; and vs. In line 16, v; and vy are
removed from V; so that they will not appear in the transfer
vehicle calculation. After Algorithm 2 finishes, each vehicle
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is notified of the updated planned route and is instructed to
transfer.

3.4 Calculation of Transfer Cost

The system calculates the transfer cost, which is the delay
time incurred by the transfer, for each of the transfer vehicle
pair (v1,v2). When the transfer cost is less than threshold +,
the system conducts transfer. Transfers are made such that
v first arrives at the transfer point pg, drops off all users, v
arrives there, and picks up all of them. Therefore, the transfer
cost is determined by the total increase in arrival time for each
user.

Let n; and ny be the number of boarding users in vehicles
v1 and vs, respectively. Since the planned routes include p;
for both v and vq, transfers do not alter the route of the ve-
hicle. Let §¢-q,, be the time required for users boarding and
alighting at p,. If the current time is ¢, the time when vy,
vy arrive at py be denoted as 5%” . and 55%2% respectively.
Therefore, the transfer cost can be calculated as follows.

Coyvz 2)

= (nl + n2)6tran + n2(6§{v2,p5 - 6715% )

V1 ,PS

4 CONCLUSION

Compared to traveling by private vehicle, using ride-sharing
services allows multiple people to travel in a single vehicle,
leading to an anticipated reduction in traffic volume. In the
near future, in a society where ride-sharing services are widely
adopted, the proportion of people using ride-sharing services
without owning private cars is expected to significantly in-
crease In this study, we propose a method to mitigate conges-
tion by reducing the number of ride-share vehicles on roads
near the destination and issuing transfer instructions when
congestion is detected. This approach aims to address conges-
tion issues in a society where ride-sharing services are preva-
lent.
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Abstract - Crossing outside of a crosswalk or ignoring a
traffic signal is called jaywalking. Jaywalking is a major road
safety issue because even vehicles with safety features have
difficulty predicting jaywalking suddenly crossing the road
from the shadow of an obstacle. We hypothesize that the
possibility of jaywalking is related to the road and its
surrounding environment and propose a method to quantify
the risk using a statistical method and convey it to traveling
vehicles. We have developed a framework for generating risk
potentials using Bayesian networks to realize this proposal. If
our hypothesis is correct, we should be able to estimate the
risk potentials of jaywalking using our generated model
outside of the observed location. We plan to verify the
accuracy of the risk maps generated by this framework by
comparing them with actual measurements.

Keywords. Jaywalking, Risk map, Bayesian network.

1 INTRODUCTION

In recent years, the number of accidents involving
automobiles has been on a downward trend due to the
improvement of the road traffic environment, the spread of
traffic safety awareness, and improvements in safety
performance of vehicles. However, the number of accidents
involving people versus vehicles has remained flat in recent
years [1]. In particular, the number of people killed in
accidents while walking continues to be the leading cause of
death by condition and has begun to increase slightly. In
addition, crossing violations and disregard for traffic signals
account for more than 45% of the causes [2]. These dangerous
behaviors of pedestrians are called "jaywalking” and
countermeasures against them have become an issue in road
traffic, including overseas [3]. It is assumed that elderly
pedestrians jaywalk due to the overconfidence brought on by
years of experience despite their declining physical ability
and sensory perception. Although automobile pedestrian
detection has improved over the years, the braking distance is
insufficient for an emergency stop against a Jaywalker
emerging from between vehicles in the oncoming lane.
Prioritizing safety requires a significant reduction in speed,
resulting in traffic congestion. As a result, it is difficult to
avoid jaywalkers who may cross from anywhere at any time.

Common countermeasures against jaywalking include the
installation of anti-crossing barriers (guardrails) and
regulatory signs. Anti-crossing barriers are installed between
the roadway and sidewalk to physically deter people from
crossing, and are considered to be an effective measure to
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prevent jaywalking. Regulatory signs can be installed in
various locations due to their ease of installation, but they are
not very effective, and neither of them is a fundamental
solution to the problem.

Therefore, instead of eliminating jaywalking, we should
consider foreseeing pedestrian’s jaywalking and avoiding
them on the vehicle side. As mentioned above, it is difficult
for vehicles to be prepared for jaywalking from all points, but
by identifying points with a high probability of jaywalking, it
is possible to reduce speed only there, thereby achieving both
safety and avoidance of traffic congestion. To achieve this,
this paper proposes to statistically determine the risk of
jaywalking on a road.

Section 2 introduces related works on jaywalking
countermeasures, Section 3 describes the proposed
framework based on the hypotheses derived from these
studies, Section 4 describes its implementation in detail.
Finally, in Section 6, we discuss the results and future works.

2 RELATED WORK

More than 70% of those Killed in walking accidents are
elderly with older than 65 years old [2]. According to an
analysis of accidents involving elderly people crossing the
road by the Traffic Accident Analysis Center [4], 51% of
elderly people who had accidents while crossing the road did
not notice the approach of a car because they did not check
for safety or check insufficiently. A typical accident scenario
is shown in Figure 1. The pedestrian starts crossing
immediately after Al's car passes, continues crossing without
checking left and right directions, and crosses without
noticing B1's car approaching from the opposite direction.

Technology to detect and avoid invisible pedestrians is
being considered as the features of Advanced Driver
Assistance System (ADAS) for automobiles [5]. For example,
research is being conducted on technologies to recognize the

@Check roads

and routes
(3)Reconginze Bl,
but distracted by A1 .. L -

ﬁ@Watch out for the Al

Fiaure 1: Mechanism of accident while crossina
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movement of invisible objects from images reflected in
curved mirrors and reflective objects [6][7], and to share
sensing information of other vehicles, GPS information of
pedestrians, and image or sensing information from
infrastructure facilities through V2V, V2P, and V2I
communications respectively and to detect the danger range
[8]. However, all these technologies are dependent on
outdoor reflective objects, sensors and cameras, and
pedestrian communication devices, and thus lack versatility
and do not provide fundamental solutions to the problem.

The use of risk potential maps has been proposed to reduce
accidents caused by unseen hazards [9]. A risk potential map
shows not only the hazards physically present in the driving
path, but also the degree of danger in a space based on past
cases and probability, using numerical values and colors like
contour lines. For example, an intersection without a signal,
which is a blind spot at a wall, has a higher danger level
because of the risk of ejection. The risk map generated in this
way is used to realize safe driving by presenting the driver
using Head-Up-Display (HUD) and Augmented Reality (AR)
or by referring in the automatic driving control to plan the
low-risk routes or to control speed. Several studies and
demonstrations have been conducted, but the challenge is
how to narrow down the risk; if the risk map is applied to
jaywalk, generalized to roads without pedestrian crossings,
the jaywalk risk is high, and cars are always forced to drive
at low speeds. On the other hand, if only points where
jaywalking has occurred in the past are considered high risk,
accidents caused by jaywalking at other points cannot be
prevented. It is necessary to narrow down the risk value with
more accurate information.

On the other hand, there have been many studies on
pedestrian crossing behavior from the viewpoint of road
design in the field of civil engineering planning [10][11].
Hamamoto et al. studied pedestrian behavior at a national
road intersection leading to a station connection [12], and
explained that pedestrians want to take the shortest route
possible, and if there is a possible crossing on the route, they
will cross even if it is outside the pedestrian crossing area.
The study notes that jaywalking is more likely to occur at
locations where crossing cannot be physically deterred, such
as street intersections, entrances to roadside facilities, and
openings in anti-crossing barriers. Takehira also studied the
relationship between roadway facilities and jaywalking on
several roads in densely populated urban areas [13]. Unlike
national roads, anti-crossing barriers on urban streets are
often characterized by disconnection at the approaches to
stores and parking. In all the study locations observed, more
than 90% of the disorderly crossings occurred at locations
where there were openings at both the start and end points.

Thus, it is shown that the potential risk of jaywalking may
be inferred from the road environment, and anti-crossing
barriers are an important clue in estimating jaywalk risk. On
the other hand, many community streets and suburban roads
are not equipped with anti-crossing barriers, and the presence
or absence of such barriers alone cannot narrow down the
potential risk area of jaywalking. It is essential to discover
environmental features other than anti-crossing barriers for
risk mapping that aims at both safety and traffic efficiency.
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3 PROPOSAL OF THE FRAMEWORK

3.1 Target Setting

Related works have shown that the opening of an anti-
crossing fence affects the probability of jaywalking occurring.
So, if we create a model to estimate the probability of
jaywalking based on these road environment characteristics
in a certain limited area and expand it to the whole country
using map information and this estimation model, we can
create a national jaywalking risk map. However, to narrow
down the risk area, it is necessary to discover features other
than anti-crossing barriers.

Therefore, we formulate a hypothesis based on use cases.
Facilities where people gather, such as train stations and
schools, are often located on main streets, and pedestrians
targeting the facility flow into the main street from side streets
near the facility, bypassing nearby pedestrian crossings to
follow them to the facility. If there are no crosswalks nearby,
the behavioral psychology of choosing the shortest route is at
work, and pedestrians are more likely to cross at the point
where they exit the side street onto the main street. Based on
this use case, it is highly likely that the mutual location of the
facility where people congregate, the influx of side streets in
the vicinity, and the crosswalks affect the potential risk
probability of jaywalking. The goal of this study is to
substantiate this hypothesis.

To achieve this goal, we will generate a jaywalking
estimation model based on the location of facilities and other
features and crosswalks and evaluate whether the risk map
derived from the model is valid outside of the observation
points.

3.2 Framework Construction

Creating a jaywalking estimation model requires the
development of factors such as facility type and feature
extraction, as well as observational data. On the other hand,
whether an appropriate risk map can be obtained depends on
the hypotheses based on use cases, and there is no guarantee
that the results will be worth the effort of creating the model.
Therefore, the initial stage is to generate a model from a
minimal dataset to prove the hypothesis, while building a
framework to extend the missing variables and data.

An overview of the framework is shown in Figure 2. First,
location information of features in the road environment that
induce jaywalking, such as facilities and pedestrian crossings,
are automatically obtained using open data. Next, location
dataset is created, and an estimation model is generated.
Utilizing the created estimation model, the probability of
occurrence of jaywalk is estimated. Finally, a heat map is
superimposed on the map using the occurrence probability as
the risk value to create a jaywalking risk map. Each of these
functions is described below.

3.2.1. Extraction of location information on the
road environment

Google Maps is used to automatically acquire location
information of features on the road environment that trigger
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jaywalk. Facilities such as stations and schools are listed by
the search function and their latitude and longitude
information is obtained. On the other hand, pedestrian
crossings cannot be extracted by the search function. As a
method to address this problem, a study has been reported that
analyzes aerial photo images to detect pedestrian crossings
[14][15], and we will use the same method. The method of
extracting crosswalks is explained in 4.1.2.

3.2.2. Generating an Estimation Model

Next, a location dataset is created from the calculated
latitude and longitude information. The presence or absence
of jaywalking is observed in advance from visual surveys,
and the data is created by calculating the distance and
direction for each latitude and longitude of the observation
location. The created data is compiled as location data, and
an estimation model is created using a Bayesian network.

Bayesian network is a probabilistic inference model that
shows multiple causal relationships in a weighted graph
structure (network) and indicates each causal relationship by
probability [16]. Even when the full picture of causal
relationships is not known, the estimation accuracy can be
improved by accumulating findings obtained through
observation as partial causal relationships. We believe that
this is the best method for this project to clarify the causal
relationship of the jaywalking outbreak through repeated
hypotheses and observations.

Bayesian network can be expressed by the following
equation :

N
P(xq, ., xy) = ﬂP(xi|parent(xi)) €))

i=1

where x; denotes each event and parent(x;) denotes the
upper event in the relationship. The probability of occurrence
of a given combination of events is expressed as the product
of the conditional probabilities of each causal relationship.
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From the hypotheses set up in this paper, x; indicates the
relationship between the location of the facility at the
observation point, the road structure, and the location of the
pedestrian crossing. The model is generated by data on the
jaywalking situation at each observation point, analyzing the
dependencies between each causal event and determining the
conditional probability of each relationship.

Bayesian estimation was used to create the estimation
model. Details of the location dataset and estimation model
are described in 4.2.2 and 4.2.3.

3.2.3. Generating a Jaywalking Risk Map

Finally, a jaywalking risk map is created by overlaying a
heat map on a map with the probability of jaywalking as the
risk value. The colors displayed on the heatmap should be
separated according to the risk values so that the information
can be obtained visually.

4 IMPLEMENTATION

The proposed framework automatically obtains the latitude
and longitude of structures from Google Map searches and
detects pedestrian crossings from aerial images to obtain
location information. Based on these location relationships
and the observed information on the availability of
jaywalking, a Bayesian estimation model is created, and a
jaywalking risk map is generated. This section describes the
acquisition of crosswalk location information, creation of the
Bayesian estimation model, and generation of the risk map.

4.1 Extracting Crosswalk Locations

4.1.1. Image Collection

Using the location data (latitude and longitude) of the
facility retrieved by Google Maps, aerial images centered on
the facility (or its center of gravity in the case of multiple
facilities) are collected from the Google Maps Platform
(hereinafter referred to as "GMP™). GMP outputs a 70-meter
square aerial image by specifying the location data of the
center of the image to be acquired. Assuming a 1 km square
risk map, the location data sets of 15 x 15 = 225 images must
be specified to GMP. To minimize gaps and overlaps at image
boundaries, the location data of the center point of each image
was determined using the Vincent method from the latitude
and longitude of the center point of the target area, and the
distance and direction of each image. These data sets were
input into GMP to obtain the images.

4.1.2. Extraction of crosswalks

Although several methods have been proposed for
extracting pedestrian crossings from aerial images, we apply
YOLO v5, which is widely used for general object detection
applications. We trained on 300 crosswalk images extracted
from aerial photographs and obtained a high detection
accuracy with an F value of 0.95 by setting confidence>=0.8.

Using the acquired crosswalk coordinate information and
the latitude and longitude information of the images, the
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Map data (c) OpenStreetMap contributors, CC-BY-SA

Figure 3: Observation points of jaywalking

latitude and longitude of the crosswalk are calculated YOLO
outputs the coordinate information of the bounding box of the
detected object. Since the latitude and longitude information
of the center of the original image is known, the latitude and
longitude information of the center of the bounding box was
calculated from this information, and this was used as the
location of the crosswalk.

4.2 Creating a Bayesian network Model

4.2.1. Collection of training data

To obtain the training data, a visual survey of jaywalking
was conducted. Observations were made for in an area
centered in front of the main gate of the university, mainly
during the hours when the school attendance was
concentrated, and the starting point of the jaywalking was
recorded. Although the percentage of pedestrians killed in
accidents while walking is higher among the elderly, we
observed jaywalking among all age groups of pedestrians, as
jaywalking is done regardless of age. The overview of the
study area is shown in Figure 3 and the time trends of
observed jaywalking are shown in Figure 4. Red boxes in
Figure 3 indicate locations where jaywalks were observed,
and black boxes indicate locations where a particularly large
number of jaywalks were observed. Many jaywalkers were
observed at the intersection of side streets to the main street,
and many pedestrians were observed jaywalking not only to
and from the university but also to and from the supermarket.

4.2.2. Creation of Dataset

The dataset consists of five items: the number of jaywalkers,
the distance and direction to the nearest facility, and the
distance and direction to the nearest pedestrian crossing.
Road structure was excluded from the item because the
criteria for categorization had not been clarified. This is one
of the issues to be addressed in the future.

The visual survey results are entered into the number of
jaywalking occurrences in this dataset. The survey in this
study covered an area of 80 meters from north to south and
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800 meters from east to west. This corresponds to 80 mesh x
800 mesh = 68,000 records.

4.2.3. Estimation Model Generation

BayoL.inkS [17], software for building Bayesian network,
was used for model generation. This software can learn



structures from data, extract dependencies (Bayesian
networks), and generate estimation models. Since the data
needed to be discretized, the distances in the dataset were
equally divided every 50 meters, and the directions were
labeled in eight levels: east, west, south, north, and south. The
number of divisions for discretization has a significant impact
on model performance, so the appropriate number of
divisions is an issue to be considered in the future.

The Bayesian network constructed by structural learning is
shown in Figure 5. The solid line shows the dependencies,
and the table below the items shows the probability of
occurrence of each state relative to jaywalking probability. In
the current study, the distance to the facility and the crosswalk
and the direction of the crosswalk are directly causally related
to the occurrence of jaywalking, while the direction of the
facility is causally related to the direction of the crosswalk.
This is considered to be a result of the influence of the learned
terrain and is a challenge when generalization, i.e., when the
model is used to estimate other areas.

4.3 Risk Map Generation

The risk maps are generated in QGIS, using the estimation
model generated by BayoLinkS to obtain the probability of
jaywalking occurrence for each mesh location, which is then
converted into a heat map. Since we want to show a risk map
for a road, we obtain road information from OpenStreetMap
and display the probability of occurrence only for the mesh
location that overlaps the road. The created risk map is shown
in Figure 6. The circled dots represent pedestrian crossings.

The green boxes indicate visual survey locations, i.e., areas
of correct data. The upper left corner of the map indicates a
high-risk area. This area is considered high-risk because it is
a residential area and there are no pedestrian crossings. On
the other hand, there are no areas near pedestrian crossings
that are indicated as high risk, indicating that the distance
from the pedestrian crossing has a significant impact.
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Figure 6: Jaywalking risk map
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S CONCLUSION

This study developed a jaywalking risk map that visualizes
the probability of jaywalking occurrence as a potential risk
with the aim of preventing jaywalking, one of the causes of
human-vehicle accidents. Based on related works, we
hypothesized that the mutual location of facilities where
people gather, the influx of side streets around them, and
pedestrian crossings affect the occurrence of jaywalking, and
aimed to create an environment that can be used as a
framework to materialize this hypothesis. We extracted the
location of keyword facilities and crosswalks from maps and
aerial imagery, generated a Bayesian network risk estimation
model along with observation data, and displayed the risk of
jaywalking on the road in a QGIS heat map.

We generated an estimation model using this framework
based on observations of signal neglect in the vicinity of a
university facility, and confirmed that it is possible to
generate a Jaywalking Risk Map for an area that is larger than
the observed area. Areas without pedestrian crossings in
residential neighborhoods show a high level of danger, while
areas near pedestrian crossings show a low level of danger, as
expected. In the future, additional jaywalking observations
will be conducted for the risk map areas, and the accuracy
will be verified by comparing the generated maps with actual
measurements.
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Abstract - Many traffic accidents occur on community
roads where pedestrians and vehicles coexist, therefore safe
and smooth autonomous driving is expected. Based on this
situation, this paper proposes a path planning method for
autonomous vehicles by extending the Velocity Obstacles
algorithm (VO). VO is commonly used in mobile robotics.
Three points were extended to apply the algorithm.

The first point was to use 2D TTC to reduce unnecessary
avoidance. It was decided that avoidance would not be
performed if there is room for it based on the 2D TTC
calculation of collision time. The second point established
motion constraints by assuming avoidance is performed with
steady-state circular motion because vehicles have more
motion constraints than robots. The third point was to change
the collision detection method from circle approximation.
Considering the size and shape of the vehicle, it was decided
to draw tangents from the four corners of the vehicle to the
obstacle and combine them.

Using the above algorithm, avoidance paths were generated
and better performance than VO method.

Keywords. Autonomous Mobility, Pedestrian prediction

1 INTRODUCTION

In recent years, although the reduction of traffic accident
fatalities has been decreasing, the decreasing trend of the
number of traffic accidents on community roads has remained
relatively low. According to data from the Ministry of Land,
Infrastructure, Transport and Tourism, in 2021, there were
approximately 80,000 traffic accidents on community roads,
compared to approximately 220,000 accidents on arterial
roads [1]. In terms of the reduction rate since 2004, arterial
road accidents have decreased by about 70%, while
community road accidents have decreased by about 60%.
Therefore, in order to reduce traffic accidents on community
roads as well as arterial roads, the realization of safe and
efficient autonomous driving is desired.

However, community roads have distinct characteristics
such as the lack of white lanes, pedestrians freely walking
along various paths, and narrow road widths, making a
significantly different traffic environment compared to
arterial roads. Because there are numerous problems that
differ from traditional autonomous driving, it difficult to
achieve autonomous driving on community roads.

Autonomous navigation in complex environments like
community roads has been extensively studied in the context
of mobile robots.

Some representative methods that have been traditionally
studied include the Dynamic Window Approach (DWA), the
risk potential method, and the Velocity Obstacle (VO)
method.
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DWA [2] is an approach that generates trajectory
candidates by combining translational and rotational
velocities. It evaluates each generated trajectory using an
evaluation function. Following that, the trajectory with the
highest evaluation value is selected, and the robot follows that
trajectory. One of the problems of this method is that it does
not consider dynamic obstacles, which may result in
insufficient avoidance of dynamic obstacles such as
pedestrians.

The risk potential method [3] defines repulsive potentials
and an attractive potential to the target reaching position to
obstacles. It generates target velocities and target paths based
on the calculated potential gradients. One of the problems of
this method is that the generated potential field is a virtual
quantity without physical meaning. Due to the lack of
physical significance, parameter adjustments are required,
making it difficult to achieve proper control of the trajectory,
velocity, and adaptation to various traffic environments.

Velocity Obstacle (VO) [4] is a method for motion
planning of a robot in a dynamic environment with moving
obstacles. This method defines a "velocity obstacle” as the
velocity space within which a robot may have potential
collisions based on the current positions and velocities of the
robot and obstacles. By calculating velocity obstacles for all
obstacles and selecting a velocity that does not belong to any
velocity obstacle, this method generates obstacle-avoiding
trajectories. As the latest algorithm in VO, Adaptive Velocity
Obstacle (AVO) [5] has been proposed. This method is
proposed to solve that if the robot chooses the critical velocity
of the collision cone to minimize the time consumption, the
error of the sensor will lead to the collision. This approach
shows that the expansion radius of the moving obstacle is
adjusted adaptively according to the relative velocity and
distance between the robot and the obstacle. After, the DWA
is used to get the local path through optimizing the velocity
outside the collision cone. Regarding this method’s issues,
one could point out the limited range of selectable speeds
when the robot approaches obstacles and the expansion radius
increases. Another algorithm Ellipse-based Velocity Obstacle
(EBVO) [6] has been proposed. This approach first selected
the linear velocity with the EBVO, and then calculated the
angular velocity proportional to the change rate of the
boundary line of the EBVVO with respect to the orientation of
the robot. However, since the robot’s angular velocity was
depending on the user-defined parameter, the robot oscillated
or collided with obstacles at worst if the parameter was set in
the wrong way. And there is an improved version addressing
the issues of this EBVO [7]. A common issue among these
algorithms is the lack of consideration for the kinematic
constraints of non-holonomic robots.

Among these methods, it was considered that VO could be
applicable to autonomous driving on diverse community
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roads where numerous pedestrians act as moving obstacles
and there is a wide range of traffic environment variations.
However, applying VO to autonomous driving of vehicles on
community roads presents several problems.

The first problem is the existence of numerous pedestrians.
On community roads, there are often many pedestrians
walking in various directions along narrow roadways. When
applying VO to such situations, the velocity space may
become entirely covered by velocity obstacle regions, leaving
no viable velocity options to choose from.

The second problem is related to achieving the selected
velocity. In VO, the velocity pair v,, v, that can reach the
goal fastest among velocities not belonging to the velocity
obstacle region is chosen. Many mobile robots are equipped
with differential drives or omnidirectional wheels, making it
relatively easy to achieve the selected velocity. However, in
case of automobiles, which mostly adopt front-wheel steering
and have longer wheelbases, there are significant constraints
on achievable velocities. As a result, there can be a significant
difference between the selected velocity and the realized
velocity, potentially leading to inappropriate trajectory
generation.

The third problem relates to road width. Generally,
community roads have narrow roadways, which limits the
freedom of path selection. On the other hand, in VO, there are
cases where a viable velocity is not selected despite being
capable of driving on narrow roads. One reason is that VO
approximates both pedestrians and the ego vehicle with
circles for collision detection. Since the shape of automobiles
often differs significantly in terms of width and length, there
can be a significant difference between the actual collision
detection and the circle approximation. Additionally, the
circular approximation tends to generate avoidance paths that
take unnecessarily large avoidance distances from obstacles.
As a result, on narrow community roads, there can be
situations where no velocity candidates are available.

To address these problems, this study attempts to achieve
autonomous driving on community roads by extending the
capabilities of VO. The extended method is referred to as VO-
drive in this research.

2 METHODS

21 VO

VO is a method for motion planning of a robot in a dynamic
environment with multiple moving obstacles. In this
algorithm, based on the current positions and velocities of the
robot and obstacles, the velocity space of the robot that may
lead to future collisions is defined as the "velocity obstacle."
The positions of the robot and obstacle are presented as A and
B, respectively, and their velocities as v, and vg. The size of
the robot and obstacles are approximated by circles
circumscribing them. Each radius is presented R, and Rj,
respectively. The circle centered at B with a radius of R, +
Ry is defined as the collision circle. In this case, the set of
relative velocities v4p that would result in a collision
between A and B forms a collision cone €Cy4 g (Figure 1).
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The collision cone CC4p is a planar region bounded by
two tangents, A, and 4,,, from A to the collision circle. In this
region, the relative velocity v, p between the robot and the
obstacle would result in a collision. Thus, the region of
relative velocities v, p that lead to a collision is determined.

Figure 1 Relative distance v4 g and collision cone CC4 g

Next, the region of robot velocities v, that would result in a
collision is calculated. The obstacle velocity vy is added to
each velocity in the collision cone CCy4 g. This is equivalent
to translating CC4 p by the velocity vg (Figure 2). If the
robot velocity v, lies within this translated collision cone, a

collision would occur. Therefore, this translated collision
cone is referred as the "velocity obstacle.”

Figure 2 velocity obstacle

The selection of velocity for robot motion is performed as
follows. First, an initial velocity is calculated based on a
predetermined magnitude of velocity, assuming no obstacles.
If the initial velocity lies outside the velocity obstacle, it is
directly used for motion. If the initial velocity lies within the
velocity obstacle, the velocity closest to the initial velocity on
the outside of the velocity obstacle is selected and used for
motion.

2.2 VO-drive

To adapt VO to community roads and autonomous driving,
three extensions were made.

2.2.1. Limitation of the target object

The first extension addresses the issue of handling a large
number of pedestrians. In community roads, there may be
many pedestrians walking in various directions along narrow



roadways. When applying VO to such a situation, the velocity
space is covered by the velocity obstacle region, and no
available velocities become exist. To resolve this, a method
can be considered to limit the pedestrians (obstacles) that
need to be avoided using some criteria. Possible criteria
include distance, direction, etc. In this study, a two-
Dimensional Time To Collision (2D TTC) based on the time
margin until collision is used [5]. It is known that 2D TTC is
related to pedestrians' sense of safety in collision avoidance
for mobile robots. Therefore, pedestrians with a 2D TTC
value above a certain threshold can be considered to have a
lower risk of collision and can be excluded from collision
detection.

Time To Collision (TTC) is a physical indicator used in
Autonomous Emergency Braking (AEB) systems in vehicles.
This indicator represents the time until collision with a
leading vehicle if the current relative velocity between the
ego vehicle and the leading vehicle is maintained. In the
world coordinate system, the ego vehicle's front-end position
and velocity are presented as x, and v,, respectively, while
the leading vehicle's rear-end position and velocity are
presented as x; and v;, respectively. In this case, the relative
distance, d,, and relative velocity, v,, between the host
vehicle and the leading vehicle can be calculated as x; — x,
and v; — v,, respectively (Figure 3).

ve (m/9) v (/)

d,(m)
Gy
Xe Xy

Figure 3 TTC outline figure

Therefore, the value of TTC, presented as t,, can be
expressed by the following equation (1).

X1~ Xe (1)

U — Ve

In this study, the 2D extension of TTC, referred to as 2D
TTC [8] was used. This index takes into account the
positional relationship in a 2D space considering the vehicle's
longitudinal direction (x-axis in the vehicle coordinate
system) and lateral direction (y-axis in the vehicle coordinate
system), whereas the previous TTC was calculated based on
the positional relationship along the vehicle's longitudinal
direction (x-axis) only. In the world coordinate system, the
position of the ego vehicle is represented as (x,,y,), the
position of the obstacle is represented as (x;, y;,), the velocity
of the ego vehicle is presented as (vqy, Vqy ), the velocity of
the obstacle is presented as (v, vp,), the size of the ego
vehicle is presented as r,, and the size of the obstacle is
presented as r;,. Therefore, the relative distance is calculated

as \/(xp — x)2 + (7, — )%, and the relative velocity is

calculated as \/(va — Va)? + (vpy — vay)z (Figure 4).
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Figure 4 2D TTC outline figure

Therefore, the value of the 2D TTC is given by the following
equation (2).

Xp —%g)2 + (Vp —Va)? — (1y + 1
TTCZd :\/( b a) (yb ya) (a b)

(2)

(be - Uax)z + (Uby - vay)z

Pedestrians with a 2D TTC value equal to or greater than a
certain threshold are considered not requiring avoidance and
are therefore excluded from the velocity obstacle calculations.

2.2.2. Velocity selection based on vehicle
motion constraints

The second point is addressing vehicle motion constraints.
Unlike mobile robots, automobiles have significant motion
constraints, so an extension was made to select velocities
achievable by car steering.

First, assuming the vehicle is either moving straight or
performing a steady-state circular motion, the trajectory is
calculated [9]. The illustration of this is shown in the figure
below (Figure 5). Let 6 be the angle between the X-axis and
the vehicle's longitudinal direction (yaw angle), 8 be the
angle between the vehicle's direction of travel and its
longitudinal direction (slip angle), r be the angle between the
X-axis and the vehicle's direction of travel, and V be the
vehicle's velocity. The slip angle is determined by Equation
(3), and the angle between the X-axis and the vehicle's
direction of travel is given by Equation (4).

0
Figure 5 Vehicle trajectory prediction
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Therefore, the trajectory of the moving vehicle's center of
gravity is considered. The positions and velocities of the
vehicle and the obstacle in the world coordinate system are
shown in the figure below (Figure 6). Let (x.,y.) and
(Vex» Vey) represent the position and velocity of the vehicle,
respectively, and (xp,,y,) and (v,y, vp,y) represent the
position and velocity of the obstacle. The obstacle is assumed
to move in a straight line at a constant speed, and its trajectory
is predicted.

Y
Vey () Obstacle
1 pPJ'
. rer®) tpr b
(1), (1)) o
Ego vehicle (e (). 3p (£)
0 x

Figure 6 Each variable in the world coordinate system

Given the initial position (X,, Y,) and the initial yaw angle 6,,
the position (X,Y) and the yaw angle 8 at any given time t
can be calculated using equations (5), (6), and (7).

t

X=X0+Vf cos(f + 0)dt (5)
0
¢

Y=Y0+Vf sin(B + 6) dt (6)
0

6=26 d 7

o+ [ ra @

The actual calculation process is outlined below.

Stepl Provide steering angle for ego vehicle.

Step2 Calculate g and r using the steering angle from Stepl

according to equations (3) and (4).

Step3 Using equations (5) and (6) from Step2, calculate the
reachable points.

Step4 Calculate the velocity required to reach the speed in
Step3.

Step5 Convert the velocity in Step4 to the velocity within the
VOmap.

Step6 Prepare a map similar to VOmap, and substitute the
value of the steering angle at the velocity position in
Stepb.
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Step7 Repeat Step 1 to 6.
Here is the illustration of these steps (Figure 7).

Calculation of
reachable speed

Calculation of
reachable point

Calculation of

B, r

I‘ Convert to
velocity in

VOmap

Give rudder
angle and speed

Figure 7 Outline of trajectory prediction

However, there is a difference when combining the VO
method with trajectory prediction. VO assumes both the ego
vehicle and the obstacles move in constant linear motion and
generate avoidance paths based on the assumption that the
current velocity will continue. On the other hand, trajectory
prediction for constant circular motion involves nonlinear
motion with constant translational and rotational velocities,
making it incompatible to directly apply the VO method.

Therefore, in this case, an attainment point based on the
current velocity that would result in a constant circular
motion was assumed. The line connecting the starting point
and the attainment point was approximated.

The generated trajectory prediction points for the ego
vehicle are shown in the figure below (Figure 8).

VehicleVO-ZDTTC area
VO-area

VO-area

Current velocity

Vehicle velocity vylm/s]
e

Chosen
avoidance
velocity

/

Own vehicle trajectory

4 0 1 2 3 ieti
Vehicle velocity ve[m/s] pl‘EdlCthﬂ area

Figure 8 Example of trajectory prediction
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2.2.3. Collision detection based on the vehicle
contour

The third point addresses the issue of narrow road widths. In
the VO approach, both pedestrians and ego vehicles are
approximated as circles for collision detection. However, this
approximation can result in significant differences between
the actual collision detection and the circle approximation.
Using circular approximation often leads to unnecessarily
large avoidance routes.

According to the Japanese Cabinet Office, a "community
road width" is defined as a road with a carriageway width of
less than 5.5 meters in urban areas. If the avoidance route is
too large, there is a risk of veering off the road or even the
possibility of being unable to avoid the obstacle altogether.
To achieve a compact and safe avoidance route, a collision
detection method that takes into account the vehicle's contour
was adopted (Figure 9).
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Figure 9 Comparison between circle approximation and
contour-based methods

By utilizing the wvehicle's contour, performing VO
calculations from the four corners of the vehicle to the
obstacles. Figure 10 shows velocity obstacle area. The
original VO area is shown in gray and extended method area
shown in black. This shows that it can be observed that
extended method results in a smaller area compared to the
original method. This approach allows for more precise
collision detection and avoidance planning, taking into
account the actual shape and size of the vehicle.

Original

Ego Vehicle VO-area

£~ N
=
\_"

Obstacle

Extended method’s

Tohi,
Ego Vehicle VO-area

Obst@/

Figure 10 Caomparison of calculation methods between
original VO and extended method

When actually performing circular approximation in a
scenario simulating a community road environment, as
shown in Figure 11, attempting to avoid obstacles leads to
deviating from the lane due to the constraints of the road
width. Therefore, by performing calculations from the four
corners of the vehicle, it becomes possible to avoid obstacles
while staying within the lane width, as shown in Figure 12.
This approach ensures that the vehicle navigates safely within
the available space and minimizes the risk of deviating off the
road.

Figure of avoidance circle

11 Example
approximation

using
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Obstacle

Figure 12 Example of avoidance using vehicle contour

3 SIMULATION EXPERIMENT AND RESU
LTS

3.1 Experimental conditions

Using the VO-drive method proposed in this study, a
simulation experiment was conducted to compare it with the
original VO (Velocity Obstacle) method.

The simulation was performed using MATLAB. A time
step of 0.1 seconds was used, and the initial value of the
vehicle speed was set to 15 km/h. When the path generation
method instructed a specific speed, it followed the generated
speed by each route generation accordingly.

For VO-drive, the threshold for 2D TTC was set to 6
seconds as a limitation condition for the target obstacle. Only
obstacles with TTC values below this threshold are
considered for avoidance. And, the attainment point was
defined as the point reachable 0.1 seconds later. For obstacle
behavior prediction, the walking speed of the tracked obstacle
was calculated using a Kalman filter, and the predicted
position was calculated based on the calculated walking
speed [10].

3.2 Comparison between VO-drive and VO

First, a comparison was conducted between the original
VO and the extended VO-drive to confirm the effectiveness
of the extension.

A comparative experiment was conducted on the limitation
of the target obstacle. The results are shown in Figure 13. The
ego vehicle starts from the position (-15,0) in the world
coordinate system and moves straight at a speed of 15 km/h.
An experimental scenario was designed where the vehicle
needs to avoid a stationary obstacle located at (15,0). From
Figure 13, it can be observed that the extension leads to a
delay in the timing of avoidance initiation.

(=]

— \/Q-drive

_ Obstacle x

£ 0

> —_ O Target
Start Il — point

-10 -b 0 5 10 15 20 25 30
x [m]
Figure 13 Comparison of target obstacle limitation
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Second, a comparative experiment was conducted on velocity
selection based on vehicle motion constraints. The results are
shown in Figure 14. The ego vehicle starts from the position
(-12,0) in the world coordinate system and moves straight at
a speed of 15 km/h. Two obstacles are introduced, each
moving diagonally at a speed of 0.5 m/s, creating a crossing
scenario. From Figure 14, it can be observed that the proposed
method achieves smoother and more efficient avoidance,
while the original VO approach exhibits sharp turns.

VO-drive Obstacle

- = VO

Obstacle

7—1;—5 —i() -5 0 5 10 15
x [m]

Figure 14 Comparison of vehicle motion constraints

Lastly, a comparative experiment was then conducted on
collision detection based on the vehicle contour. The results
are shown in Figure 15. The ego vehicle starts from the
position (-12,0) in the world coordinate system and moves
straight at a speed of 15 km/h, aiming to compare whether it
can navigate between the obstacles. From Figure 15, it can be
observed that the conventional circle approximation method
fails to navigate between the obstacles and takes a
significantly larger avoidance path, while the extension
allows the vehicle to pass between the obstacles successfully.

5 e \
~# Obstacle M
s \
’
’ \
— / .
L0 Ot *
> -
Start point Target point
- Obstacle
VO-drive ]
- - VO
-5
-15 -10 -5 0 b5} 10 15

x [m]

Figure 15 Comparison of collision detection

4 CONCLUSION

By conducting a comparison of methods using simulations,
it was possible to demonstrate the usefulness of the proposed
VO-drive approach for autonomous driving on urban roads.
After conducting simulations, actual experiments were
carried out using a vehicle, and successful avoidance routes
were performed.
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S FUTURE WORKS

Currently, the real vehicle experiments are still ongoing. In
the future, it is plan to conduct real vehicle experiments,
increasing the wvehicle's speed and introducing moving
obstacles to create an environment closer to real-life urban
road conditions. In addition, by having pedestrians actually
walk, it is aim to realize avoidance that makes them feel safe.
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Abstract - In a road traffic setting, autonomous vehicles
continuously generate LiDAR point cloud data, which is use-
ful in generating and maintaining dynamic map of on-road
objects. This data can be used to form a Static Object Map
(SOM) that identifies static objects that are useful in identify-
ing irregular objects like road defects, road construction and
so on. However, transmitting large raw LiDAR data poses
challenges due to server-level network congestion. This paper
proposes a solution by developing communication and upload
protocols, along with an aggregation algorithm, to remove re-
dundant data before transmission. Simulations demonstrate
significant reductions in data size, alleviating network con-
gestion at the server, and improving efficiency compared to
conventional methods.

Keywords: LiDAR point cloud data, dynamic map, net-
work traffic congestion, communication protocol, aggrega-
tion algorithm

1 Introduction

This paper explores key components in developing autonomous

driving applications, which includes dynamic maps, high pre-
cision 3D maps, LiDAR sensor technology, and efforts to re-
duce data size through V2V communication, difference ex-
traction and aggregation. It emphasizes the importance of
Static Object Map (SOM) for not only identifying shape of
static objects like traffic poles, road shape and so on, but also
helpful in recognizing irregular objects in the road environ-
ment like road construction, road defects and so on. The fo-
cus is to collect the LiDAR point cloud data acquired by au-
tonomous vehicles at server by updating SOM in autonomous
vehicles based on the frequency of applications, such as static,
semi-static, and semi-dynamic information layers of dynamic
mapl[1], as shown in Fig. 1. The paper delves into LiDAR
data, particularly its 3D perception capabilities, and the chal-
lenges possessed by the large size of LIDAR data collected by
autonomous vehicles. To address this, we proposed a method
for V2V communication of LiDAR point cloud data, utiliz-
ing a voxel-based map of SOM and acquired LiDAR point
cloud data by autonomous vehicles to reduce the data size.
Evaluations demonstrate a significant reduction in unstruc-
tured LiDAR data, alleviating network traffic congestion at
the server with the help of differece extraction, aggregation
and shared LiDAR point cloud data among neighbouring ve-
hicles. This approach proves more efficient compared to con-
ventional methods of individually sending pre-processed Li-
DAR data to the server.

Dynamic Map layers:

Dynamic information
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Semi-dynamic - Static Object Maj
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Figure 1: Dynamic map layers and contents of SOM

2 Related work

In our research on road traffic networks, we aim to allevi-
ate congestion and reduce server load through communication
protocols and aggregation algorithm.

Shagufta Ali et al. [2] discuss wireless communication tech-
nologies in V2V communication, including DSRC, 4G-LTE,
and 5G. DSRC excels in mobility but has scalability issues,
while 4G-LTE faces challenges in high traffic conditions. 5G-
V2X, leveraging fifth-generation technology, offers enhanced
communication and coverage.

Chen Qi et al. [3] proposed a LiDAR-based 3D object de-
tection method with data fusion for cooperative perception.
Hongyu Li et al. [4] introduced a two-phase point cloud reg-
istration mechanism, and Anand et al. [5] have researched
the issue of the massive size of point cloud data produced by
LiDAR and have suggested Octree-based compression tech-
nique. In point cloud registration, the Iterative Closest Point
(ICP)Algorithm [6] and Normal Distribution Transform (NDT)
Algorithm [7] are widely used, but challenges persist in accu-
rately registering point clouds from vehicles due to high out-
lier ratios caused by different views and obstructions [4].

3 Target problem

3.1 Target system architecture

In this section, we describe the target VANET model. Our
target system architecture consists of a road environment sce-
nario with cars, buildings, roads, and other infrastructures.
We consider each car is an autonomous driving vehicle with a
LiDAR sensor that can communicate with other vehicles and
infrastructure, and we also assume that every car has same
version of SOM (in voxel form) stored in it’s database. The
target system architecture is illustrated in Fig. 2. Initially, au-
tonomous vehicles acquire LiDAR point cloud data. Subse-
quently, this newly acquired LiDAR point cloud data is con-
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verted into voxels and compared to the stored Static Object
Map (SOM) in the vehicle to identify differences, termed as
“Difference Extraction.” All other autonomous vehicles un-
dergo a similar process. The LiDAR point cloud data ex-
tracted during difference extraction is exchanged between ve-
hicles for aggregation, aiming to eliminate redundant data.
The final aggregated data is then uploaded to the server.

"o P, A

(C [} V2V communication; =+
S w21 communication: «——
! LiDAR point cloud scan:

LiDAR point cloud data: »

Figure 2: Target System Architecture

3.2 Assumptions
3.2.1 Road network

We assume the following road traffic network as shown in
Fig. 3.

Vehicle ID’s: sender vehicle (V7), receiver vehicle (V53)
Intersection ID’s: {J1,J2,J3, J4}

Edge ID’s: {El,-El, E2, -E2, E3, -E3, E4, -E4, ES, -ES, E6,
-E6, E7, -E7}

V1’s route path (R1): {-E0, -El, -E2, -E3, E5}
V4’s route path (R2): {-EO0, E4, E5}

Overlapped route path (R3): {-E0, E5}

ivav
* communication

Figure 3: Road Network Scenario

3.2.2 Communication technologies

Various communication technologies are utilized in vehicular
communication networks. For the communication between
vehicles, DSRC technology can be used as its range is lim-
ited, and for the communication between vehicles and servers,
cellular technology is capable of transferring data to remote
areas such as servers.

3.3 Target object model of urban space
3.3.1 Data structure of target LIDAR device
In this experiment, we used LIVOX AVIA as LiDAR sensor'.

The specifications of the LIVOX AVIA LiDAR sensor are de-
scribed in the Table. 1 as shown below. LIVOX AVIA can

Table 1: LiDAR sensor specifications

] Specification \ Details ‘
Field of View(FOV) | Non-repetitive 70.4° x 77.2°
Point Rate 240Kps
Range Accuracy 2cm
Angular Precision < 0.05°
Return Mode First and Strongest

measure 240,000 points per second, and the bit rate is calcu-
lated from this value. To consider the bit rate of specific data,
we will refer to the LVX format of point clouds that can be
obtained from LIVOX AVIA.

According to “LVX Specifications” 2, a document published
by LIVOX, the LVX format stores the values of the Cartesian
coordinates of the data in 4-byte increments. Since there are
three items (X, Y, Z), this requires a total of 12 bytes of data.
In addition, in LIVOX AVIA, a Time Stamp value is assigned
to each of the 96 points, requiring a data volume of 8 bytes.
Therefore, there are 240,000 points with 12 bytes of coordi-
nate value (X,Y, Z) data and 25,000 points with 8 bytes of
time information (TimeStamp) data, resulting in a total bit
rate of approximately 2.94MB/S.

The fact that the coordinate values (X, Y, Z) are expressed
in 4 bytes each and the time information in 8 bytes is a general
value, not limited to the LVX format of point clouds that is ac-
quired by LIVOX AVIA. This data volume is also used in the
LAS format [9], which is one of the point cloud file formats.
The LAS format is also used in “VIRTUAL SHIZUOKA”
[10], which is an open data point cloud database published
by Shizuoka Prefecture and is a common point cloud format.

If the file format obtained from LiDAR was in LAS for-
mat, there would be 240,000 points with a total of 20 bytes of
X,Y, Z, and TimeStamp, resulting in a bit rate of approxi-
mately 4.58MB/s.

! Avia LiDAR sensor, https://www.livoxtech.com/avia

2LVX Specifications V1.1.0.0, https://www.livoxtech.com/
3296f540ecf5458a8829e01cf429798e/downloads/Livox\
$20Viewer/LVX\%20Specifications\%$20EN_20190924.pdf
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3.3.2 Voxelization

Voxelization refers to the process of converting 3D objects
or scenes into a structured grid-like representation into cu-
bic volumetric elements called as voxels. Voxels are similar
to pixels in images, but voxels deal with 3D representation
and visualization of objects or scenes, whereas pixels deal
with 2D images. According to [8], LiDAR point cloud data
have the most accurate 3D description, but its unstructured
data organization can cause data density variation, noise &
outliers, occlusions & shadows, misalignment & registration,
and segmentation & object extraction. However, voxel grids
of LiDAR point cloud data can represents not only organized
spatial information from point clouds but also provides more
efficient storage, processing, and analysis. An example of
voxelized urban area is shown in Fig. 4

Figure 4: An example of voxelized urban area

3.3.3 SOM (Static Object Map)

A High-precision 3D map typically contains static informa-
tion such as road link information, lanes, guardrails, road
signs, and pedestrian crossings at more accurate locations. It
gives the position of the road equipment and infrastructure,
but it lacks the shape information of the static objects. So,
we proposed a target object model of urban space called as a
Static Object Map (SOM) that provides the structure of static
objects in the static information layer. We extended the SOM
mechanism to semi-static and semi-dynamic information ap-
plications in identifying irregular objects such as road con-
struction, flooded areas, road defects, and so on. In this paper,
we represented the static object map (SOM) as a set of struc-
tured voxel grids with static, semi-static and semi-dynamic
information, which refers to parked cars, that are indicated by
red circle as shown in Fig. 5.

4 Proposed method

4.1 Overview

Figure 6 shows the overall system flow of the proposed method
to maintain and update SOM by acquiring LiDAR point cloud
data from autonomous vehicles with less communication traf-
fic at the server.
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Figure 5: An example of voxelized SOM

4.2 Sensing and Data Compression phase

We assume that all the autonomous vehicles and server
has the same version of SOM in voxel form. In sensing and
data compression phase, all the vehicles acquire LIDAR point
cloud data along it’s travelled route path and convert into vox-
els through voxelization process. Then each vehicle performs
difference extraction. In which, the vehicle extract differences
with the stored SOM and acquired LiDAR point cloud data.
The detailed explanation of voxelization process and differ-
ence extraction is explained in section 4.5. If there is any dif-
ference extraction, then the vehicle triggers control message
exchange protocol. Otherwise, there will be no communica-
tion established between vehicles.

4.3 Design of Control Message Exchange
protocol

The vehicles in the road traffic environment communicate with
each other within the IEEE 802.11p DSRC protocol. After
the sensing and data compression phase, if there is any differ-
ence extraction available at the sender vehicle, then the con-
trol message exchange protocol is performed. The sender ve-
hicle broadcasts the difference extraction LiDAR point cloud
data Edge ID’s of road_id list. The vehicle ID’s, edge ID’s
and road_id list of route paths are derived in section 3.2.1.
The flow of the control message exchange protocol is shown
in Fig. 7.

4.4 Design of a LiDAR point cloud data
exchange decision algorithm

During the sensing and data compression phase, the receiver
vehicle is also able to extract the difference in SOM and ac-
quired LiDAR point cloud data. The receiver vehicle receives
and checks the control message. The receiver vehicle com-
pares own road_id list with sender vehicle’s road_id list to
identify any overlapping road_id’s. Then the receiver vehi-
cle requests the sender vehicle for LIDAR point cloud data
of the overlapping road_id list as shown in Fig. 8. Next, the
sender vehicle sends only the difference extraction LiDAR
point cloud data of overlapping road_id list to receiver vehi-
cle. We consider IEEE 802.11p communication technology
to exchange LiDAR point cloud data between vehicles.

79



International Workshop on Informatics ( IWIN2023 )

v

Sensing and Data Compression

3

Control message
exchange protocol

!

LiDAR point cloud data Exchange
Decision Algorithm

|

LiDAR point cloud data
Aggregation Algorithm

!

LiDAR point cloud data Upload Timing

Decision Algorithm to server

I
v

Figure 6: A flowchart representing the overview of the pro-
posed method

4.5 Design of LiDAR point cloud data
aggregation algorithm

To aggregate point clouds measured from multiple vehicles,
data reduction and fusion must be performed due to limited
line speeds. Algorithms for data reduction include voxeliza-
tion and comparison with SOM, while point cloud synthesis
is an algorithm for fusing multiple point clouds.

In this study, voxelization is used to reduce the amount of
data in a point cloud and makes it easier to exchange point
clouds. Voxelization reduces the coordinate resolution of a
point cloud. By reducing the resolution, the absolute num-
ber of points in a point cloud can be reduced by combining
neighboring points into a single point cloud. It is possible
to eliminate duplicate point clouds. However, doing so may
result in a decrease in accuracy.

Let us consider the specific amount of point cloud deletion
on the surface area. Suppose that LIDAR, which can measure
240,000 points per second, evenly measures a surface with
an area of 24/m?. The original point density was one point
per cm?, but the data size of the point cloud was reduced by
constructing voxels with a side of 2.5 cm. This means that
for 1/m2, there are 1600 points, which means that for 24/m2,
there are 38,400 points. In other words, for a surface filled
with a point cloud of cm?, the point density can be reduced
to about 1/6 with a side of 2.5cm. We regard this process as
voxelization.

To give you an idea of the voxelization process, we pre-
pared a point cloud of the area near the fountain on the Hama-
matsu campus of Shizuoka University. The original point
cloud data visualized by Houdini which is a 3D computer
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Figure 7: Control Message Exchange Protocol Flow
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Figure 8: LiDAR Point Cloud Data Exchange Decision Algo-
rithm Flow

graphics (CG) software is shown in Fig. 9.

The point cloud in Fig. 10 is voxelized every 25 cm by
Houdini.

In this case, voxelization reduces the amount of data since
any number of points in a 25 cm square can be represented by
a single cube.

In addition to voxelization, difference extraction from the
SOM is used as an algorithm for data reduction. The original
point cloud is as shown in Fig. 11 (a). Figure 11 (b) shows the
extracted differences from the SOM. By extracting the differ-
ences, point clouds that overlap with the SOM can be found.
Therefore, point cloud data can be reduced.

Point cloud merging is a method of aligning and merging
point clouds measured from multiple vehicles. When point
clouds are merged, they combine into one single point cloud.
This allows multiple point clouds to be brought together and
consolidated into a master vehicle. Specific methods for merg-
ing point clouds include the ICP algorithm, which matches
the nearest points of two point clouds.

To compare the SOM and the synthesized point cloud with
minimal error, we did not use any synthesis algorithm that
is dependent on initial values or introduces errors but simply
captured the two point clouds from the same location and su-
perimposed them to reproduce the synthesized point cloud.
Since the ICP algorithm and other positioning methods do
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Figure 9: Raw LiDAR point data

Figure 10: 25cm-cube Voxelized data of Fig. 9

not remove duplicate point clouds, the point cloud synthesis
by superposition in this experiment does not differ from gen-
eral registration methods, such as the ICP algorithm in terms
of the amount of data.

4.6 Design of LiDAR point cloud data upload
timing decision algorithm

At this stage, the receiver vehicle contains the final aggregated
data of difference extraction LiDAR point cloud data of both
sender vehicle and receiver vehicle. Finally, the aggregated
data is sent within a timeout of (y) to the server as shown
in Fig. 12, via a cellular communication technology due to
its large bandwidth and wide coverage area. The reason for
timeout (Zp) is because the maximum update frequency varies
for static, semi-static and semi-dynamic applications. If the
aggregated data is not uploaded to the server within the desig-
nated timeout (%p), it will be considered as expired and even-
tually be discarded. So, we set a timeout (ty) to upload the
aggregated data to server.

5 Evaluation

To evaluate the proposed method, we have conducted an ex-
periment that involves the test data collected at Shizuoka Uni-
versity, Hamamatsu campus. The collected test data is pro-
cessed through computer simulations. A detailed explanation
of the experimental environment and configuration is given in
the following subsections.

International Workshop on Informatics ( IWIN2023 )

(a) before extracting the (b) after extracting the
differences differences

Figure 11: Extracting the differences between two point cloud
data

Receiver vehicle (V,): Server:

Aggregated LIDAR point
cloud data of V, &V,

LiDAR point cloud data upload to
server:

Figure 12: LiDAR Point Cloud Data Upload Timing Decision
Algorithm Flow

5.1 LiDAR point cloud data aggregation
5.1.1 Experimental environment and configuration

We conducted experiments on voxelization and difference ex-
traction from the SOM to decrease the data volume of the
point cloud.

The scanning time was set to 10.6 seconds and incremented
every 0.1 seconds for a total of 106-point cloud samples. The
reason for using 0.1 seconds as the unit is that the FOV cov-
erage of a typical LiDAR reaches its upper limit after 0.1 sec-
onds. According to Fig. 13 in the LIVOX AVIA User Man-
ual published by LIVOX 3, the scan pattern of LiDAR with
the conventional mechanism shows that the FOV coverage
reaches its upper limit at 0.1 seconds.

In this study, we utilized the LIVOX AVIA scan pattern,
which differs from conventional patterns. To adapt to the
conditions, we divided the point clouds into 0.1-second incre-
ments. Although LIVOX AVIA has the same pattern as the
conventional scan pattern, it is difficult to adjust the angle of
view and include the entire object because of the narrow FOV.
Therefore, a non-repeating scanning method with a wide FOV
coverage was adopted.

For the experiment, LIiDAR was initially positioned in a
stationary location, and point cloud V{, which solely con-
tains stationary objects, was created as a SOM. Additionally,

3SLIVOX AVIA User Manual, https://terra-1l-g.djicdn.com
/65c028cd298£f4669a7£f0e40e50ball3l/Download/Avia
/Livox%$20Avia%20User%20Manual%s20202204.pdf
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FOV Coverage (%)

Integration time (s)

Figure 13: Scaninng time comparison (from LIVOX AVIA
User Manual, p. 5)

LiDAR point clouds of V; and V, were prepared to include
stationary objects that were not present in the SOM V;. Li-
DAR point cloud V5 includes irregular objects in addition to
the stationary objects found in V;. And we estimate that V;
is a semi-static and V5 is a semi-dynamic data. The envi-
ronment of the experiment is as follows: an original LiDAR
point cloud as SOM, LiDAR point cloud with a new box, and
LiDAR point cloud with a new chair is shown in Fig. 14.

(a) Vp: original as
SOM

(b) V1: new box
adding to Vj

(¢) V5: new chair
adding to V;

Figure 14: Example measurement environment

The voxelization process utilized a LiDAR measurement
error margin of 2.0 cm, with each voxel having a side length
of 2.5 cm. The center of gravity of the point cloud existing
within the 2.5 cm unit delimitation was used as the represen-
tative value of a single voxel.

The comparison was performed using an algorithm that re-
moves all point clouds within 2.0 cm of the SOM (1)) from
V1 and V2.

The LiDAR has a measurement error of 2.0 cm. Any points
beyond this distance can be considered non-existent in the
SOM (V4). In other words, there is a high possibility that
objects that do not exist in the SOM are being measured, and
differential detection of point clouds is possible.

Ideally, the experiment should be conducted while in a mov-

ing vehicle with LiDAR sensor to accurately measure the point
clouds, which are closely linked to real-world traffic condi-
tions. However, the point cloud difference extraction method
used in this experiment is based on the SOM point cloud and
uses a simple method of deleting the point clouds measured
from vehicles that are within the threshold value. The point
cloud gathered by LiDAR while in motion may contain inac-
curacies from the IMU, GPS, and other sources, in addition
to errors from the LiDAR sensor itself. Therefore, if a point
cloud is extracted using a threshold value of 2cm measure-
ment error of LIDAR along with the errors of IMU and GPS,
it is likely that a considerable number of point clouds will be
excluded.

Hence, for this instance, we immobilized both the LiDAR
and the object, thereby constraining the error factor exclu-
sively to the LiDAR itself. This allows us to estimate the
amount of data to be deleted from the point cloud measured
from the vehicle.

5.1.2 Acquired LiDAR point cloud data and aggregated
results

First, each point cloud was voxelized. After performing vox-
elization, the average value of the total data count excluding
point group V{y (which represents the data for SOM) and the
reduction ratio can be summarized as follows. To calculate
the reduction ratio, we divided the number of points left after
voxelization by 24,000, which represents the number of sam-
plings done in a 0.1-second time frame. As shown in Table 2,
voxelization reduced the point cloud by more than 27.0%.

Table 2: Results after conducting voxelization
] H remaining points \ reduced ratio ‘
17333 27.8%
17169 28.5%

voxelization V3
voxelization V5

Next, a comparison was made between the point groups V;
and V5 with V), which is the SOM, to extract the differences.
The average of the total number of point clouds and the reduc-
tion ratio was as shown in the following Table 3. By compar-
ing the voxelized point cloud with the SOM, we reduced the
data amount by more than 95.0%. The reduction was calcu-
lated by dividing the number of voxelized points by the num-
ber of points remaining after comparing with the SOM. The
results of the difference extraction between V; and V5 using
SOM can be seen in Fig. 15. To enhance a clear visible dis-
tinction, both V; and V5 point clouds showcase a 10.6-second
duration instead of the previous 0.1-second representation.

Table 3: Results after differences extraction
H remaining points ‘ reduced ratio ‘

diff extraction V; 241 98.6%
diff extraction V5 755 95.6%

From here, both point clouds(voxel) V; and V5 are further
compared and the remaining point clouds are extracted. The
average of the total data amount and the reduction ratio was
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(a) V1 result (b) V5 result

Figure 15: difference extraction result

as shown in Table 4 below. The number of point clouds that
could be eliminated by performing the difference extraction
between V7 and V5 exceeded 84.0%. The reduction ratio was
calculated by dividing the number of points remaining after
the comparison of V; and V5 by the total number of points in
V1 and Vj; after the comparison with the SOM.

Table 4: Overlapped points of V; and V5
‘ | remaining points | reduced ratio |

[Viand V5 | 154 [ 846% |

As a result, the total number of original point clouds, V;
and V5, consisting of 48,000 points, were reduced to 154
points through voxelization, SOM, and comparison with the
aggregated point cloud. In other words, the data size could be
reduced to about 0.3% of the original data size.

Note that voxelization and difference extraction depends
on the size and shape of the object, so it is not possible to say
that they reduce the specific data size. In this experimental
data, the object volume occupied by the SOM is small, and
points within 2.0 cm of the object being compared were re-
moved during difference extraction. Therefore, the data size
may tend to be smaller than the actual voxelization and dif-
ference extraction performed.

In fact, the remaining points should be 241 as a result of
Table 4, but are smaller than 241 for the aforementioned rea-
sons.

In addition, the point cloud aggregation algorithm used in
this experiment is a simple superposition. Therefore, in a real
environment, there is a possibility that errors may occur in
the superimposed point cloud, and the detection distance and
other factors must be adjusted when performing difference
extraction.

6 Conclusion

Our proposed method not only reduces the network traffic
congestion, that is the communication load at the server but
also reduces the computational load on the server parallelly.
We fuse LiDAR point cloud data to not only remove the du-
plicate, redundant data but also increase the accuracy of the
collected data from the neighboring vehicles and piece the
missing data by exchanging data between other vehicles. We
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believe that in future work, SOM can be further extended to
the dynamic information layer of a dynamic map. In our pro-
posed method, we only considered two vehicles’ data, but in
future work, this scope can be expanded to identify the right
and wrong information which is an error data by judging the
collected data from more than two vehicles. Moreover, we
collected the test data from the University campus. As a fu-
ture work, We plan to expand this model by collecting the test
data from the real road scenario with 'n’ number of vehicles.
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Abstract -

IoT(Internet of Things) is being used as a system to collect
and utilize the vast amount of data from numbers of things.
LPWA (Low Power Wide Area) is payed attention as a com-
munication technology for IoT and amang them, we use Lo-
RaWAN. LoRaWAN has a problem of increasing frame col-
lisions as number of devices in the network increase. Frame
collisions happen when several devices transmit messeages
to base station at the same time and are more likely to oc-
cur as the number of devices increases. Existing studies have
proposed a method for scheduling the transmission timing of
devices to solve the problem. However, it is difficult to tran-
sit to a new method because existing studies require all de-
vices in the network to support the new protocol. Therefore,
in this paper, we present a scheduling method for LoRaWAN
to support a mixture of compatible and incompatible devices
by extending the MAC protocol of LoRaWAN. The mecha-
nism estimates the time of incompatible devices transmitting
messages and schedule transmissions sent by compatible de-
vices avoiding the time. The proposed method thus aims to
improve the scalability of the whole network.

Keywords: 1oT, LPWA, LoRaWAN, scheduling, commu-
nication protocol

1 INTRODUCTION

Recently, IoT(Internet of Things) is being called as a sys-
tem to collect and utilize a vast amount of data from many
devices. IoT devices require low energy consumption to run
on battery power and long-distance wireless communication
to perform small and infrequent packet exchanges. This type
of wireless communication technology is generally called as
LPWA (Low Power Wide Area), which includes several spe-
cific standards such as NB-IoT [1], SIGFOX [2], and
LoRaWAN [3], etc. Among them, LoRaWAN is suitable to
study new protocols because of its open deployment policy.
LoRaWAN is a communication protocol established by LoRa

Alliance, has an open specification, and uses unlicensed bands.

In the current protocol, LoORaWAN uses an ALOHA-based
protocol, which does not schedule transmissions. Class-A de-
vices send a data frame immediately without carrier sensing
when a data frame to send is ready. If there are a small number
of devices in a network, the probability of a frame collision
is low. However, if the number of devices in a network in-
creases, the probability of frame collision increases because
of the high density of transmissions. Due to the nature of the
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ALOHA-based MAC protocol, the scalability of LoORaWAN
is limited [4].

Therefore, several methods have been proposed for Lo-
RaWAN to optimize communication networks by scheduling
data frames. In these methods, all devices in the network are
required to implement the new protocol, so that it is hard to
transit from the current protocol to the new protocols.

In this paper, we propose a scheduling method for LoRa-
WAN to support a mixture of compatible and incompatible
devices by extending the MAC protocol of LoORaWAN. The
system first estimates the time when incompatible devices
send their data frames based on the records of past data frame
receptions. Next, the timing and the channel of transmissions
of compatible devices are scheduled by systems and are noti-
fied to the devices with ACK frames. The proposed method
thus aims to improve the scalability of the whole network by
controlling the transmission timings of devices to avoid colli-
sions.

The remainder of this paper is organized as follows. In
Section 2, we give an introduction to LoORaWAN networks.
Section 3 describes the details of our scheduling scheme. Fi-
nally, Section 4 concludes the paper.

2 LORAWAN

In the LoRaWAN protocol, many end devices communi-
cate with NS (Network Server) through GW (Gateway). GW
and end devices in a network of LoRaWAN make the star
topology of the network. The devices in a network seen are
listed as follows. End devices are placed in the network to
send data frames to GW. GW receives data frames from end
devices, then forwards them to NS as IP packets. NS man-
ages end devices in the network according to the LoORaWAN
protocol.

In the LoRaWAN network, end devices communicate with
NS through GW. The physical layer on which end devices and
GW communicate is LoRa modulation, and the physical layer
on which GW and NS communicate is Ethernet. All commu-
nications can be bi-directional, but mainly most of them are
uplink transmissions sent from end devices to NS. The timing
at which end devices listen to the channel is defined, at which
GW transmits downlink messages to end devices.

In the LoRaWAN protocol, the operation of end devices
is classified into three types, class-A, class-B, and class-C.
Class-A is the standard class, in which all end devices must
operate. End devices in class-A communicate with GW in-
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teractively in which each end device’s uplink transmission is
followed by two downlink receive windows. At each of the
downlink receive windows, GW sends an ACK frame when
confirmation is required. NS is allowed to send a MAC com-
mand with the ACK frames to manage end devices. Class-
A operation has the lowest power consumption among all
classes, in which end devices of class-A run on battery power
so that they sleep most of the time. Class-B is the opera-
tion that extends class-A, and end devices of class-B sleep
most of the time similarly to class-A. In addition to Class-
A, Class-B operation forces end devices to receive downlink
communications at regular intervals, which allows NS to peri-
odically control end devices, thereby the power consumption
with class-B operation is higher than class-A operation. Thus,
class-B operation seems to assume that the end devices are
equipped with a solar panel at least. Class-C is the operation
that further extends class-B. End devices of class-C always
listen to the channel, thereby class-C operation requires the
highest power consumption. Thus end devices of class-C are
assumed to have a power source. In this paper, we suppose
the most basic deployment scenario of LoRaWAN, and all
end devices are assumed to implement class-A operation.

3 SCHEDULING TRANSMISSIONS
3.1 Premise of The Method

In the proposed method, we assume that the LoORaWAN
network consists of end devices that are incompatible or com-
patible with the proposed method, and a single GW which can
receive uplink messages in multiple channels. In this paper,
for the sake of conciseness, we assume that all end devices
and GW use the same Spreading Factor (SF) value, and that
the transmission channels are limited to two of them, which
all LoRaWAN end devices must implement.

3.2 Overview of Sheduling Transmission
Method

The proposed method aims at reducing the number of frame
collisions with time-slotted scheduling. Time slots are de-
fined by dividing time per a certain length. In this paper, the
length of the time slot is determined according to the time
of transmitting an uplink message, i.e., end devices send one
uplink message at one time slot. Transmissions of compati-
ble end devices are scheduled to avoid collision with those of
other end devices in the network.

The first step, which is shown in Sec. 3.4 in detail, is to ob-
serve incompatible end devices transmitting the uplink mes-
sages and to estimate the timing at which they will send uplink
messages. Incompatible device is any device that is not com-
patible with the proposed method. With a certain amount of
time drift, incompatible end devices transmit uplink messages
periodically. Thereby, it is possible to estimate the timing at
which incompatible end devices send the uplink messages,
according to the records when GW receives the frames. The
second step, which is shown in Sec. 3.5 in detail, is to de-
termine when and on which channel, compatible end devices
transmit their uplink messages. After being informed of the
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schedule computed by GW, they transmit uplink messages ac-
cording to the schedule. Then, the probability of frame colli-
sion reduce because the schedule enables compatible end de-
vices to avoid frame collisions.

3.3 Alteration of Communication Procedures
and Format

In the proposed method, the downlink messages from GW
to compatible devices are extended to support scheduling func-
tions. Therefore, GW must distinguish compatible end de-
vices from incompatible devices. A schedule request as the
MAC command from an end device indicates it is compatible,
whereas no schedule request from the end device indicates
that it is incompatible with the proposed method. Sending
the MAC command to GW, the compatible end devices in-
form their transmission interval and request to schedule their
transmissions.

Figure 1 shows the process in which compatible end de-
vices inform the transmission interval to GW and obtain their
schedule in return. Note that the end devices are assumed
to have completed the join procedure before this trasnaction.
A compatible end device ¢ transmits a data frame attached
with the MAC command, which is newly defined in the pro-
posed method, to inform its transmission interval. When GW
receives the data frame, GW schedules the transmissions of
device ¢, and replies the transmission schedule expressed as
the offset, where offset is the value to shift the next transmis-
sion timing. The MAC command, ScheduleRequest, is newly
defined, by which the compatible devices inform their trans-
mission intervals. Figure 2 shows the frame format of Sched-
uleRequest command. The transmission intervals of the com-
patible end devices are assumed 10 minutes, 15 minutes, 20
minutes, and 30 minutes, and those four kinds of transmission
intervals are denoted using 2-bit. According to the transmis-
sion interval of the device, GW determines the transmission
schedule.

A compatible end device which completed the join proce-
dure to the network sends data frames with ScheduleRequest.
If this is the first time transmission for the device, it sends
the ScheduleRequest at an arbitrary time according to the Lo-
RaWAN protocol. After GW receives the ScheduleRequest,
the transmission schedule is determined according to the me-
thod presented in Sec. 3.5. After the transmission schedule is
determined, GW supplies the schedule for the compatible end
device using the MAC command called InformOffset.
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Figure 2: Frame format of ScheduleRequest
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Figure 3: Frame format of InformOffset

The InformOffset is also a newly defined MAC command
to inform the offset and the frequency channel of the com-
patible end devices. The offset is the value to force the end
devices to change the next transmission timing. The offset, o,
is determined as follows.

0= tneact - (tr + L)a (1)
where ¢, is the last receive time from the compatible end de-
vice, tpeqt 1S the estimated next transmission time and I; is
the transmission interval of the device i, respectively.

Figure 3 shows the frame format of InformOffset command.
In the InformOffset command, the pair of the OffsetSeconds
and the OffsetFractionalSecond fields stand for o by 3 bytes.
The OffsetSeconds field represents the integer part of o rounded
down to the nearest whole number. The OffsetSeconds is a
positive number when o is a positive number, and a negative
number when o is a negative number. The OffsetFraction-
alSecond field denotes the decimal point of o in 256 steps.
On the other hand in the LoORaWAN protocol, the frequency
channels are denoted by 3 bytes. Using this representation,
the Freq field denotes the frequency channel by 3 bytes in
which the end device transmits the uplink messages. When
the compatible end devices receive the InformOffset, they set
the channel and the time of the next transmission according
to the InformOffset. The time interval until the next transmis-
sion is I; +o and after that the intervals are o, i.e., o is effective
until the device receives another InformOffset. The devices
do not change the transmission channel until the device re-
ceives another InformOffset, too. The compatible end devices
act like incompatible end devices if the devices do not re-
ceive the InformOffset in responce for their ScheduleRequest
commands consecutively, regarding the scheduling process as
wrong. Even if the compatible end devices transmit when the
time is not in the schedule, GW computes their new schedules
based on the latest receive time and replies the InformOffset.

3.4 Estimate Transmission Timing of The
Incompatible Devices

To avoid collisions between transmissions of compatible
and incompatible end devices, it is necessary to estimate the
time at which the incompatible end devices transmit. Gener-
ally speaking, end devices get a large time error while they
sleep. This time error causes the end devices to shift their
transmission time. Under the effect of the time errror, GW
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performs the following procedure to estimate the time at which
the incompatible end devices transmit as accurate as possible.

When GW receives the uplink messages from the incom-
patible end devices, GW stores the reception time on the re-
ception record table. The number of reception time records
per device is IV, and so if the records exceeds IV, the earli-
est record is deleted. If incompatible end device’s reception
records are more than k, the average interval of the reception
time from the device is computed. This is to reduce the affec-
tion of the time error.

The average interval of reception time from the device ¢ is
defined as the estimated transmission interval and expressed
as I;. With this value, we estimate the transmission timings
until 7" minutes away fram the current time. Given the latest
reception time being ¢,., GW estimates the device’s transmis-
sion schedule k times as t,. + I;, t,. + 21, ...... ,t.+kI;, where
k is the quotient of 1" divided by I;.

In the proposed method, the schedule array is used to man-
age the above transmission schedule of all the end devices.
Let the length of a time slot be ¢, then the number of slots M
in T' is expressed as M = rz In the schedule calculation, we
assume that sy corresponds to the latest reception time, and
that the slots are given as S = {sg, $1,...,8ym—1}. In the
schedule array, each slot s; holds the list of the device IDs at
which the device is estimated for transmission. If there is no
device to be transmitted in slot s;, the corresponding list is
null. After estimating the transmission slots of the incompat-
ible end device,GW uodates the transmission schedule array,
by first deleting all the past estimation and then adding the
newly estimated slots to the array. In addition, GW sends the
ACK message one or two seconds later after receiving the up-
link message. If the data frame requires GW to send the ACK
frame to the end device, the slots at which GW must transmit
the downlink messages are scheduled, too.

3.5 Schedule The Transmission of The
Compatible Devices

After receiving an uplink message from a compatible end
device, GW calclates the transmission schedule of that de-
vice, and sends an ACK frame with the offset, which is the
value indicating how much time that device must shift the
next transmission. Receiving the offset with the ACK frame,
that device changes the scheduled time of the next transmis-
sion accordingly.

On calculating the transmission schedule for the end de-
vice, GW selects the best offset having the lowest cost among
all candidate offsets. We let the required transmission interval
of compatible end device ¢ is I;, the time duration to calcu-
late schedule is 7', the length of the slot is ¢, the number of
slots in [; is J; = tI— and that in T is M = % The off-
set candidate sets Ocana = {[—%1,...,—1,0,1,..., %]}
represents the starting time of slots in a single transmission in-
terval I; from half before to halfvafter one cycle with respect
to the first slot sg, i.e., the current time. The schedule S, is
the set of the transmission slots at which the device transmits
the uplink messages every J; after the current time, defined
for each offset candidate o. Since the current time expresses
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Figure 4: The example for s; and stete

slot sg, it is defined as S, = {So4xJ, }, Wwhere k =1,2,3, ...
and0 <o+ kJ; < M.

The cost for the offset candidate 0 € O.4,q has two indi-
cators, one evaluates the risk of collisions with other trans-
missions for each transmission, and the other evaluates the
degree of time difference the device is forced to change its
transmission time. The candidate offset with the lowest cost
is adopted for the transmission schedule for the device. The
cost C(o) for the offset candidate, o, is defined as follows.

C(0) = aCrpi(0) + (1 — a)Cine(0), )

where C..,;(0) is the collision cost and Cj,,+(0) is the interval
change cost, and « is the constant given in advance, which
takes balance between those two costs.

The collision cost C..; (-) is aimed at preventing to allocate
slots whose nearby slots have already been used by another
device. In the LPWA network, most end devices may transmit
uplink messages out of the allocated slots because of their low
accuracy clock. Thereby, it is desirable that the slots sched-
uled for the devices are far from each other to decrease the
probability of frame collisions. Terefore, C.,;(-) is defined
to take value if the allocated slots are closer to other occu-
pied slots. The collision cost C!, of the slot s, is defined as

follows.
1 n 1
55 — S:’arly +1 Séate — s + 1 )

3

is the closest occupied slot earlier than s;(=
is that later than s;. Figure 4 shows the ex-

ample s¢°" and slo*. There are four occupied slots, and
£ and slote are the closest ones earlier and later than s;.

By summing the collision costs of the slots corresponding
to an offset, the collision cost for the offset candidate o is

defined as follows.

C’col (0) = Z

5t€S8,

., T—kI
C(col = T

where s

lat
30+kJ,-)7 Sta ¢

c:

col*

“

On the other hand, C;,,;(-) is the interval change cost aim-
ing at avoiding large data interval alteration for each device
in case of resheduling. It is desirable that the transmission
interval of end devices does not change largely because IoT
devices are required to transmissions regularly. Since larger
offset means larger change in interval, the interval change cost
Cint(+) should also be larger. The interval change cost is de-
fined as follws. o
The cost is defined as the ratio of the offset value o to the
number of the slots in the transmission interval J;. Since J;
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varies for each device, this cost function takes into account
the difference of transmission intervals among end devices.
Finally, the offset o adopted as the transmission schedule for
the device is defined as follows.

0% = argmin C/(o).

0€0¢and

(6)

After determining the optimal offset 0%¢, GW reflects the
scheduling result on the schedule array. First, the device ID
¢ are all removed from the array and write the transmission
schedule on the array, where the schedule 0% is
Spad = {Spad iy, }, B =1,2,3,... Second, it is necessary to
take into account the timings at which GW sends the down-
link messages, which are one and two seconds later. Thereby,
for each s; € S, .a added into the schedule array, we add the
device ID 1 to slots s, and s;,, which are corresponding to
Rx1 and Rx2 respectively. The schedule is computed in this
manner and the offset o for the device is determined. This
value of o is sent to device ¢ in the InformOffset command
attached to the ACK frame.

4 CONCLUSION

In this paper, we proposed a scheduling method for the Lo-
RaWAN network which supports a mixture of incompatible
and compatible devices with the proposed method. In the
current protocol, since the ALOHA-style protocol does not
control end devices to avoid collision, the devices transmit
the uplink messages at arbitrary timings.

However, frame collisions are more likely to occur as the
number of the end devices increased. The proposed method
is aimed at improving the scalability of the LoORaWAN net-
work by using the schedule array with time slots and by sup-
plying the transmission schedule to compatible devices with
the MAC command. First, the network server estimates the
timings at which each incompatible device transmits and GW
receives the uplink messages from the incompatible device in
the future. Next, GW determines the transmission schedule
of each compatible device when GW receives the uplink mes-
sages from the compatible device. When GW computes the
transmission schedule for each compatible device, it consid-
ers the fluctuation of the transmission interval and the risk of
frame collisions. The proposed method thus aims to improve
the scalability of the whole network by controlling the trans-
mission timings of devices to avoid collisions.
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Abstract - Internet of Things (IoT) services are currently
being introduced in various fields. This has led to a marked
increase in the number of connected loT devices. To
accommodate them efficiently, a platform that lightens
processing is considered necessary. One such platform is the
loT Data Exchange Platform (loT DEP) standardized by
ISO/IEC JTC1/SC41, which is a platform architecture that
actively utilizes Pub/Sub type communication. This paper
compares Message Queuing Telemetry Transport (MQTT)
and Data Distribution Service (DDS), which are
representative of Pub/Sub type communication, for the
realization of loT DEP. Comparison items are shown
qualitatively in terms of protocol positioning (scope of
specification), popularity, components, performance, quality
control, security, etc. The results of the performance
evaluation when discards were given showed that MQTT
showed superior values in terms of both traffic volume and
traffic stability compared to DDS. In terms of quality
control, DDS is superior to MQTT because, in addition to
guaranteed delivery, it is possible to set the timing of
transmission and the deadline for transmission. Similarly,
for security, DDS, which is configured with common access
control settings, is considered superior to MQTT. Based on
these results, MQTT is applied to End Point connections,
prioritizing dissemination and lightweight. For interworking
points, it is appropriate to apply DDS, which does not
require a broker, and to operate as a distributed broker for
MQTT.

Keywords. 10T DEP, 10T Platform, message type
communication, MQTT, DDS

1. Introduction

In recent years, Internet of Things (lIoT) services have
been introduced in various fields. This has led to a
significant increase in the number of connected 10T devices,
and with the increase in 10T devices comes the need for the
ability to synchronize state and data among multiple 10T
devices [1]. For example, in a typical 10T architecture, it is
commonly considered to apply an Internet to the Network
layer. A typical 10T architecture model is shown in Fig. 1. In
conventional Internets, TCP/IP is used for network access,
and HTTP or HTTPS is generally applied to the application
layer protocol. In this case, TCP/IP, which is a connection-
based communication, requires the execution of 3-way
handler education, which complicates the sequence and
thereby significantly increases the required bandwidth. In
addition, the conventional Internet requires a
communication sequence that includes data and address
resolution by the Domain Name System (DNS) each time an
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end device sends data. In addition, the operational burden of
managing communication routes from a huge number of end
devices also increases. From these perspectives, it can be
said that the conventional Internet is not necessarily suitable
for loT communication. In addition, if minute data sent from
10T devices is transmitted by conventional methods, the
control data becomes large and inefficient. To accommodate
these efficiently, a platform that is lightweight in processing
is considered necessary. To support this, topic-based
publication/subscription (aka pub/sub model) is considered
the most widely used communication method, and several
implementations are available for field applications [2]. One
such implementation is the IoT Data Exchange Platform
(loT DEP), which is being standardized at ISO/IEC
JTC1/SC41 under the initiative of this university. This study
compares Message Queuing Telemetry Transport (MQTT)
and Data Distribution Service (DDS), which are
representative of Pub/Sub type communication, aiming to
realize loT DEP.

‘ Service #1 ‘

|Service #2 | ‘Serw’ce #n-1 ‘ ‘Serv‘\ce #n-2 ‘

Fig.1 Typical architecture model

2. Overview of IloT communication and

related areas
In this section, we will organize the situation surrounding
IoT communications and provide an overview of the
conditions and requirements for loT communication
applications and the relevance of the loT reference model
and platforms.

2.1. 10T Reference Model and Platforms

Various 10T reference models have been discussed in
various countries, including RAMI4.0 (German: Reference
Architecture Model for Industrie 4.0), IRA (U.S.: Industrial
Internet Reference Architecture), and VI (Japan: Industrial
Value chain Initiative). These overviews are publicized in
[4] and elsewhere. In this context, the 10T reference model
was specified by JEITA in 2019 for a wide range of
purposes, including the dissemination of loT systems,
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standardization of loT architectures, and dissemination of
loT platforms.

Cite [3]. The model consists of a Value Chain axis (X-
axis) indicating the purpose and business flow of the entire
I0T service, an Interoperability axis (Y-axis) indicating the
connection of information. The model consists of the
Interoperability axis (Y-axis), which indicates integration,
and the Zoon axis (Z-axis), which indicates the spread of
services. Among these, the Y-axis and Z-axis, which are the
key axes for a bird's-eye view of the 10T platform, are used
to classify the loT platform as shown in Fig.2.

-
. Platform3 : Data Distribution

*Y (Interoperability)

Business

Service Governance ‘

/Utilization
Monitoring and .
Information | Control ‘ ~ Platform2 : Data model
Communication | Security Resilience -‘Platforml * Communication protocol

Local Function|| Hardware Shape

|| /Coupling of interfaces
Component ||
.

Z(Zone)

v

Fig.2 Positioning of 10T Platforms

‘ Enterprise | |Inter—ente|‘prise

Fig.2 shows the part of [3] that is necessary to discuss loT
platforms. As shown in [3], 10T platforms exist for Site
(within a company), Enterprise (between sites), and Inter-
enterprise (between organizations), and can be divided into
Communication  (network: communication protocol),
Information (information processing: data model), and
Service (service: data distribution/utilization). Information
processing: data model), and Service (provisioning service:
data distribution/utilization). In this report, Platform 1,
Platform 2, and Platform 3 will be referred to as Platform 1,
Platform 2, and Platform 3, respectively, with Platform 1
being the main focus.

2.2. Requirements for 10T communication

The current Internet mechanism incurs overhead in data
transfer. When the frequency of data transfer is high, it
causes significant problems for the communication network.
Lightweight communication methods need to be introduced
to solve this problem. Many loT applications require public
networks, and these applications need to coexist with
traditional applications such as e-mail, video distribution,
and IP telephony. However, 10T applications can benefit

from lightweight communication architectures and protocols.

Therefore, approaches and solutions for traditional and loT
applications should be specified. Many IoT applications
require the efficient transfer of a huge number of small
packets with small data blocks over the network.
Furthermore, the required communication quality also
depends on the type of application: application layer
protocols such as HTTP require a TCP 3-way handshake
and IP-based routing. Therefore, these protocols are not
suitable for the widespread use of loT.

There are requirements for the protocols to be used for
data communication. One is lightweight protocol overhead:
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10T applications require high-speed processing of tiny data
generated by a huge number of devices. This means that a
lightweight protocol must be used to transfer those data. In
addition, 10T applications may require real-time rather than
reliable transfers. As with lightweight protocol headers, a
simplified communication sequence is desirable. Next is the
QoS control function for each loT application. Since each
10T application may require different QaS, it is necessary to
provide a flexible QoS control function. When multiple
applications are multiplexed, the current Internet provides
these functions to each IP flow. Finally, reliable
transmission independent of TCP connections. The current
Internet can reliably transmit data even when some of the
applications multiplexed onto the connection require real-
time transmission rather than reliable transmission. One of
the factors for this is the establishment of TCP connections.
However, when TCP connections are established, large
delays occur when real-time transmission is required. By
making it selectable for each application, highly reliable
transmission independent of TCP connections can be
realized.

3. Overview of 10T DEP

This section provides an overview of the loT DEP and
describes the relationship between this standardization
initiative led by the University and the verification of
principle that is underway in parallel. We also identify
issues for 10T DEP implementation and select topic-based
Pub/Sub type communication to be addressed in this report.

3.1. Standardization on lIoT-DEP

The following is an overview of the 10T data exchange
platform (lIoT DEP) that the author and others are promoting
as an example of Platform 1. For more information on loT
DEP, please refer to [5]-[7], etc.

The loT, in which all things are connected to the Internet,
is a technology that is currently attracting a lot of attention,
but as 10T devices become more widespread, the current
Internet communication standards will become inconvenient.
However, as 10T devices become more widespread, the
current communication standards for the Internet will
become inconvenient. In addition, an analysis of 10T use
cases has been conducted, and the results indicate the need
for a platform that is lightweight in its communication
processing and abstracts the physical network. Based on the
results of this study, the 10T DEP is the specification of a
new platform that can be commonly applied to applications.

10T DEP is a platform architecture that actively utilizes
Pub/Sub communication, an loT-specific communication
method that enables more efficient data transfer than
conventional communication methods using IP addresses
and DNS servers. To achieve lightweight communication,
Information Centric Network (ICN) technology, which is
not bound to IP addresses, is applied to end devices and
servers, while dedicated paths connect multiple Nodal
Points in the 10T DEP network. The 10T DEP network
consists of dedicated paths connecting multiple Nodal Points.
10T DEP functions are implemented in Nodal Points. This
enables the IoT DEP to operate on the existing Internet and
to be compatible with existing protocols such as Hypertext



Transfer Protocol (HTTP) and File Transfer Protocol (FTP),
and to realize the transfer of a huge amount of data.

To briefly summarize the advantages of IoT DEP, access
to a DNS server is not required, and because ICN
technology is used, less header information is required,
resulting in smaller communication data volume. As a result,
low latency can be achieved. It is also possible to operate on
the existing Internet.

IoT DEP is being standardized by ISO/IEC JTC/SC41 as
ISO/IEC30161 series. Table.1 summarizes the relationship
between the promotion of this standardization and the
verification of principle that is being conducted in parallel
with it in Fig.3.

Table.1 Scope of ISO/IEC30161 series

Part Contents
Partl - Requirement

- Architecture

- Functional block definition
Part2 | - Functional definition of Nodal Point

+ Coordinated control between Nodal Points

1 = l
End points End points
N Nod_al po.in.(s.
» B e —
|

B Internet

Edges of IoT DEP nef

: .\ ’\ \ IoT DEP networ]

Principle verification

Nodal Point to Nodal Point
Interface Verification

Service Specifications
and Interface Verification

Connection between ICN
and DEP Network

Fig.3 International standardization and proof of principle
of 1oT DEP

In Table.l, these standards provide requirements and
architecture. Detailed protocols are positioned as
implementation issues. However, we are currently verifying
the principles within the framework specified in these
standards.

The following three points are the key points of the proof-
of-principle. In the verification of principle, priority is given
to the application of MQTT to the ICN portion of Fig.3.

(i) Service specification and interface verification:
Information from various sensors, etc., is analyzed and
transferred to the payload of MQTT's Publish message. The
format of information from sensors, collection period, etc.
are parameters.

(i) Connections between ICN and DEP networks:
Connections between MQTT and the edge of the DEP
network (implementation of gateway functionality).

(iii) Interface verification between Nodal Points: The
connection between Nodal Points is between the loT DEP
middleware, which applies a simpler scheme than IP-based
routing in the Internet. The schemes are summarized in [8]
and can be categorized as shown in Table.2.
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Table.2 Classification of Nodal Point-to-Nodal Point

Control
Dynamic Static
(iv) Approachl Approach4
v) Direct Approach2 Approach5
Indirect Approach3 Approach6

In Table.2, (iv) is a method that transfers the information
request (equivalent to "Subscription™ in the case of MQTT),
and (v) is a method that transfers the information itself
(equivalent to "Publication” in the case of MQTT). In the
case of response-driven, the method in which the
information itself is transferred directly into the network is
called Direct, while the method in which only the ID of the
information is transferred and the information itself is
offloaded by a network other than the loT DEP (e.g.,
existing Internet) to reduce the amount of traffic is called
Indirect. In Table 2, Approach 4 and 5 are shown in [9],
Approach 6 in [10], and Approach 2 in [11].

3.2. Future challenges for 1oT DEP

As described above, the IoT DEP so far has applied
MQTT, a typical Pub/Sub type communication between
ICNs, to achieve higher speed and lower latency compared
to the existing Internets. However, there are still some issues
to be solved in the coordination and control between Nodal
points. For example, the connection between Nodal Points
of the 10T DEP in [9] is realized by connecting distributed
brokers of MQTT with a virtual ring. However, this method
increases the delay time on the virtual ring, and the problem
between Nodal Points needs to be solved to implement loT
DEP. Therefore, this report presents a proposal for practical
application of l1oT DEP by qualitatively comparing MQTT,
which has already been applied as a connection method
between Nodal Points in loT DEP, and DDS, a
communication protocol that does not require a Broker.

4. Summary of MQTT and DDS
This section provides an overview of Pub/Sub type
communication, and outlines MQTT and DDS.

4.1 Publish/Subscribe type communication

Publish/Subscribe  type communication refers to
communication for sending and receiving messages with the
sender as the Publisher and the receiver as the Subscriber.
Conventionally, to send and receive messages, it is
necessary to prepare a Broker to mediate messages between
the Publisher and Subscriber, and MQTT uses this method.
Fig.4 and Fig.5 show the configuration diagrams of MQTT
and DDS.

Fig.6 shows a configuration diagram of the
communication method using HTTP. In the conventional
communication method, it is necessary to convert a URL to
IP, go through a DNS server, and then connect to a data
server. In MQTT, however, a Broker is placed between the
Publisher and the Subscriber, and connection control
between the Publisher and the Subscriber can be simplified
through the Broker. DDS does not require a Broker, but
instead allows data servers to communicate directly with
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each other. This eliminates the need to access a DNS server,
which is necessary with conventional communication
methods, thereby preventing delays and congestion. This
means that Pub/Sub communication is lighter in weight than
conventional communication methods.

MQTT

Subscribe

Publish

Publish
Publisher Broker Subscriber
Fig.4 MQTT communication
DDS
Subscribe
Publish
Publisher Subscriber

Fig.5 DDS communication

Conventional communication
« methods (HTTP)
@ Convert URL to IP

—

@ Connect to Server

DNS Server

|

Sensor or data user

Data server

Fig.6 Configuration diagram for HTTP communication

42. MQTT

The Message Queuing Telemetry Transport (MQTT)
protocol [12], developed by IBM and now an OASIS
standard, is a lightweight message-oriented protocol [13]
and a topic-based Pub/Sub type communication. MQTT can
operate over TCP/IP and requires a Broker to exchange data.
In practice, the Broker is a server to which clients can

publish/subscribe topics, and message traffic goes through it.

Clients can also authenticate to the Broker by accessing with
a user name and password. SSL/TLS [14] encrypts the
security of messages [15].

MQTT communicates by specifying the unique name of
the information to be acquired. This unique name is a
hierarchical name address called a Topic, and MQTT
communicates by specifying a unique name called a Topic.
Topics have a hierarchical structure, which can be created
by separating each Topic with "/* when describing it. For
example, KIT/GSE/LAB can be used to create a hierarchical
structure as shown in the figure. In this case, use the "#" and
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"+" symbols. The following is an example of a topic to be
specified.
Exact match : KIT/GSE/LAB
Left-hand match : KIT/GSE/#
Partial match : KIT/-+/Floor

The system is designed to receive only those items
specified in this way.

MQTT implements three guaranteed delivery functions.
QoS0 (non-guaranteed delivery), QoS1 (guaranteed
delivery), and QoS2 (non-overlapping guaranteed delivery)
can be set, respectively. Fig.7 shows the communication
sequence for each QoS function.

Publisher Broker Subscriber
Publish Publish
In case of QoS1
Publisher Broker Subscriber
Publish Publish
PUBACK. PUBACK
In case of QoS2
Publisher Broker Subscriber
Publish Publish
PUBREC PUBREC
'PUBREL  PUBREL
!‘UBCOM[" EUBC OMP-

Fig.7 Communication sequence of MQTT QoS function

QoS0 has no delivery guarantee and only sends a Publish
message once, which is suitable for frequent transmission of
sensor data over time. QoS1 provides more reliable
communication than QoSO by sending a delivery
confirmation message called PUBACK to the Publish
message and guaranteeing delivery once. QoS2 provides
more reliable communication than QoS1 and is the most
reliable in MQTT. Compared to QoS0 and QoS1, QoS2 is
used when the number of communications is higher than
that of QoS0 and QoS1, but when data is to be sent reliably.
MQTT is used when you want to send data reliably. In this
way, MQTT provides delivery assurance with three QoS
functions.

4.3. DDS

Data Distribution Service (DDS) is data-centric
publication and subscription middleware for highly dynamic
distributed systems [19], standardized by OMG (Obiject
Management Group) [16]. Data is published to a DDS
domain, and subscribers can subscribe to data from that
domain without knowing the source or structure of the
information. DDS offers a wide range of QoS parameters
such as durability, lifetime, presentation, reliability, and
delivery time [17]. According to the OMG website, DDS is



one of many protocols used in industrial sectors such as
railway networks, air traffic control, smart energy, medical
services, military and aerospace, and industrial automation
[18].

Like MQTT, DDS is a topic-based Pub/Sub type
communication, and has in common that the quality control
function called QoS can be used to set the guaranteed

delivery level and that it is implemented by middleware [21].

One difference is that MQTT operates over TCP/IP, while
DDS can operate over UDP and TCP. Another difference in
design is that MQTT requires a Broker, whereas DDS does
not require a Broker and allows direct communication
between Publishers and Subscribers. DDS can also provide
real-time, many-to-many managed connections [20].

5. Comparison of MQTT and DDS for

connection between Nodal Points
In this section, we will qualitatively compare MQTT and
DDS and describe the comparison results with references
and other information. Based on the comparison results,
advantages and disadvantages in MQTT and DDS will be
identified.

5.1 Comparative verification

Comparison of MQTT and DDS. In Table.3, we show the
comparison results in MQTT and DDS based on the
literature in [24] and the results of the performance
evaluation conducted in this study. The number of +
indicates a superior characteristic.

Table.3 Comparison MQTT and DDS

MQTT DDS
Layer Application Application
Layer Layer, Data
Model
Popularity +++ +
Architecture Pub/Sub Pub/Sub
/Broker
Performance ++ +
QoS ++ ++
Security + ++

In Table.3, with respect to penetration, MQTT is one of
the most used messaging protocols by developers, whereas
DDS is not supported on existing 10T Platform platforms
[21]. A clear difference between DDS and MQTT in terms
of components is that MQTT has a Broker and DDS does
not; MQTT ensures security by requiring a Broker, whereas
DDS is configured with common access control settings,
The absence of a Broker does not undermine security [22].
In terms of quality control, DDS is superior to MQTT in that
all data requires a QoS contract, and in addition to
guaranteed delivery, the timing of transmission and the
deadline for transmission can also be configured. One of the
factors that make DDS superior in terms of security is that it
is equipped with access control plug-ins, such as Mosquitto,
which implements access control by user/password or RSA
authentication for the Subscriber and Publisher of a
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specified topic. Although some MQTT protocols, such as
Mosquitto, implement access control by user/password or
RSA authentication for the Subscriber and Publisher of a
given topic, the protocol itself does not specify access
control, and is considered less secure than DDS [23].

6. Performance evaluation

In this section, performance evaluation is conducted
under the following conditions in order to evaluate the
"performance” item shown in Table.4 on actual equipment.
The evaluation results are also discussed and explained.

6.1. Configuration

Next, performance evaluation is performed under the
following conditions: MQTT is based on TCP, DDS is
based on UDP and TCP, and QoS is set to QoS0 (non-
guaranteed delivery) for MQTT, Besteffort (non-guaranteed
delivery) for TCP-based DDS, and Reliable for UDP-based
DDS. The Reliable setting refers to the state in which the
ACK return function that is originally performed over TCP
is added. In addition, experiments will be conducted using
two Raspberry Pi, with the same Raspberry Pi used as the
Broker and Subscriber for MQTT. In order to clearly show
the difference in performance between the two, the
Publisher side will be given 1% and 10% discards for
verification, and the data will be observed using Wireshark.
The protocol stacks of MQTT and DDS are shown in Fig. 8,
and the configuration diagram for performance evaluation is
shown in Fig. 9.

UDP or TCP

P

Fig.8 Protocol Stack

MQTT

MQTT
Publisher \ L2 Network L2 " Broker + Subscriber
Sw emulator Sw
pps | I~ DDS
Publisher Subscriber

Fig.9 Configuration diagram

6.2. Verification Results

6.2.1. Measurement results in Wireshark

As a representative example of Wireshark results measuring
message transmission, Figs. 10 through 12 show the results
of MQTT and DDS measurements at 1% waste. In these
results, RTPS refers to DDS. These data were taken from
Wireshark, which was used for the observation. The traffic
for MQTT is the smallest for message transmission, while
the traffic for DDS is almost the same, but the traffic for
ACK is higher for UDP than for TCP, resulting in a
difference in the traffic for message transmission. The
difference in the traffic for message transmission is due to
the higher ACK traffic for UDP compared to TCP.
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30 1.121174062  169.254.79.7 169.254.95.89 RTPS 582 INFO_DST, INFO_TS, DATA(r), HEARTBEAT
32 1.122125156 169.254.95.89 169.254.79.7 RTPS 106 INFO_DST, ACKNACK

33 1.123251510 169.254.95.89 169.254.79.7 RTPS 106 INFO_DST, ACKNACK

34 1.123645572  169.254.95.89 169.254.79.7 RTPS 58 PING

351.123817187  169.254.95.89 169.254.79.7 RTPS 110 INFO_DST, HEARTBEAT

36 1.124179635  169.254.79.7 169.254.95.89 RTPS 60 PING

37 1.124874687  169.254.79.7 169.254.95.89 RTPS 106 INFO_DST, ACKNACK

38 1.125155052  169.254.95.89 169.254.79.7 RTPS 142 INFO_DST, GAP, HEARTBEAT

39 1.125248437  169.254.95.89 169.254.79.7 RTPS 110 INFO_DST, HEARTBEAT

40 1.126060781  169.254.79.7 169.254.95.89 RTPS 106 INFO_DST, ACKNACK

46 2.122919687  169.254.95.89 169.254.79.7 RTPS 150 INFO_TS, DATA -> Example HelloMsg

47 2.322540937  169.254.95.89 169.254.79.7 RTPS 110 INFO_DST, HEARTBEAT

48 2.323855468  169.254.79.7 169.254.95.89 RTPS 106 INFO_DST, ACKNACK

53 3.123483957  169.254.95.89 169.254.79.7 RTPS 150 INFO_TS, DATA -> Example HelloMsg

54 3.123738436  169.254.95.89 169.254.79.7 RTPS 110 INFO_DST, HEARTBEAT

55 3.124843436 169.254.79.7 169.254.95.89 RTPS 106 INFO_DST, ACKNACK

62 4.108941040 169.254.95.89 169.254.79.7 RTPS 110 INFO_DST, HEARTBEAT

63 4.109810155 169.254.79.7 169.254.95.89 RTPS 106 INFO_DST, ACKNACK

64 4.124089061  169.254.95.89 169.254.79.7 RTPS 182 INFO_TS, DATA -> Example HelloMsg, HEARTBEAT
65 4.125283488 169.254.79.7 169.254.95.89 RTPS 106 INFO DST. ACKNACK

Fig.10 Packet capture with 1% DDS UDP loss

19 0.385420417 169.254.79.7 169.254.95.89 TCP 66 7101 » 40170 [ACK] Seq=1 Ack=89 Win=509 Len=@ TSval=3
20 0.386047917 169.254.79.7 169.254.95.89 TP 66 51778 + 7100 [ACK] Seq=145 Ack=169 Win=17188 Len=0 TS
21 0.386087656  169.254.95.89 169.254.79.7 RTI-TCP 234 Server Logical Port Error, Server Logical Port Error
22 0.386853698 169.254.79.7 169.254.95.89 TCP 66 51778 + 7100 [ACK] Seq=145 Ack=337 Win=17456 Len=0 TS
24 1.377350104 169.254.95.89 169.254.79.7 RTI-TCP 102 Server Logical Port Request (7418)

25 1.377556562 169.254.95.89 169.254.79.7 RTPS 758 INFO_TS, DATA(p)

26 1.378460625 169.254.79.7 169.254.95.89 RTI-TCP 150 Server Logical Port Error

27 1.378522552  169.254.95.89 169.254.79.7 RTI-TCP 174 Server Logical Port Request (7416), Server Logical Po
28 1.378708437 169.254.79.7 169.254.95.89 TCP 66 7101 » 40164 [ACK] Seq=1 Ack=1385 Win=501 Len=0 TSval
29 1.379406458 169.254.79.7 169.254.95.89 RTI-TCP 150 Server Logical Port Error

30 1.379437187 169.254.95.89 169.254.79.7 Tce 66 40162 » 7101 [ACK] Seq=289 Ack=505 Win=17724 Len=0 TS
31 1.380118125  169.254.79.7 169.254.95.89 RTI-TCP 234 Server Logical Port Error, Server Logical Port Error
32 1.380143073  169.254.95.89 169.254.79.7 TCP 66 40162 » 7101 [ACK] Seq=289 Ack=673 Win=17992 Len=0 TS
34 1.384181146  169.254.79.7 169.254.95.89 RTI-TCP 102 Server Logical Port Request (7418)

351.384303437  169.254.95.89 169.254.79.7 RTI-TCP 150 Server Logical Port Error

36 1.385002604  169.254.79.7 169.254.95.89 RTPS 758 INFO_TS, DATA(p)

37 1.385031927  169.254.95.89 169.254.79.7 TcP 66 7100 » 51780 [ACK] Seq=1 Ack=1385 Win=501 Len=@ TSval
38 1.385141250  169.254.79.7 169.254.95.89 RTI-TCP 174 Server Logical Port Request (7416), Server Logical Po
39 1.385383177 169.254.95.89 169.254.79.7 RTI-TCP 150 Server Logical Port Error

40 1.385539791 169.254.95.89 169.254.79.7 RTPS 154 INFO_TS, DATA

41 1.386218594 169.254.79.7 169.254.95.89 TCcP 66 7101 » 40170 [ACK] Seq=1 Ack=177 Win=509 Len=@ TSval=
42 1.429323698 169.254.79.7 169.254.95.89 TCP 66 51778 » 7100 [ACK] Seq=289 Ack=505 Win=17456 Len=0 TS
43 1.429644166  169.254.95.89 169.254.79.7 RTI-TCP 234 Server Loeical Port Error. Server Loeical Port Error

Fig.11 Packet capture with 1% DDS TCP loss

29 5.695485258  169.254.199.57 169.254.60.92 TCcpP 66 1883 » 52955 [ACK] Seq=5 Ack=103
32 6.696891768  169.254.60.92 169.254.,199.57 MQTT 83 Publish Message [KIT]
33 6.697645257  169.254.199.57 169.254.60.92 TCcP 66 1883 » 52955 [ACK] Seq=5 Ack=120
36 7.699584007  169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
37 7.700233330  169.254.199.57 169.254.60.92 TCcP 66 1883 » 52955 [ACK] Seq=5 Ack=137
40 8.702095569  169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
41 8.702737184  169.254.199.57 169.254.60.92 TcP 66 1883 > 52955 [ACK] Seq=5 Ack=154
44 9.704531558  169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
45 9.705145360  169.254.199.57 169.254.60.92 TCP 66 1883 > 52955 [ACK] Seq=5 Ack=171
47 10.707113277 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
48 10.707775256 169.254.199.57 169.254.60.92 TCP 66 1883 > 52955 [ACK] Seq=5 Ack=188
51 11.709095047 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
52 11.709773224 169.254.199.57 169.254.60.92 TCcP 66 1883 » 52955 [ACK] Seq=5 Ack=205
55 12.710726661 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
56 12.711348797 169.254.199.57 169.254.60.92 TCcP 66 1883 > 52955 [ACK] Seq=5 Ack=222
59 13.712751036 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
60 13.713323015 169.254.199.57 169.254.60.92 TCcpP 66 1883 > 52955 [ACK] Seq=5 Ack=239
63 14.714212390 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
64 14.714804734 169.254.199.57 169.254.60.92 TCcP 66 1883 > 52955 [ACK] Seq=5 Ack=256
67 15.716239525 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
68 15.716839212 169.254.199.57 169.254.60.92 TCcP 66 1883 » 52955 [ACK] Seq=5 Ack=273
71 16.717801660 169.254.60.92 169.254.199.57 MQTT 83 Publish Message [KIT]
72 16.718390722 169.254.199.57 169.254.60.92 TcP 66 1883 » 52955 [ACK] Sea=5 Ack=290

Fig.12 Packet capture with 1% MQTT loss

6.2.2. Experimental results at 1% disposal 5000
The performance results at 1% waste are shown in Fig.13. -

MQTT showed almost the same amount of traffic for each
message sent, and the shape of the graph was stable. The

wow
3 3
S o

Traffic[Byte/s)]

graph shape was also stable. Finally, the DDS traffic for izgg

TCP was smaller than the DDS Reliable traffic for sending 1500

messages, but the graph shape was disturbed by the 1000
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Fig.13 Result in loss 1%
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6.2.3. Experimental results at 10% waste

Next, the performance results at 10% disposal are shown
in Fig.14. The graphs for both DDS and MQTT are different
in terms of their characteristics at disposal, since they both
show similar graph shape disorder.

INNAIETTRETITT R E ST R

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280
Timels]

e 5 l0sS 10% dds tep loss 10% Traffic[Byte/s]

Fig.14 Result in loss 10%

6.2.4. Summary of experimental results

The results of the average traffic per second are shown in
Table.4. It can be seen that in all conditions, the traffic at
10% discard is higher than that at 1% discard, and for DDS,
TCP has higher traffic than UDP. The comparison of MQTT
and DDS shows that MQTT has lower traffic than DDS
UDP/TCP. The following results may be due to the fact that
TCP has a higher load than UDP and UDP has a smaller
header size than TCP.

Table.4 Average traffic per second

Traffic DDS UDP DDS TCP MQTT
(Byte)
1% 361.667 374.167 154.293
10% 395.007 401.447 162.593

7. Proposed configuration for l1oT DEP

In previous loT DEPs, MQTT has been applied to
connect EPs, and Nodal Points have been realized by
connecting distributed MQTT brokers in a virtual ring.
However, there is concern that this method increases the
delay time on the virtual ring. Therefore, based on these
results, a proposal for application to lIoT DEP is shown in
Fig.15. For endpoint connections, MQTT is applied,
prioritizing dissemination and lightweighting. It is also
appropriate to apply DDS, which does not require a broker,
between Nodal Points to act as a distributed broker for
MQTT. Optimization of communication paths can be
achieved.
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MQTIT DDS

Nodal Point

End Point

i Nodal Point
End Point

IoT DEP Network

Nodal Point

Edge of IoT DEP Network

Fig.15 Proposal for loT DEP

8. Summary

In this paper, we took up MQTT and DDS, which are
representative examples of pub/sub communication, and
conducted qualitative comparisons and performance
evaluations using actual equipment. We also proposed an
application method using both MQTT and DDS for the
standardization of loT DEP. In the future, we plan to
implement and evaluate the proposed application in Fig. 13
in a limited environment using Raspberry Pi, and work
toward practical application.
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Abstract - Due to the growing interest in the Internet of
Things (lIoT) in recent years and toward the further
development of the 10T, platforms for efficiently exchanging
loT data generated by loT devices such as sensors and
actuators among loT users are being discussed in various
areas. In this platform, the interworking among nodal points,
which 10T devices and 10T users connect to, is essential to
support wide-area and large-scale loT systems. In
exchanging and sharing loT data, requirements such as
reliability and low latency depend on the 10T service. In
addition, it is desirable to share 10T data generated by loT
devices among multiple 10T devices. In address to the above
requirements, this paper proposes an implementation method
of point-to-multipoint communication to efficiently
exchange 10T data among users according to the quality of
service required by the loT data. The proposed method is
characterized by the coordination with multicast control at
the application level in order to accommodate various
quality of services with loT data while utilizing Data
Distribution Service (DDS), which is one of the candidate
communication protocols among nodal points. By
comparison with the method of using only DDS, we
confirmed the proposed method reduces the traffic volumes
among nodal points.

Keywords. Internet of Things, DDS, point-to-multipoint
communication.

1 INTRODUCTION

In recent years, there has been growing interest in the
Internet of Things (1oT) technology, in which all things are
connected to a network. With the expansion and
development of loT-based services and businesses, the
number of connected 10T devices is increasing year by year,

and loT devices are expected to exceed 29 billion by 2024[1].

Due to the increasing number of 10T devices such as sensors
and actuators connected to 10T systems, the interoperability
of the network devices, called nodal points that
accommodate the loT devices and loT user’s assets is
increasingly being discussed. Therefore, there are many
efforts towards developing 10T systems and proposals to
efficiently exchange loT data under wide-are and large-scale
IoT networks. For example, there are proposals for
monitoring urban transportation systems[2] and research on
efficient data collection systems from sensors[3].
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In addition, platforms for efficiently sharing data generated
by 10T devices (IoT data) among users (0T users) are also
discussed in various places to cope with the growing scale of
10T systems and the increasing number of 10T devices. For
example, there is research on providing power-saving loT
services by applying mobile edge computing technology to
unmanned aerial vehicles equipped with 10T devices[4].

We are considering a wide-area and large-scale 10T system
for efficient exchanging loT data among users. Our targeted
10T system consists of 10T access networks and an loT core
network. The loT access network is an access network to
accommodate 10T devices and loT users, and is connected to
the 10T core network via a gateway device called a nodal
point. In the 10T access network, Message Queuing
Telemetry Transport (MQTT)[5] is deployed as a
communication protocol for transmitting/receiving loT data
to/from loT devices and loT users. MQTT is a candidate
communication protocol for 10T systems. The loT core
network is a network for development of a wide-are loT
system, and multiple MQTT broker, which are implemented
on nodal points, are interconnected with each other. The
interworking among nodal points is deployed by the Data
Distribution Service (DDS)[6].

In addition, the targeted IoT system aims to provide loT
services with various service requirements in terms of
reliability and low latency. If the reliable mode provided by
the DDS is only utilized to achieve interworking among
nodal points, overheads of control packet by the DDS
increases. On the other hand, interworking based on the best-
effort mode by the DDS cannot provide the desired QoS
level in the exchange of 10T data with reliability and/or low
latency requirements.  Therefore, we propose an
implementation method which is characterized by the
coordination with multicast control at the application level in
order to accommodate various quality of services with loT
data while utilizing the DDS. We also show the effectiveness
of the proposed method.

The remainder of the paper is organized as follows:
Section 2 explains the targeted 10T system in the paper. In
section 3, related works related to the paper are presented.
And, section 4 proposes the implementation method of
point-to-multipoint communication at the application level,
section 5 describes the results of evaluation. Finally, section
6 concludes the work.
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2 TARGETED IOT SYSTEM

In this section, we explain the targeted 10T system and its
challenges. Figure 1 shows the targeted loT system. loT
devices such as sensors and actuators, and 10T users such as
servers are connected to a nodal point via MQTT protocol.
Here, the nodal point acts as the MQTT broker. Interworking
among multiple MQTT brokers, i.e., nodal points, are
coordinated by DDS. That is, nodal points also act as DDS
nodes, and implements a software function in order to
interwork between the MQTT client and the DDS function.

loT data generated by an 10T device is published to a nodal
point, which is an MQTT broker. The published 10T data is
shared among multiple MQTT brokers because it is utilized
by multiple 10T users. In other words, 10T data is forwarded
by multicast manner from the nodal point, which the loT
device connects to, to multiple nodal points. loT data
generated by the loT device require various QoS
requirements, such as best effort, reliable, and low latency.
In addition to 10T data generated by the 10T devices, the
nodal point generates novel loT data based on edge
processing of 10T data published by 10T devices.

Such an 10T system has the following issues. Firstly, the
amount of traffic forwarded among nodal points increases as
the number of connected 10T devices increases. Secondly,
due to interference of 10T data with best effort service on the
coexistence of loT data with various QoS requirements,
service level for loT data with reliable and/or low latency
requirements degrade. Lastly, since 10T data published from
10T devices is expected to be subscribed in multiple 10T
users, the nodal point that receives loT data from loT
devices is required to forward lIoT data with multiple nodal
points, and efficient data sharing in point-to-multipoint
communication among nodal points must also be considered.
And, connections among the nodal points are configured via
communication paths with various communication
characteristics. That is, it is necessary to consider the
existence of nodal points connected via a communication
path with large packet loss rates or large latency. In addition,

the nodal points accommodate with multiple 10T devices. So,

it is necessary to consider that the nodal point receives 10T
data with reliable and/or low latency requirements and loT
data with best effort service from multiple 10T devices at the
same time.

When DDS is applied in communication among the nodal
points, communication services among nodal points depends
on DDS functionality. That is, reliability support on DDS is
ensured by acknowledgement control from the destination
nodes. And, in point-to-multipoint communication on DDS,
transmitting of a packet is completed after confirmation of
acknowledgements from all destination nodes. Therefore, if
there is a nodal point connected via a communication path
with large packet loss rate or large latency, point-to-
multipoint communication is influenced from the path with
large packet loss or large latency. It is necessary to consider
a method for ensuring communication methods that does not
depend on the DDS functionality and bad communication
paths. Based on the above, we propose a multicast control
method that considers coordination with DDS by upper-level
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applications to achieve efficient data communication
between DDS functions and 10T data.
Server

Server ?
E ¥ Subscribe Sgrver
Subscribe |
/ISubscribe
MQTT Broker. &
+
DDS Node
Pubnshﬂ MQTT Broker + DDS Node
IoT deV|ce

Figure 1: Example of 10T systems.

3 RELATED WORKS

This section describes the research works related to efforts
using MQTT and DDS, and multicast control at the
application level.

In [7], several MQTT protocols including the open source
“Mosquitto” are evaluated in terms of resource consumption
and latency, and the results are shown. In [8], the authors
proposed a communication scheme for 10T devices and built
a platform for evaluating the system. Evaluations were
conducted on a data-by-data basis, showing that the system
is efficient in distributing data over a network. In [9],
performance evaluation and comparison of communication
protocols for 1oT such as MQTT and DDS are conducted,
and its evaluation shows that MQTT significantly reduces
round trip time (RTT) for servers and DDS has high
performance in protocol implementation. In [10], data
transfer using DDS is implemented, showing that it provides
low latency and high throughput, and is an effective
communication protocol for communication systems such as
those in smart cities.

Next, multicast control at the application level is proposed
to improve resource consumption, such as throughput, in the
target network to address the issues introduced by
conventional communication protocols. For example,
latency recovery and fault recovery characteristics have been
achieved by drastically reducing control traffic in the
bandwidth of stagnation[11]. In [12], a protocol for
multicasting at the low-bandwidth application layer is
proposed to reduce overhead. Simulation evaluations of the
protocols implemented in applications show that the
proposed protocols can significantly reduce control traffic.
In [12], an algorithm is proposed and evaluated to improve
end-to-end throughput at the application level. The
evaluation results show that the proposed protocol can
significantly improve the throughput.

4 PROPOSAL

In this section, we describe a proposed method among
DDS nodes to efficiently exchange 10T data in the targeted



IoT system. Firstly, an explanation of DDS is given.
Secondly, proposed method is explained.

4.1 DDS

The protocol stack on DDS is shown in Figure 2. DDS is
implemented on UDP/IP, and supports various Quality of
Services (QoS) for applications that exchange 10T data via
DDS. A software compliant with the DDS provides
application interfaces for transmission and receive of data,
such as a “DataWriter” and a “DataReader”. The DataWriter
is the application interface and provides a function to
transmit data to other nodes. The DataReader is the
application interface and provides a function to receive data
from other nodes. In addition, the DataWriter transmits
HEARTBEAT packets to support reliable data exchange.
That is, The DataWriter transmits a HEARTBEAT to the
destination as a packet to confirm the reachability of data
with reliable requirements. The DataReader that receives the
HEARTBEAT responds with the sequence numbers of the
packets it received before receiving the HEARTBEAT. The
sender confirms that the packet has reached the destination
by receiving the response to the HEARTBEAT (Figure 3).

Application
Durability | Ownership Content
Subscription
Minimum Profile DDS
Real-Time Publish/Subscribe
UDP/IP
Figure 2: Protocol stack of DDS.
‘ Publisher ‘ Subscriber ‘
App ‘Datavvriter‘ ‘DataReader‘ App
T
5 write(1) J h I
No | mes | check
message(1, A)
1 [A X
cache|
(A,l) No | mes | check
Ack(1) ST 1A Ix
write(2)
No | mes | check
1 |A |X (B,2) cache(A,1)
2 |B X
I 1 H P
<—— :cathe
X +Waiting < : HEARTBEAT

Figure 3: Message sequence of DDS Reliability mode.

4.2 Proposed Method

Figure 4 shows the flowchart on the nodal point of the
proposed method when forwarding loT data from the loT
device to other nodal points. 10T data from the 10T device
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are received on an application at application level and
forwarded to other nodal points via DDS protocol. The
application also generates novel 10T data according to an
edge process of received 10T data. In the proposed method,
loT data are forwarded under DDS best-effort service.
Therefore, 10T data with reliable and/or low latency
requirements are provided a required QoS at application
level. That is, the application for forwarding loT data, called
forwarding application, support to control for reliable point-
to-multipoint communication. The forwarding application
firstly decides whether 10T data require to reliable and/or
low latency services according to requirements with IoT data.
If 10T data requires reliable and/or low latency service, 10T
data is transmitted by way of the control process. The
control process in the forwarding application achieves
reliable data transfer instead of DDS reliability service.

That is, when it transmits/forwards 10T data with reliable
and/or low latency requirements, firstly transmitted packets
are copied to a buffer for retransmission control. And an
entry, that manages reliability to destinated nodes, is created.
Lastly, the packets are transmitted by way of the DDS
function for data transmission with best effort manner. A
node that receives packets responds with the
acknowledgement packets if received packets require
acknowledgement  for reliable communication. The
transmitting node updates the entry for managing
retransmissions upon receipt of an acknowledgment packet.

Start of process for
10T data transmission

Best effort type

lReIiabIe and/or low latency
‘ Copy loT data to buffer |

Buffer:? P ——
N t
Empty 0 empty J'

Discard a previous ‘
requestled data

<

v
Create an entry for management of
multicast and acknowledgement
N|
v
Transmission request to DDS
by best effort manner

End
Figure 4: Flowchart on nodal point for forwarding loT data.
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Mode #2
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Figure 5: Evaluation systems.
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S EVALUATION

To verify the effectiveness of the proposed method, we
constructed an experimental network with multiple DDS
nodes which is located on nodal points (Figure 5) and
evaluated the traffic volume between DDS nodes, that is
traffic volume on the 10T core network. In the experimental
network, we evaluated the traffic volume when transferring
lIoT data via the proposed method and via DDS reliability
service, called “using only DDS”. We also compared the
traffic volume according to the generation probability of 10T
data with reliable and/or low latency requirements. In
evaluation, Node#1 transmits loT data to other DDS nodes at
1 packet/second in 1000 seconds. And the data transmitted
and received on Node#1 are counted. Ratio of loT data with
reliable and/or low latency requirements varied from 10% to
0.5 %. In addition, the flow of messages in point-to-
multipoint communication with QoS that provides reliability
service in DDS was verified.

Figure 6 shows the traffic volume when loT data is
forwarded by using the proposed method and by DDS
reliability service, called “using only DDS”. In Figure 6, the
number of receiving DDS nodes varies from 1 to 5, and ratio
of number of 0T data with reliable and/or low latency
requirements is 10%. When “Using only DDS” is applied,
the overall traffic volume increased because the traffic of
acknowledgment control for confirmation to guarantee the
reliability is required for forwarding all 10T data. In the
proposed method, the traffic volume is suppressed because
acknowledgement is performed at the application level only
for 10T data with reliable and/or low latency requirements.

Figure 7 shows the traffic volume depending on the ratio
of loT data with reliable and/or low latency requirements.
The traffic volume of the proposed method increases the
increase in acknowledgement messages, as the ratio of loT
data with reliable and/or low latency requirements in the
sending node decreases. Because in the proposal method,
loT with reliable and/or low latency requirements data
require only acknowledgement message. On the other hand,
when “using only DDS” is applied, the traffic volume at the
sending node remains constant regardless of the percentage
of 10T data with reliable and/or low latency requirements
because reliability service in DDS always checks for
transmission acknowledgement. Therefore, using on DDS
traffic volumes do not change regardless ratio of loT data
with reliable and/or low latency.

In order to confirm the results of Figure 6 and Figure 7,
we explain behavior of message sequence we clarify to
behavior of message sequences on point-to-multipoint
communication under DDS reliability mode in this part.
Figure 8 shows the captured message sequences of point-to-
multipoint communication from Node#l (IP address:
192.168.1.1) to Node#2 (IP address: 192.168.1.1) and
Node#3 (IP address: 192.168.1.1). It is noted that queue size
is set 1 of queuing delay because we assume real-time
application. In Figure 8, due to the loss of
acknowledgements from Node#2, the message requesting an
acknowledgement  from Node#1,  described  as
“HEARTBEAT” in Figure 8, continues to be retransmitted.
In addition, the results in Figure 8, in DDS reliable node in
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Figure 9. In this case, since data queue size for
retransmission is set to 1, due to the packet loss of
acknowledgement from Node 2, the data queue is filled with
data to be multicast to Node 2 and Node 3. And the queueing
of the next data is blocked. That is, in communications that
require an acknowledgement to provide reliability, the delay
or loss of response from the destination nodes connected via
the unstable communication paths affects the transmission of
subsequent packets. This affects QoS support for data with
low latency requirements when data with low latency
requirements conflicts with data with reliable requirements.
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Figure 6: Comparison of traffic on 10T core network.
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Figure 7: Traffic volume according to ratio of 10T data with
reliability and low latency.

192.168.1.1 192.168.1.2 RTPS 49 INFO_TS, DATA
192.168.1.1 192.168.1.3 RTPS 49 INFO_TS, DATA
192.168.1.1 192.168.1.2 RTPS 49,49 INFO_DST, HEARTBEAT
192.168.1.1 192.168.1.3 RTPS 49,49 INFO_DST, HEARTBEAT
192.168.1.3 192.168.1.1 RTPS 50 INFO_DST, ACKNACK
192.168.1.1 192.168.1.2 RTPS 49,49 INFO_DST, HEARTBEAT
192.168.1.1 192.168.1.2 RTPS 49,49 INFO_DST, HEARTBEAT
192.168.1.1 192.168.1.2 RTPS 49,49 INFO_DST, HEARTBEAT
192.168.1.1 192.168.1.2 RTPS 49,49 INFO_DST, HEARTBEAT
192.168.1.1 192.168.1.2 RTPS 49,49 INFO_DST, HEARTBEAT

Figure 8: Packet sequence on DDS reliability mode.
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Figure 9: Acknowledgment retransmission sequence in
point-to-multipoint communication.

6 CONCLUSION

In this paper, we propose the implementation method for a
multicast control coordination scheme in conjunction with
DDS as an efficient method of transferring loT data in loT
systems. We also compared with the data transfer capability
of the proposed method and the data transfer using only the
DDS function. As results of the evaluation, we confirmed
that the proposed method is effective in reducing the traffic
volume compared to the communication method using only
the DDS function. In addition, we verified the operation in
point-to-multipoint in DDS reliability mode. We confirmed

that in DDS reliability mode, retransmission for
acknowledgement affects transmission of subsequent
packets.

In an actual loT system, various communication

characteristics such as packet loss and latency on the
communication paths between nodal points are assumed.
Therefore, it is necessary to further evaluate the proposed
method by considering the communication characteristics of
each path in the target loT system, such as packet loss rate
and latency.
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Abstract - Low-rate DoS attacks degrade TCP transmis-
sion performance by exploiting a vulnerability in TCP’s RTO
mechanism. Since the average attack traffic is small, it is diffi-
cult to detect it with conventional DoS attack method. One of
the problems in existing mechanisms are their low resistance
to miss-detections. Based on the characteristics of low-rate
DoS attacks, we designed a Robust WRED algorithm as a
mitigation mechanism with improved resistance to detection
errors.
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1 Introduction

Denial of Service (DoS) attacks and Distributed DoS (DDoS)

attacks are one of the major threats in the network security
field. DDoS attacks are more large-scale attacks than DoS at-
tacks and are a bigger threat. Examples of large-scale DDoS
attacks include the world’s largest bps (bits per second) type
DDoS attack [1] targeting GitHub in 2018, which recorded a
maximum of 1.35Tbps; One example is the pps (packets per
second) type DDoS attack [2], which was the largest in his-
tory, targeting a major European bank. In both cases, service
denial was successful by generating a large amount of attack
traffic, but it was restored in about 10 minutes by Akamai’s
response[ 1][2]. This indicates that DDoS attacks have a large
amount of attack traffic, so capturing and detecting the char-
acteristics is easy. Low-rate DoS (LDoS: Low-rate DoS, also
known as Low-rate Shrew DoS) attacks[3] can block TCP
flow with a low average attack traffic volume[3][4]. Since
LDoS attacks have a low average attack traffic volume, de-
tection methods based on traffic volume for DoS attacks and
DDoS attacks are difficult to detect[5]. Therefore, research
on detection methods of LDoS attacks is required.

RED (Random Early Detection) and WRED (Weighted RED),

which are representative algorithms of AQM (Active Queue
Management), are widely used on the Internet[6]. However,
existing research indicates that RED is vulnerable to LDoS
attacks[4][7]. RRED (Robust RED) has been proposed as a
method to eliminate the vulnerability of RED to LDoS at-
tacks[8]. RRED protects network resources from LDoS at-
tacks and stabilizes flow by installing detectors and detecting
and discarding LDoS attack traffic before queuing by RED.
However, the detection conditions for LDoS attacks in RRED’s
detectors are high in false positives, and there is a possibility
that normal flow other than LDoS attack traffic will also be
suppressed[8].

While there are efforts to improve the detection accuracy
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of LDoS attack detection methods, we believe that it is neces-
sary to propose a defense mechanism that assumes that detec-
tion results include unconfident results. The degree to which
a given traffic is the optimal pulse waveform shape for LDoS
attacks can be used to identify and mitigate attack traffic. We
propose Robust WRED (RWRED), a multi-class RED that
can identify and mitigate attacks using WRED. We conducted
simulation experiments and confirmed that the proposed Ro-
bust WRED successfully divided bandwidth based on the de-
gree of LDoS conformance.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the basics of LDoS attack and RED algo-
rithm as well as related work. Section 5 presents the design of
our Robust WRED (RWRED), followed by simulation evalu-
ations in Section 6. Finally, Section 7 concludes the paper.

2 LDoS Attack and RED

This section describes the following related techniques nec-
essary for the discussion: Low-rate Shrew DoS attacks inten-
tionally cause continuous TCP retransmission timeouts. This
study utilizes RED and its derivative algorithm, WRED.

2.1 TCP Retransmission Time Out

In TCP communication, a retransmission timer is started
each time a packet is sent. If no response is received from
the receiver within minRTO of the minimum RTO (Retrans-
mission Time Out), which is the maximum waiting time of
the retransmission timer, the packet is considered to be lost
and the packet is retransmitted. The initial value of RTO is
determined by the formula (1).

RTO = max {minRTO,SRTT
4+ max(G,RTTAVR x4} (1)
minRTO > SRTT + max(G, RTTAVR x 4) (2)

where minRTO is the minimum value of RTO, SRTT is the
smoothed round trip time (RTT), G is the operating system-
dependent clock granularity, and RTTAVR is the mean devia-
tion of RTT. RTO is recommended by the IETF to be set to
a minimum value of 1s[9]. In many cases, the initial value
of RTO is set to minRTO as in the formula (3) because the
formula (1) holds in many cases. The initial value of RTO is
generally set to minRTO, as in the formula (3).

RTO; = minRTO
_RTO1 = RTOi_l X 2

3
@
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Figure 1: Attack Parameter

In TCP, RFC 6298[10] defines the specification that when it is
judged that the same packet has been dropped consecutively,
the RTO is retransmitted with the RTO increased by a factor
of two. If no response is received from the receiver within
RTO of a packet sent RTO times consecutively, the RTOi of
the packet is set by the expression (4). However, RFC 6298
indicates that the maximum value of RTO shall be 60s or
longer. If the packet is successfully transmitted, R70O is reset
to its initial value minRTO. This is called Karn’s algorithm
and is implemented as a retransmission control algorithm in
most TCP implementations[11].

2.2 Low-rate Shrew DoS Attack

The LDoS attack was demonstrated in 2003 by Kuzmanovic
and Nightly[3]. the LDoS attack consists of three parameters
(R, L, T), as shown in Figurel. where R is the burst rate,
L is the burst length, and T is the burst interval. LDoS at-
tacks are stealthy DoS attacks because they achieve DoS at-
tacks with low average traffic volume and are difficult to dis-
tinguish from the general traffic. LDoS attacks are attacks
against transport layer protocols that exploit the retransmis-
sion timeout mechanism of the TCP retransmission control
algorithm. TCP detects a packet loss if no ACK is returned
from the destination after waiting RTO. If packet loss occurs
continuously, RO is set by the formula (4) and increases pe-
riodically.

‘We explain the specific attack method by assuming that the
bandwidth and buffer size of the bottleneck link in the net-
work over which the target TCP is communicating is C and
B, respectively. First, a target TCP packet is lost by sending
enough attack traffic to satisfy C and B. The target TCP packet
is continuously lost by sending the attack traffic again at the
time when the packet retransmits. The LDoS attack can be
considered as a packet that sends attack traffic with a parame-
ter R of C, L long enough to fill B or R long enough to fill C, L
long enough to fill B, and L long enough to fill C. If the length
of the traffic parameter R is set to RTT of the target TCP or T
is set to minRTO of the target TCP, the TCP flow will be more
suppressed[12].

108

2.3 RED Algorithm

The RED algorithm is a buffer management technique[13]
proposed as a congestion avoidance strategy for TCP net-
works. The main design goal of the RED algorithm is to
provide congestion avoidance to the network by monitoring
and controlling the average queue size. The RED algorithm
provides early congestion detection by monitoring the aver-
age queue size, notifying hosts by marking packets to control
the average queue size and dropping packets early. When a
sender is notified of early congestion, it can reduce the amount
of traffic, thereby reducing network performance degradation.

Initial congestion detected by the RED algorithm is noti-
fied to the host by either dropping packets or marking pack-
ets. Packets are divided into three categories based on the
average queue size, which is divided into two thresholds, the
maximum threshold, and the minimum threshold, and each
category is processed differently. If the average queue size
is less than the minimum threshold, the packet is enqueued
without packet marking or packet discarding. When the aver-
age queue size is greater than the minimum threshold and less
than the maximum threshold, packet marking and discarding
are performed based on the packet marking probability, which
increases proportionally to the average queue size. If the aver-
age queue size is greater than the maximum threshold, packet
marking or packet discarding is performed for all packets.

24 WRED

The WRED (Weighted RED) algorithm can run the RED
algorithm separately for each traffic class. [14][15]. The
WRED algorithm integrates the functionality of the RED al-
gorithm with the Precedence functionality to achieve prefer-
ential traffic processing for packets with high Precedence[6].
Here, the WRED algorithm can set minimum and maximum
thresholds based on Precedence, and the thresholds are gen-
erally set higher for higher priorities[13]. The WRED algo-
rithm refers to the precedence when discarding packets and
can manipulate the discard probability using thresholds by
precedence. Since the maximum and minimum thresholds
can be set for each precedence, packets with higher prece-
dence can be enqueued preferentially.

3 Related Study

LDoS attacks are difficult to detect using volume-based de-
tection methods for DoS and DDoS attacks because L.LDoS at-
tacks succeed with low average attack traffic by generating
attack pulses in RTO cycles. Therefore, various approaches
have been studied for the detection of LDoS attacks, and some
of them are based on the attack parameters such as burst length
L and burst interval T to detect the attacking traffic. [16]. The
method detects LDoS attack traffic as 1-second bursts whose
burst length L is greater than or equal to the RTT of other
flows connected to the same server and whose burst interval T
is minRTO. This detection method is a basic detection method
for detecting pulse-wave attack traffic, which is a character-
istic of LDoS attacks. This LDoS attack detection method
is referred to as the attack parameter-based LDoS attack de-
tection method and the conventional LDoS attack detection



method. The conventional LDoS attack detection method as-
sumes only optimized attack pulses, and it is believed that ma-
nipulating the attack parameters of LDoS attacks and chang-
ing them from the optimal parameter values can avoid detec-
tion.

As one of the defense methods against the LDoS attack
proposed by Kuzmanovic et al.[3], we investigate attack mit-
igation by detection and throttling at routers. RED-PD (RED
with Preferential Dropping)[17] or RED is applied to routers
to verify the identifiability of attack flows for LDoS attacks
by comparing the target TCP throughput. RED-PD detects
LDoS attack traffic by setting a target bandwidth, but its per-
formance is shown to be insufficient as a detection method.
PD could be improved by applying strong bandwidth limit-
ing only to flows with high potential for LDoS attack traffic,
instead of bandwidth limiting all flows fairly.

There is an existing detection method[16] that uses burst
length (L) and burst interval (7) as detection criteria. This de-
tection method measures the length of burst transmission time
and the time interval between burst transmission in the flow
to be detected and detects attacks based on the similarity be-
tween the optimal values of burst length (L) and burst interval
(T). Flows with high similarity are judged as attack flows, and
those with low similarity are judged as normal flows. The op-
timal values of burst length (L) and burst interval (7) are the
same as the recommended values of L for 2RTT-3RTT and
1-second burst interval (T) for other flows connected to the
same server. Thus, the optimal value of the attack parameter
is used for detection.

However, existing detection methods may falsely detect at-
tack flows as normal flows. Since the optimal values of burst
length (L) and burst interval (7) are used as the detection cri-
teria, LDoS attacks that manipulate burst length (L) may be
falsely detected as normal flows. For example, consider the
case of an attack in a network where the bandwidth of the
bottleneck link is C. If the optimal attack parameters for de-
tection are R = C, L =200ms, and 7' = 1000ms, and the attack
parameters set for the attack flow are R = C, L = 100ms, and
T = 1000ms, the attack If the attack parameters are set to R =
C, L = 100ms, and T = 1000ms, the attack flow is mistakenly
judged as a normal flow and false detection occurs.

4 Research Goal and Proposed Method

The objective of this study is to improve the immunity to
miss-detection of existing suppression mechanisms. The ex-
isting suppression mechanism, Robust RED[8], has a low tol-
erance to miss-detection, and when a miss-detection occurs,
it may protect attacking flows and deter normal flows. The
reason for the low immunity to positive in existing suppres-
sion mechanisms is that they deter attacks by processing only
two types of flows: 100 % attacking flows and 100 % normal
flows.

We propose a method of suppression based on the degree
of LDoS attack flow, instead of classifying it in two ways: at-
tack flow or normal flow. In addition to discarding and queu-
ing, we also provide multiple partial discards. Specifically,
we construct an attack detection and mitigation mechanism
based on the RED algorithm for LDoS attacks. Based on the
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existing Robust RED algorithm, our method is multi-classed
by replacing the queuing mechanism from RED to WRED
and mitigates LDoS attacks, and protects TCP flows by prior-
itizing traffic according to the probability of the traffic being
LDoS attack traffic as identified by the attack detection part.
The proposed method is called Robust WRED. The proposed
method is called Robust WRED (RWRED).

5 Design of Robust WRED

5.1 Overview of RWRED

The RWRED is designed based on the RRED[8] and has
a Detector block in front of the WRED block as shown in
Figure 2. The Detector block identifies incoming packets by
the flow and calculates the probability of LDoS attack traffic
for each flow. The Detector block identifies each input packet
and calculates the probability that the packet is LDoS attack
traffic for each flow. The packets are identified by source IP
address, destination IP address, source port number, destina-
tion port number, and flow protocol, which are obtained from
the header of the input packet. Depending on the calculated
probability of the packet being LDoS attack traffic, the De-
tector block either drops the packet or marks it as a Prece-
dence (IP Precedence). Packets with a high probability of
being LDoS attack traffic are queued inferiorly, and packets
with a low probability of being LDoS attack traffic are queued
preferentially. It behaves as if bandwidth is reserved for the
flow with a low probability of being LDoS attack traffic.

Since the RWRED mechanism can prioritize LDoS attack
traffic according to its probability of being LDoS attack traf-
fic, it is thought to be able to detect and deter LDoS attack
traffic while protecting normal traffic.

5.2 LDoS Conformance Index for Attack
Detection

We define the LDoS Conformance Index (LCI), which indi-

cates the degree to which a given flow is a malicious LDoS/LDDoS

traffic, as the basis for Robust WRED priority control. We ap-
ply an existing detection method[16], to define LDoS Confor-
mance Index for detection based on attack parameters. Since
existing detection methods use the optimal values of burst
length (L) and burst interval(7) as criteria for detection, we
define LDoS Conformance by the similarity between burst
length (L) and burst interval(7). From the above, we define
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the Overall LDoS Conformance Index as the product of the
LDoS Conformance Index of burst length (L) and the LDoS
Conformance Index of burst interval (7).

Since the optimal attack parameters for detection are L =
200ms and T = 1000ms, burst length (L) takes values in the
range of Oms-400ms based on 200ms. The definition of the
LDoS Conformance Index for burst length (L) is shown in
Figure 3. For example, if the length of the burst transmission
in the flow to be detected is 0 ms and 400 ms, the LCI of
the burst length (L) is 0.0 percent. When the length of burst
transmission in the flow to be detected is 100ms and 300ms,
LCI of the burst length (L) is 50.0%.

LCI for burst interval (7) is similar to that of the burst
length (L), taking values in the range of Oms-2000ms with
1000ms as the reference. Figure 4 shows the definition of LCI
for burst interval (T). Thus, we define the LDoS Conformance
Index for attack parameter-based detection as the product of
the LCI for burst length (L) and the LCI for burst interval (7).
To reproduce the conventional detection method, 50% LCI is
used as the decision threshold.

5.3 Link Share and RED Threshold derived
from LCI

Set the threshold value to be given to the WRED queue
control from the ideal bandwidth share in order to split the
flow according to the LDoS Conformance Index.

In order to suppress LDoS attack traffic and allow normal
traffic to pass, the appropriate bandwidth to be given to the
flow in question using the LDoS conformance is considered
to be LinkBandwidth « (1 — LCI;). To express the per-
flow share of the link bandwidth, we define the per-flow Nor-
malized Flow Share (NFS), which is normalized with respect
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Table 1: Ideal Link Share and LCI

LCI ideal Link Share
TCP Sender 1 ~ 0.00( 0%)  100[Mbps]x0.250=25.0[Mbps]
TCP Sender 2 0.10(10%) 100[Mbps]x0.225=22.5[Mbps]
TCP Sender 3  0.20(20%) 100[Mbps]x0.200=20.0[Mbps]
TCP Sender 4  0.30(30%) 100[Mbps]x0.175=17.5[Mbps]
TCP Sender 5  0.40(40%) 100[Mbps]x0.150=15.0[Mbps]

to the link bandwidth, as follows

NFS, (1- LCT,) .
ZfEAllFlowintheLink: (1 - LCIf)
FS; = (Link-bandwidth) x NFS; 6)

Ideally, link bandwidth should be divided according to the
LDoS Conformance Index for each flow. Equation (5) is a
formula for calculating the ideal bandwidth partition for each
flow, and equation (6) is a formula for calculating the ideal
acquisition bandwidth for each flow. Table reftab:ideal shows
the relationship between the ideal acquired bandwidth and
LDoS conformance calculated using the formula (6) . As de-
scribed above, the ideal link bandwidth share according to
LDoS Conformance Index is defined by (5).

Maz_thresh; = (Upper limit of threshhold) x NF'S; (7)

To achieve bandwidth partitioning according to LDoS con-
formance, the threshold is optimized. The ideal bandwidth
allocation is given by the formula (5), and the queue control
parameter M ax_thresh; for each flow given to WRED is de-
termined using the formula (7).

5.4 Handling Non-Adaptive Protocols

In order to treat non-adaptive protocol flow fairly with adap-
tive protocol flow, the minimum and maximum thresholds
of the RED algorithm are set to the same value and a pro-
cess such as Tail Drop is performed. Non-adaptive flows
are trasmitted by UDP protocols, while adaptive flows are
transmitted by TCP in this paper. There is a difference be-
tween TCP and UDP in whether or not the amount of data
sent is reduced when packets are dropped. This difference
may cause non-adaptive flow to occupy undue bandwidth.
The proposed mechanism solves this problem by limiting the
queue lengths available for non-adaptive flow for providing
extra resources for adaptive flow. For the non-adaptive flow,
we apply a Tail Drop-like process by setting the minimum
and maximum thresholds to the thresholds calculated by the
minimum threshold, thus, the suppression is stronger than for
the non-adaptive flow.

6 Evaluation Plan of RWRED performance

6.1 Overview of Experiments

The purpose of the evaluation simulation is to clarify that
the proposed mechanism, Robust WRED, is more tolerant
to miss-detection than the existing mechanism, Robust RED.
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Figure 5: Simulation Scenario for Evaluation 1

We evaluate the resistance to miss-detection of the proposed
mechanism and the existing mechanism.

Existing detection mechanisms are likely to cause detection
errors. Based on the simulation results of the validation in
Section 6.2, the existing detection has a high likelihood of
overlook LDoS attacks with burst length (L) set outside of
the optimal value, as normal flows, and a high likelihood of
falsely detecting TCP flows with RTT set close to the optimal
burst length (L) as attacking flows. (L) is more likely to be
miss-detected as an attack flow than a TCP flow whose RTT
is set close to the optimal value of burst length (L).

6.2 Experiment Setting

Figure 5 shows the evaluation simulation environment used
in Evaluation 1. The evaluation system was constructed us-
ing ns-3[18], a discrete event network simulator. The network
consists of four nodes: TCP Sender, which sends TCP pack-
ets, Attacker, which is the LDoS attack node, Router, which
is the intermediate node, and Receiver, which is the receiving
node. The bandwidth of the links between the TCP Sender
and Router and between the Attacker and Router is 100 Mbps,
the propagation delay is 50 ms, and the bandwidth of the link
between the Router and Receiver is 15 Mbps. The bandwidth
and propagation delay of the links between the Router and
Receiver are set to 15 Mbps and 50 ms, respectively. The
bottleneck link of the evaluation network for the proposed
mechanism in this time domain detection is the link between
the Router and Receiver, and the bottleneck queue is the out-
put queue of the Router. The bottleneck queue is queue-
controlled by RED, and other queues are queue-controlled by
Tail Drop, with the minimum threshold of RED set to 225 and
the maximum threshold set to 450, and queue control is set on
a per-packet basis. TCP packet size is set to 1400Byte.

6.3 Miss-detection in Attack Parameter based
Detector

Possible miss-detections in detection based on attack pa-
rameters are illustrated below.

Example.1 A false negative occurs when the configuration
values deviate from the optimal attack parameters in
the LDoS attack model. For example, consider the case
of an attack on a network where the bandwidth of the
bottleneck link is C. If the optimal attack parameters
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for detection are R = C, L =200 ms, and 7' = 1000 ms,
and if the attack parameters set for attacking flows are
R =C,L =100 ms, and T = 1000 ms, the attack If
the attack parameters are set to R = C, L = 100ms, and
T = 1000ms, the attack flow is mistakenly judged as a
normal flow and miss-detection occurs.

Example.2 A false positives occurs when the length of time
of bursts of normal flow and the time interval between
bursts of normal flow are similar to the optimal attack
parameters in the LDoS attack model. False positives
occur when the RTT of normal flow is similar to the op-
timal attack parameters in the LDoS attack model. For
example, if the normal flow is TCP and the RTT is set
to 200 ms, false positives occur because the length of
the burst transmission time is similar to the attack flow
L =200 ms in terms of waiting for ACKs. If the normal
flow is assumed to be a TCP flow and the RTT is set to
1000 ms, false positives occur because the time interval
between burst transmission is similar to 7 = 1000 ms.

7 Conclusion

In this paper, we proposed Robust WRED as a mitigation
mechanism with improved resistance to detection errors in at-
tack parameter based detection.The proposed mechanism in-
troduces the per-flow LDoS Conformance Index and divides
the link bandwidth according to the LDoS Conformance In-
dex for the flow. The proposed mechanism will be effective
suppression and mitigation mechanisms for LDoS/LDDoS at-
tacks, which are difficult to detect.
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Abstract - Based on university students’ employment pref-
erences, we develop a recommender system for employment
opportunities that match those preferences. The typical con-
cerns of university students are job type and work location.
In our approach, students can answer desired and undesired
items for these criteria as text in an open-ended response for-
mat. After analyzing the text, we calculate a trust value,
representing an agreement between the student’s preferences
and the company profile. Since students describe desirable
and undesirable items independently, college students’ pref-
erences may be inconsistent to the company profile descrip-
tion, leading to difficulty coping with the inconsistency. Our
trust values are a pair of trust (the degree to which desirable
items are satisfied) and distrust (the degree to which unde-
sirable items are included). Hence, we can directly deal with
this kind of inconsistency. In this study, by applying the result
from the fuzzy logic, we determine a trust value without in-
consistency. This paper also discusses how to determine trust
and distrust levels. The trust level is determined by the de-
gree to which the company profile text matches the student’s
expectations and is assigned a value between 0 and 1. On the
other hand, the distrust level is determined by whether or not
the student’s undesired items appear in the company profile
and is assigned a value of 0 or 1. We discuss validating these
criteria by comparing them with a case study for deciding a
trust value to rescue request tweets posted in a disaster.

Keywords: On-Line Trust, 2D Trust Model, Fuzzy Logic,
Job Placement Assistance

1 Introduction

This paper introduces a fuzzy-logic-based method for recom-
mending companies that match the job preferences of uni-
versity students based on their job preferences. University
students’ main interests regarding companies they are em-
ployed by are the type of job and workplace location. In
this study, we asked university students to answer “what they
want” and “what they do not want” regarding these conditions
in the form of free descriptions, and based on the results, we
calculated a two-dimensional trust value of [1][2]. The two-
dimensional trust values are a pair of a trust level (the degree
to which desired items are satisfied) and a distrust level (the
degree to which unwanted items are included) and correspond
to the observation points of Oda’s FCR method [3][4].

Since students tend to describe their preferences and non-
preferences independently, the requirements of college stu-
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Figure 1: Marsh’s Trust Model

dents regarding corporate profiles may be inconsistent. We
computed the net goodness of fit (called a one-dimensional
trust value) of students’ preferences to the company profile
using the integrated value of the FCR method.

In this study, the assignment of the degree of trust and the
degree of distrust was conducted using the same approach as
in our previous study, the assignment of a two-dimensional
trust value to rescue request tweets posted during a flood dis-
aster [5]. Specifically, trustworthiness is determined by the
degree of compatibility between the text of the company pro-
file and the student’s expectations and is a value between 0
and 1. On the other hand, the distrust level is assigned based
on whether or not the student’s “undesired items” appear in
the company profile and has a value of 0 or 1. Although it is
possible to determine the distrust level based on “how many
unwanted items appear” using the same criterion as the trust
level, we did not do so in this study. To validate the criterion
of this paper, we discuss how to determine the distrust level

properly.

2 Preliminaries: Two-Dimensional Trust
Representations

Marsh and Dibben introduced trust values, which range from

—1 to 1, and classified trust notions into trust, distrust, un-

trust, and mistrust [6]. We extended their trust values for two

dimensions [1][2] to address inconsistent trust evaluations.

This section explains some basics of (mainly two-dimensional)
trust computations.

2.1 Conventional Trust Values

A conventional trust value is a real number in [—1, 1). Read-
ers interested in the details of calculating trust values can find
them here [6], but in this paper we directly handle the calcu-
lated trust values. Marsh and Dibben introduced the following
four notions of trust (see also, Fig. 1):

* Trust: The notion represents a case where a trust value
is positive and exceeds a predefined value called a co-
operation threshold. In this case, a trustee should be
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Figure 2: Two-dimensional HLS

trusted, and the trust value is regarded as a measure of
how much an agent believes the trustee.

* Distrust: Here the trust value is negative, and an agent
believes that a trustee will actively work against her in
a given situation.

» Untrust: Although the trust value is positive, it is not
high enough to produce cooperation. An agent cannot
determine if a trustee is actually trustworthy.

* Mistrust: Initial trust has been betrayed. More preci-
cely, mistrust represents a situation either a former trust
was destroyed or a former distrust was healed. The mis-
trust notion is a time-related trust property.

For these properties, see studies by Primiero [7] (on distrust
and mistrust) and [8] (on trust and distrust).

2.2 Fuzzy-Logic-Based Two-Dimensional
Trust Values

Marsh and Dibben classified trust notions in a one-dimensional
setting, i.e., trust and distrust are at both extremities. How-
ever, Lewicki et al. [9] suggested that trust and distrust are
entirely different dimensions from a psychological viewpoint.
Trust is a property closely related to human impressions, and
a technique for impression formation based on mathematical
psychology should be applied to trust values.

Oda [3][4] developed a Fuzzy-set Concurrent Rating (FCR)
method with fuzzy logic that enables us to measure and an-
alyze human impressions. The FCR method allows two or
more dimensions for representing a truth value, and our two-
dimensional trust representation is an application of the FCR
method for trust and distrust notions.

2.2.1 FCR Method
The FCR method employs the Hyper Logic Space model (HLS)

as a logic space for multiple-dimensional multiple-valued logic.

Figure 2 shows a two-dimensional space based on true and
false. For any ¢, f € [0, 1], pair (¢, f) is called an observa-
tion. ¢t and f are independent; we do not assume such condi-
tionsast+ f = 1. Wecall {(¢, f)|¢t, f € [0, 1] At+ f > 1}
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the region of contradiction. {(¢, f) | ¢, f € [0,1] A t+ f < 1}
is called the region of ignorance, or the region of irrelevance.
Finally, {(¢, f)|t,f € [0,1] A t 4+ f = 1} is the consistent
region.

Given observation (¢, f), we need to calculate an actual
truth value, which is called an integration value. Integration
values can be calculated in several ways, and we employ the
reverse-item averaging method, where integration value 15 is

defined with I(t, f) = =7

is the average of the degree of the positive elements and the
complementary degree of the negative elements.

Another important value in the FCR method is the degree of
contradiction [3][4] or the contradiction-irrelevance degree.
In the field of personality psychology, some situations are
allowed, including “T like it, but I don’t like it” or “I don’t
care for it at all.” The degree of such confusion/irrelevance
is formulated with the degree of contradiction. For obser-
vation (¢, f), degree of contradiction C(¢, f) should satisfy
C(t, f) = 1 for complete confusion, C(¢, f) = —1 for com-
plete ignorance, and C(¢t, f) = 0 for a consistent situation.
C(t, f) =t+ f — 1is usually employed where C(t, f) rep-
resents the distance between (¢, f) and the consistent region.

. The integration value

2.2.2 Two-Dimensional Trust Model

We employ the degrees of trust T'rust and distrust DisT'rust
defined with Trust = DisTrust = {v |0 < v < 1} and de-
fine a two-dimensional trust value as an element of T'rust x
DisTrust. Observation (1,0) € Trust x DisTrust has a
high degree of trust and a low degree of distrust and repre-
sents a case where a trustee is completely trusted; this obser-
vation corresponds to trust value 1 of [6]. Observation (0,1)
represents a case of complete distrust and corresponds to trust
value —1. Observation (0.5, 0.5), which falls exactly between
(1,0) and (0, 1), corresponds to 0 in conventional trust values.

To define such trust notions as trust, distrust, and untrust
in our two-dimensional trust model, we employ the following

transformation:
cosy —sing ty (1 n % o i
sinf  cos% d 0 0 V2

2
t—d

:Q+d—J:(9'

First element ¢ = ¢t —d can be calculated with the reverse-item
averaging method. Actually, the value of ¢ is calculated by
normalizing I5(t, d) to be a value in region [—1, 1]; note that
the range of integration value I (¢, d) was originally [0, 1].

The value of ¢ was regarded as a conventional trust value
given by Marsh and Dibben. From the definition of ¢ = ¢ —d,
a net trust value is calculated by subtracting the degree of trust
from the degree of distrust, which matches our intuition. In
Figure 2, the consistent region is the line between (1,0) and
(0,1) and corresponds to the set of conventional trust values.
Observation (¢, d) in the consistent region satisfies ¢t + d =
1 and is regarded as an assumption on the trust and distrust
degrees. The theory of conventional trust values implicitly
introduces this assumption.



\

Preferred items regarding work location:
I prefer to work and live in Nagoya or Tokyo. It is also OK
to work in my home town Hamamatsu.

NG items regarding work location:
I’m not particularly eager to go to outlying areas such as
Hokkaido, Okinawa, and Shikoku.

Preferred occupations:
I am considering IT sales, planning, other sales jobs, finan-
cial institutions, and recruiting services.

NG Occupations:
I have no NG occupations.

Figure 3: Description of One Student’s Wishes

Trust notions are defined with the value of 7. Let CT be a
cooperation threshold. If we have i = ¢t — d > CT, then it
is a case of trust; if ¢ is negative then it is case of distrust; if
we have 0 < ¢ < CT, then it is a case of untrust. Note that
for the case of distrust, condition ¢ < 0 is equivalent to ¢ < d;
i.e., a trustee is distrusted if the degree of distrust exceeds the
degree of trust.

3 Calculation of Two-Dimensional Trust
Values Based on Matching of Employment
Preferences And Job Offers

In this section, we deal with the issue of helping university
students find jobs by applying two-dimensional trust values.
Specifically, we evaluate the degree to which a description
in job openings matches the student’s preferences as a two-
dimensional trust value.

This study focuses on students in the Department of Infor-
mation Science at Aichi Institute of Technology. About 80%
of the students commute from the Tokai region of Japan. The
general trend is that they are strongly oriented toward the IT
industry and hope to live in their hometown (i.e., they wish
to work in the Tokai region). The number of job openings is
about 15,000, mainly for engineering students.

3.1 Preprocessing: Extracting Workplace
Locations And Job Types

We first obtained information from the students on their “pref-
erences” and “things to avoid” about work location and job
type. This information was obtained through open-ended ques-
tions; we show an example of the result in Figure 3.

We use the morphological analyzer MeCab [10] to extract
words related to place names and occupations. Then, we con-
duct a keyword search to find a match between the company
profile text and student preferences.

To find a better match, after extracting proper nouns, such
as the region’s name, we add information on neighboring ar-
eas, considering the characteristics of the target student’s pref-
erences; especially, note that students like to get a job on lo-
cal orientation toward the Tokai region. For example, if the
student wishes to work in “Nagoya,” the neighboring districts
“Aichi” and “Owari” are also used as keywords for the search.
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/
* XXX Corporation

— Tokyo, Sendai, Nagoya, Osaka, Hakata, and 40
other locations. Miyagi, Tokyo, Nagano, Aichi
(Nagoya), Osaka, and Fukuoka

Software, Information Processing, and
Information Services. Development, sales, and
maintenance of office equipment (information
processing equipment) and systems. Listed on the
first section of the Tokyo Stock Exchange. Flex-
time system available (core hours: 11:00-15:00).
Telework system available.  Clients include
government agencies, financial institutions, etc.

Sales jobs, system engineers, customer engi-
neers, technical staff, development, and research
staff. A driving license is required for some posi-
tions.

(The rest of this job offer contains information on
capitalization, annual sales, etc.)

.

Figure 4: Example of Job Opening

Similarly, in Figure 3, the student has listed Hokkaido, Oki-
nawa, and Shikoku as their least preferred work regions. These
are not exact names of regions but rather broad regional names.
Most of the place names in the job openings (typically, loca-
tion of branch offices, factories, etc.) are city names. There-
fore, for the three words “Hokkaido, Okinawa, and Shikoku,”
we will also add more detailed place names within the regions
for matching, such as “Ehime, Asahikawa, Kagawa, Taka-
matsu, Kochi, Sapporo, Muroran, Matsuyama, Tokushima,
Naha, Hakodate, and Kitami.”

In finding a better match on job categories, because target
students major in information technology, some search words
are added before searching. For example, when “IT” appears
in the description of desired items, the term “information” is
also used.

On the other hand, to conduct a job matching, we created
a dictionary with job information based on the information in
the job posting, as shown in Figure 4; such a posting contains
information such as the location of the head office, the place
of work, and the text of the company profile. In the example
in Figure 4, we underline the occurrence of words that match
the student’s desired information described above.

3.2 Calculating Two-Dimensional Trust
Values

In this study, we calculated the degree to which words from
the student’s preferences appeared in the job postings for each
work location and job type. For example, in the above case,
the evaluation values are as follows':

* The matching degree of location preference is 0.6; ac-
tually, 3 out of 5 words “Aichi, Tokyo, Owari, Hama-
matsu, and Nagoya” as matching candidates match the

! Although we give an example in English, we actually search for Japanese
keywords.
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job information; and

* The match level for job type is 0.8; 4 out of 5 pos-
sible matching words “information, sales, finance, re-
cruiting, and service” match the job information.

In this study, we used the goodness of fit as trust values con-
cerning the work location or the type of job. The trust level is
the degree to which the text of the company profile matches
the positive aspects desired by the student. The value is a real
number between 0 and 1.

On the other hand, the distrust level was determined by
whether or not the words that the students did not want ap-
peared in the company profile. This decision is based on the
fact that students tend to avoid firms whose profile contains
items the students wish to avoid. This results in a distrust
level of either O or 1.

In Figure 3, the student listed Hokkaido, Okinawa, and
Shikoku as the least preferred work locations. For the case
of this student, the level of distrust regarding the work loca-
tion is determined by whether or not the name of one of the
following places or regions appears in the work location field
of the job opening: Ehime, Asahikawa, Okinawa, Kagawa,
Takamatsu, Kochi, Sapporo, Shikoku, Muroran, Matsuyama,
Tokushima, Naha, Hakodate, Hokkaido, or Kitami. For the
firm shown in Figure 4, no such place name appears in the
job opening. Thus, this student’s distrust level concerning this
firm is 0.2 Therefore, the two-dimensional trust value about
the workplace location of this firm is (0.6, 0).

In the above matching, we calculated the trust and distrust
levels independently. Therefore, there may exist inconsisten-
cies in the trust and distrust levels. For example, for the two-
dimensional trust value (0.6,0) above, we can calculate the
degree of the discrepancy from a consistent trust value us-
ing Oda’s fuzzy logical approach; the degree is [(0.6 + 0) —
1] = | — 0.4] = 0.4. Also, we can calculate the observa-
tion point without inconsistency with Oda’s reverse-item av-
eraging method, and the result is (0.8, 0.2); note that the first
element of the pair is the integration value.

One can also obtain Marsh’s one-dimensional trust value
from the two-dimensional trust value, considering the obser-
vation point (0, 1) as Marsh’s score —1 and (1, 0) as score 1,
respectively. We can see the one-dimensional trust level as
the “net trust value” obtained by subtracting the distrust level
from the trust level. From the viewpoint of fuzzy logic, a one-
dimensional trust value is a trust level without the inconsis-
tency of evaluation, corresponding to the integration value?.

In the above example, the distrust level is 0, so the first ele-

ment of the pair (0.6, 0) and the corresponding one-dimensional

trust value 0.6 coincide. If the job offer includes a negative
statement regarding the location of the job, the trust value
would be 1. In this case, the two-dimensional trust value is
(0.6, 1), and the Marsh trust value is negative —0.4.

2Note that the job offer form also states “40 other locations,” which may
include specific locations the students do not wish to work at, although it
is not specified. Only text matching was used in this study, and semantic
analysis was not conducted.

3There is a difference in that the integration value ranges from 0 to 1,
while the one-dimensional trust value ranges from —1 to 1.
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4 N

* XXX Corporation (0.8,0.6,451)

— Tokyo, Sendai, Nagoya, Osaka, Hakata, and 40
other locations. Miyagi, Tokyo, Nagano, Aichi
(Nagoya), Osaka, and Fukuoka

— Software, Information Processing, and Informa-
tion Services. Development, sales, and mainte-
nance of office equipment (information process-
ing equipment) and systems. Listed on the first
section of the Tokyo Stock Exchange. Flextime
system available (core hours: 11:00-15:00). Tele-
work system available. Clients include govern-
ment agencies, financial institutions, etc.

— Sales jobs, system engineers, customer engineers,
technical staff, development, and research staff.
A driving license is required for some positions.

* YYY Corporation (0.6, 0.8,2000)

— Tokyo Hamamatsu, Nagoya, and Osaka. Chiba,
Tokyo, Kanagawa, Shizuoka, Aichi, Kyoto, Os-
aka, and Hyogo.

— System design, construction, operation, mainte-
nance, various software development, etc. We
support IT infrastructure in a wide range of indus-
tries from finance, manufacturing, telecommuni-
cations, and services to space development. We
provide solutions in various phases from system
development, operation, and maintenance to in-
frastructure construction.

— System Engineer.

e 777 Corporation Nagoya Branch (0.6, 0.8,1219)

Figure 5: Output Result (Partly)

Similarly, for the job type, we defined the distrust level
based on whether or not the job type the student does not
want appears in the job offer text. Since the student’s state-
ment in the previous section states that “I have no NG occu-
pations,” the value of the distrust level is 0. Therefore, the
two-dimensional trust value for the job category is (0.8, 0).

3.3 Presenting A List of Recommendatable
Companies

Applying the above technique, we give trust values for work
locations and job types for each job posting’s entry. Then,
we compute one-dimensional trust values to find a match be-
tween student and company profiles. Finally, a list of 20 job
openings is presented to the student. Figure 5 shows an ex-
ample of the output; actually, they are in Japanese. The list of
the output is sorted in the order of:

1. one-dimensional trust value for job type,
2. one-dimensional trust value for work location, and

3. the number of employees of the company.



These elements are shown as a triple placed on the right-hand
side of the company name.

In this study, we implemented the recommender system on
Linux (Ubuntu 22). We used a set of job data in a CSV format
with approximately 15,000 entries, extracted keywords, and
converted them into a form Common Lisp could handle. The
conversion was conducted with a shell script, using the mor-
phological analyzer MeCab for natural language processing.
For collecting students’ preferences, we used Moodle. Stu-
dents can describe their preferences in a free-style text format,
and we extracted keywords such as work location or occupa-
tions from the text, and the resulting keywords were given to a
Lisp program. Finally, the resulting Lisp program can calcu-
late trust values and match the student’s wishes and company
profiles. We used Steel Bank Common Lisp (SBCL 2.1.11)
in this study.

Our recommender system has presented some job open-
ings that may not appropriately reflect the student’s prefer-
ences; for example, some job offers contain work locations
in foreign countries. However, the recommender system can
present a sufficiently large number of job offers, and on the
whole, the system gives a list of companies that match the
student’s preferences.

4 Discussion: How to Determine Distrust
Levels

In our previous work [2][5], we determined the trust level part
of a two-dimensional trust value by accumulating positive
factors. This study also collects favorable aspects of a firm’s
job openings for the trust level part of a two-dimensional trust
value; that is, we increase the trust level when keywords that
match the student’s expectations appear in the company pro-
file text.

On the other hand, we can see at least two types of cases in
determining the distrust level. This section discusses how to
determine the distrust level.

4.1 Case 1: Distrust Level as Cumulative
Degree of Negative Evaluation

The first approach is to determine the distrust level based on
the cumulative degree of unfavorable evaluations, similar to
the method used to determine the credibility level. The fol-
lowing is an example in [2].

Example 1 Inthree countries, an opinion poll was conducted
about the approval ratings of each country’s governments. We
used the following items to answer this question: “Do you
trust your government?”

1. I have no idea;

2. Yes, I do;

3. No, I do not;

4. Sometimes yes, sometimes no.

The number of answers for each item is af, . .., a§ for coun-
try c; also, we have s¢ = a{ + a5 + a3 + ay. In this example,
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we calculate the degrees of trust t. and distrust d. of the gov-
. a$ + ag a$ + a§
ernment with t, = % and d, = %

s s
conducted with 100 residents each in the countries of X, Y,
and Z, and the following are the results:

. A survey was

(@F oF, af )
(@} af o} a})

(afa? . o af)

(10, 20, 30, 40),
(50, 30, 10, 10), and
(20, 25, 5, 50).

For each country, we can give the degrees of trust t. and dis-
trust d. as follows:

(tx, dx) = (0.6, 0.7), (ty, dy) = (0.4, 0.2) and
(tz,dz) = (0.75, 0.55).

For each country we can also calculate the one-dimensional
trust value i. and the degree of inconsistency c.:

(ix, Cx) = (—0.1, 0.3), (iy, Cy) = (0.2, —0.4) and
(iz, Cz) = (02, 03)4 .

Suppose we define the two-dimensional trust values as in the
approach of this example. In that case, the value of the dis-
trust level gradually increases as the number of responses on
items 3. and 4. in the questionnaire increases. In this sense,
the distrust level is cumulative and takes various values be-
tween 0 and 1. We can see that the distrust level reaches ex-
tremities (i.e., values around O or 1) when either “almost all
respondents answered with item /. or item 2., and the distrust
level becomes around 0” or “almost all respondents answered
with item 3. or item 4., and the distrust level gets higher and
becomes around 1.” This consideration suggests that, in gen-
eral, this method of determining the distrust level is unlikely
to result in extreme values.

4.2 Case 2: Distrust Level in Unusual
Circumstances

Another way to determine the distrust level is to rigidly set it
to 0 or 1. In our previous study [5], we used such a distrust
level in determining the authenticity of rescue request tweets
in the event of flooding. This case concerns the determination
of the distrust level in unusual circumstances.

During the torrential rainstorm in western Japan in 2018,
many rescue requests were posted on SNS, and detailed ad-
dress information on the posters appeared in some of those
messages. Personal addresses are typically private informa-
tion, and people regularly do not post them unnecessarily on
SNS. Posting a private address indicates that the poster was
really in imminent danger. Hence, the credibility of such a
message as a rescue request becomes high.

“In this footnote, we provide a more detailed analysis for the pairs of
(ic, cc). For country X, there is some degree of distrust of the government,
and citizens in country X are somewhat confused since the degree of con-
tradiction is positive. For country Y, the degree of trust exceeds the degree
of distrust, but the degree of contradiction is negative, which suggests that
the people have little interest in their government. For countries Y and Z,
although their integration values are the same, the degree of contradiction is
positive for country Z. Note that we can compare countries Y and Z, even
though the conventional trust model cannot since the degree of contradiction
is not addressed.
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/

* I am the person who called for rescue after the
heavy rain in Arii, Mabi-cho, Kurashiki City. I
have just been rescued safely. Thank you very
much for your concern. I will delete this tweet to
avoid confusion. Thank you for your cooperation.
#Kurashiki #Mabi-cho

» #Rescue completed #Kurashiki-shi, Mabi-cho,
Arii XXX. We have received a report that they
have been rescued safely. Sorry for your concern.
Thank you so much.

. %

Figure 6: Non-Rescue Requests Containing (Nearly) Com-
plete Address Information

However, in an emergency, when determining whether a
message is a genuine rescue request, it is natural that the dis-
trust level reaches maximum if there is even one suspicious
element. Note that this approach to determining the distrust
level differs from the cumulative approach used in the previ-
ous section.

Figure 6 shows some postings in the above disaster. In
these messages, words such as “thank you” or “sorry for your
concern” appear disproportionate to a rescue request. There-
fore, the distrust level is set to 1, resulting in a low one-
dimensional trust value. Such phrases typically appear in
messages that report the completion of the rescue, citing past
actual rescue request tweets.

For the application to job search assistance shown in this
paper, we also set the distrust level to O or 1, considering stu-
dents tend to avoid firms with “undesired items” because it
may affect their later life. Summarizing, we can see the fol-
lowing:

* For the case of judging rescue requests in the event of
flooding, we should employ a high distrust level to ex-
clude information that would interfere with rescue be-
cause human lives are at stake; and

* For the case of job search assistance, students want to
use a high distrust level since they wish to exclude any
job information containing undesired conditions.

From this observation, we use the distrust levels at extremities
(i.e., near 0 or 1) to vehemently reject information that is not
appropriate for related parties, as in the case of the two exam-
ples listed in this section. In other words, this type of distrust
determination method should be used when the impact of the
failure is significant for the parties concerned. A detailed ex-
amination of the validity of this approach is a future issue.

5 Conclusion

We developed a recommender system for students’ job-finding
assistance. After collecting information on job openings and
student preferences, we calculated the two-dimensional trust
values that represent the fitness of matching between the stu-
dent and the company. However, the two-dimensional trust
value may be inconsistent since the trust and distrust parts
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are given independently. This study obtained a correspond-
ing one-dimensional trust value for a consistent evaluation;
specifically, we got the one-dimensional trust value by cal-
culating the integration value of Oda’s FCR method. Then,
we employed the resulting trust value in the recommendation
process. In this study, we also discussed determining the dis-
trust levels.

This paper uses a coarse criterion that we only use, either 0
or 1, to determine the distrust level, especially for emergency
trusts. Introducing a finer step, as future work, may be possi-
ble. It is also necessary to provide criteria for which type of
distrust we should employ in which situations, which is also
an interesting issue.
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Abstract - There are many different ways to share cook-
ing recipes and pervasive in the world. Now that the Internet
has become widespread and information sharing has become
easier, recipes can be browsing on the Internet. Mechanisms
already exist for sharing dish quality and taste through pho-
tos and text. On the other hand, there is no mechanism to
compare cooking ability and efficiency with past selves and
others. This research aims to increase the enjoyment of cook-
ing by sharing and comparing recipes and cooking actions.
The approach is to use wearable sensors to sense the cooking
process and extract features for comparison. The contribu-
tion of this research is twofold. The first is a proposal for a
framework for a system that allows compare cooking ability
and cfficiency with past sclves and others. The second is the
actual sensing of cooking behavior and providing concrete ex-
amples of analysis and comparison with respect to transitions
in behavior and place.

Keywords: Wearable Sensing, Analysis Cooking Actions,
Location Estimation, Behavior Modification

1 Introduction

There are many different ways to share cooking recipes
and pervasive in the world. Now that the Internet has be-
come widespread and information sharing has become easier,
recipes can be browsing on the Internet. There are several
ways to share recipes, such as posting them on your own blog
or using a recipe sharing service. Recipe sharing services in-
clude Cookpad' and Kurashiru?. There is also a function to
report what you have created using a recipe. The Tsukurepo
in Cookpad and the Taberepo in Kurashiru fall into this cate-
gory.

Mechanisms already exist for sharing dish quality and taste
through photos and text. On the other hand, there is no mech-
anism to compare cooking ability and efficiency with past
selves and others. We thought that such a system would help
could motivation in cooking by realize the growth of their own
abilities or compare own cooking skills with others. If multi-
ple cooking data are collected, it is possible to compared how
different your cooking process compared to the recipe author
or how much better you are than you were in the past. For ex-
ample, when comparing yourself now and past, you can see
that your cooking has improved, and it is thought that moti-
vation to more become better at cooking will increase. Also,

Uhttps://cookpad.com/
Zhttps://www.kurashiru.com/
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if you compare yourself with a professional, you may be able
to find areas for improvement and get closer to becoming a
better cooking.

This research aims to increase the enjoyment of cooking by
sharing and comparing recipes and cooking actions. The ap-
proach is to use wearable sensors to sense the cooking process
and extract features for comparison.

The contribution of this research is twofold. The first is
a proposal for a framework for a system that allows compare
cooking ability and efficiency with past selves and others. The
second is the actual sensing of cooking behavior and provid-
ing concrete examples of analysis and comparison with re-
spect to transitions in behavior and place.

2 Related work

This chapter describes related research, divided into be-
havior estimation, cooking, and location estimation methods.
Each category describes its relationship to this research.

There are different types of research to behavior estima-
tion. For example, there are estimations of walking behavior,
medical behavior, and cooking tasks. And various sensors are
used in action estimation. For example, some research has
used acceleration and angular velocity to estimate behavior
[1]. Research that also uses other sensors includes research
that adds BLE to estimate activities in the home [2], and re-
search that adds biometric and environmental sensors to es-
timate behavior [3]. This research utilizes acceleration and
angular velocity, which are available in most wearable sen-
sors, to estimate the cooking process and analyze the motion.

Various methods of supporting cooking have been researched
for cooking recipes and videos. For example, there’s research
on estimating cooking behavior from video [4]. Other, attach-
ing sensors to cutting boards and knives to provide feedback
on the cutting process [5], and organizing the process when
preparing multiple cooking items at the same time to improve
cooking efficiency [6]. These research studies provide sup-
port for the cooking itself. This research aims to share and
compare data during the cooking process, and after cooking,
to show the growth and areas for improvement, and to in-
crease the motivation for cooking.

There are various methods for location estimation. One
of these methods is PDR, which uses sensors such as accel-
eration and angular velocity. There is research on location
estimation by PDR with smartphones and smartwatches [7].
In this research, we also wanted to use PDR to estimate the
location of wearable sensors. However, in PDR, errors ac-
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cumulate due to sensor noise, which reduces the accuracy of
position estimation. There are many methods to compensate
for this error. Examples include FootSLAM [8] and Action-
SLAM [9], which adapt the SLAM algorithm. FootSLAM
is a method that corrects for errors by taking advantage of
places where straight lines are walked, such as hallways. Ac-
tionSLAM is a method that corrects for errors by using sitting,
standing locations. This research utilizes the error correction
method of ActionSLAM to estimate location based on the re-
lationship between the cooking process and location.

3 Analysis and Sharing of Cooking Actions
Using Wearable Sensors

The Figure 1 shows the overall picture of this research. In
each section, the overall picture is divided into four items:
Sensing of cooking behavior, Sharing of sensing data, Anal-
ysis of cooking ability and efficiency, and Visualize history
and comparisons with others.

@
1
@ = = Recipel Recipe2
oy =
= '\ /
Cooking based
on recipes — Recipe3 ... 0
- ‘ ©) ?omparison
) Server, Cloud -
Sensing of | }
cooking behavior Il Display
! ' Upload X
b | B 1 1 |_I_I_I_
: |
' ___t_ | webetc.
Sensing data e\fé Increased motivation

Figure 1: Overall picture of research

3.1 Sensing of cooking behavior

In part 1 of the Figure 1, wearable sensors are used to con-
vert the cooking motion into data. This research a smartphone
and a smartwatch are used as wearable sensors to collect po-
sition data with the smartphone and arm movements during
cooking with the smartwatch.

One reason for the need for location estimation is the rela-
tionship between the cooking process and place. For example,
the cutting process takes place where the cutting board is lo-
cated, and the baking process takes place where the stove is
located. In other words, it is necessary to use the relation-
ship between the cooking process and the place to estimate
the cooking process according to the location.

This system is intended for the general public who are cook-
ing or just starting out. Currently, smartwatches are not widely
used, and it is required to use this system need to be provi-
sioned. If the system becomes widely used in the future, it
will be possible to use it without additional devices.
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3.2 Sharing of sensing data

In part 2 of the Figure 1, the data obtained by sensing the
cooking operation is shared with the cloud and servers. The
recipe creator shares the data of the actual cooking process to-
gether with the recipe when sharing a recipe. The recipe using
users share their work data when post the results of cooking
according to the recipe.

The creator cooks the recipe according to the recipe with
sensing after the recipe is completed. And when posting a
recipe, the sensing data post together. The using users per-
form sensing when cooking with using posted recipes. And
when reporting the results of the creation, the sensing data is
posted.

3.3 Analysis of cooking ability and efficiency

In part 3 of the Figure 1, the shared sensing data is ana-
lyzed and features are extracted. Features include the number
of times the ingredients are cut and the number of times the
refrigerator is opened.

The analysis contents includes cooking process estimation
and feature extraction. Process estimation uses arm motion
and position data during the cooking operation to estimate
the current process. Feature extraction analyzes the cooking
action data and extracts features. For example, the number
of times and pace of cutting in the cutting process and the
number and speed of pan shaking in the baking process are
extracted. And place transfers, the number of times the re-
frigerator was opened and the time spent washing dishes are
extracted.

3.4 Visualize history and comparisons with
others

In part 4 of the Figure 1, the features are compared and the
history and the skill or unfamiliarity of the cook with others,
as well as areas of growth and improvement, are displayed.
Users can see how well they are doing and what they need
to improve from an overall perspective from the comparison
results, which increases the motivation needed to continue
cooking in the future. Comparisons can be made with pro-
fessionals, people at the same level, friends, or past selves. In
comparison with professionals, we can see how much differ-
ence there is between us and them, in comparison with others
at the same level, we can see what they do better than oth-
ers. And in comparison with friends, we can see comparisons
that are only possible between friends. The comparison of
cooking operations is explanation into comparison of actions
at fixed points and comparison of places.

Comparison of the operation at fixed points is described
using the cutting process as an example. Features include the
number of cuts, the degree of force used to cut, and the pace
of cutting. If the number of cuts is greater than that of others,
it is likely that they are finer cuts, conversely, if it is less, it is
likely that they are coarser cuts. If the force used in cutting
is stronger than that of others, it is possible that the user is
using force unnecessarily. If the pace of cutting is faster than
others, the cook is considered to be a good cook, if slower to



be inexperienced. In this way, multiple features can be com-
pared to indicate skillful or inexperienced. The differences
in skillful or inexperienced also reveal areas for growth and
improvement.

Next, an example of comparison of places. The number of
visits to the refrigerator and the timing of these visits would
indicate differences in the unnecessary opening and closing of
the refrigerator and the return trips to and from the refrigera-
tor. If we look at the time spent at the cutting board as prepa-
ration time for baked cooking, we can see the difference in
how much time it took. Thus, the transitions between places
and the time spent in represented to show point for skillful or
inexperienced.

4 Analysis and comparison of actions at fixed
points

The analysis and comparison of actions at fixed points was
conducted using the cutting process as an example to see what
characteristics could be observed.

4.1 Survey contents

A sensing series of actions, including the cutting process,
were performed to collect the data to be analyzed. The sens-
ing participants consisted of three students who do not usually
cook (Participant A-C), a student who usually cooks (Partici-
pant D), and a people who cook every day (Participant E).

As a sensing method, a smartwatch (TicWatch E3) was at-
tached to the arm of the person holding the knife, and accel-
eration including gravity was collected using a home-made
application. Participants were asked to slice a cucumber into
round slices. The thickness of the cut is not specified. The
cooking process begins with rinsing the cucumbers, cutting
them into round slices, and transferring them to a plate. The
cooking was also performed while taking video for later anal-
ysis.

4.2 Analysis of data

An example of the resulting acceleration norm is shown
in Figure 2. This data is after norm, a moving average fil-
ter was used to remove sensor noise. Labels for the cooking
process are guessed from the video taken and input manu-
ally. Synchronization with the video is done by having the
user first swing his or her arms, taking advantage of the large
change in acceleration that occurs when the arms are swung.
Let the section in which the cucumbers are washed be Wash,
the section in which they are sliced into rounds be Cut, and
the section in which they are transferred to a plate be Plating
of dish. Features are extracted from this data. This time, the
number of cuts, cutting pace, and acceleration during cutting
are calculated in the Cut.

The first step is to estimate the number of cuts. The video
and data show a significant change in acceleration at the tim-
ing of the cut. Therefore, this time, peak detection is used
to estimate the number of times it was cut. The threshold is
set at 13.5m/ s2, and the portion of the maximum value be-
tween when the threshold is exceeded and when it is below
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Figure 2: Sensor data obtained (Participant A)

the threshold is estimated to have been cut once. And, no new
estimation is performed for 0.2 seconds after the threshold
value is exceeded. The result is displayed as a Cut estimation
in Figure 2. The acceleration in the area estimated to have
been cut from the results is collected, and the average and
maximum values are extracted as features.

Next, the average of the cutting pace is calculated. The
cutting pace uses the number of seconds between each cut.
The interval longer than 3 seconds was considered to be an
interruption in the temporary cutting motion, such as picking
up a cucumber attached to a knife, and was not used in the
calculation of the average.

The 20 second data of the cut section of all participants
after the above processing is shown in Figure 3, and the fea-
tures in all the extracted data are shown in Table 1. Figure 3
shows 20 seconds of data in order to make the pace of cut-
ting visually clear. The actual and estimated results for the
number of cuts, the average pace of cutting, the average and
standard deviation of the acceleration at the time of cutting,
and the average of each are placed in Table 1. The error in
the estimation of the number of cuts varied from participant
to participant. Therefore, the estimation threshold needs to be
improved in the future.

4.3 Comparison of data

The features obtained from the analysis were compared to
determine the differences among participants. The graphs of
average pace and acceleration are shown in Figure 4 and Fig-
ure 5, respectively.

First, a comparison is made between participants A-C who
do not usually cook. The number of times the participant B
made a cut was less than that of the others. In fact, participant
B’s cucumbers were shorter than the others. If the thickness
after the cut is approximately the same based on the number
of cuts, the length of the cut object can be estimated, and if
the length of the cut object is the same, the average thickness
when cut can be estimated. The acceleration of participant
A is larger than that of the others. The mean is seen as the
average speed of slashing down, and the standard deviation
as the stability of the slashing down speed. From this, it can
be inferred that participant A has more cutting power than the
others. The standard deviation for participant A is larger than



International Workshop on Informatics ( IWIN2023 )

Table 1: Features by participant

Participant Actual of times Estimation results Mean pace Mean acceleration Standard deviation
P [Times] [Times] [sec] [m/ 52] of acceleration
A 60 70 1.18 26.8 9.45
B 43 42 1.01 17.3 2.14
C 76 87 1.23 17.2 3.02
D 106 106 1.21 18.1 2.87
E 159 164 0.52 32.6 5.57
| Overall mean || 88.8 | 93.8 | 1.03 | 224 | 4.61 |
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Figure 3: Estimation results for 20 seconds of the Cut portion
of the participant

that of the others. From this, it can be inferred that participant
A is not cutting with a steady force.

Next, a comparison is made between participants A-C, who
do not usually cook, and participants D and E, who do cook.
The number of times the respondents who cook on a regu-
lar basis cut more often than those who do not cook. In fact,
the thickness of the cucumbers cut by the person who usually
cooks them was almost uniform. In other words, if the length
of the object to be cut is the same, a good cook will cut more
frequently. A large difference was observed between partici-
pant E and the other participants in terms of the pace at which
they cut and the acceleration at which they cut. The pace of
the participant E was more than twice as fast as that of the
others participants. And, the acceleration was larger than that
of participants B to D. This is thought to be because the pace
of cutting is faster and therefore the speed of cutting down is
also faster.
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Figure 5: Graph of acceleration

The comparison was made among a small number of peo-
ple, but in the future it will be necessary to make compar-
isons among a very large number of people. In such a case,
a method to indicate where you are in relation to the average
of all participants is possible. For example, for the present
data, the standard deviation of the acceleration of participant
A is larger than the overall average, and the cutting pace of
participant E is about twice as fast as the overall average.

In this way, features such as the number of times and the
degree of force can be obtained just by cutting, and the re-
sults of feature comparison can be expected to increase the
motivation of the participants. For example, the comparison
results show that participant A is less stable than the others, so
he tries to do better because he is less stable than the others.
The fact that participant E cuts faster than the others gives us
confidence about the pace at which he cuts. The baking and
mixing process are also expected to increase motivation, as
are the cutting process.



5 Analysis and comparison of transfers
between fixed points

Next, the analysis and comparison of transfers between fixed
points was conducted using the hanburg steak cooking pro-
cess as an example to determine what characteristics were ac-
tually observed.

5.1 Survey contents

Sensing of hanburg steak cooking was performed to col-
lect data to be analyzed. Four participants were students, of
whom data were collected twice for participants C and D. In
ascending order of participant number, the its are those who
usually cook. The cooking environment is arranged as shown
in Figure 6. Figure 6b is the result of surveying the actual stop
position of the cooking environment, which will be explained
later.

(a) Actual cooking environment

200 mEE Refrigerator
mmm Cut board
150 W Sink
* * Stove
* Resting chair
100
§E =0
N
:
-100
-100 =50 0 50 100 150 200 250
x[cm]

(b) Standing of on the graph

Figure 6: Cooking Environment

The following section describes the cooking utensils and
ingredients used and the cooking process in the cooking en-
vironment. Cooking utensils include a cutting board, knife,
bowls, bowls for beating eggs, chopsticks, frying pan and lid,
and a fry pan. Materials include ground meat, onions, eggs,
milk, breadcrumbs, and seasonings. Leave as meat, onions,
eggs, and milk in the refrigerator, and the breadcrumbs and
seasonings under a cutting board. In the hanburg steak cook-
ing process, chop onion, add minced meat, beaten egg, milk,
bread crumbs, and seasonings. Then, remove air from the
pan, shape it and bake it over medium heat for about 10 min-
utes. The materials are prepared in such a way that there is a
surplus, and the excess materials are returned to their original
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place. It is also a condition to wash the cooking utensils used
in the cooking process, except for the pan, lid and spatula.

The hanburg steak cooking process involves a waiting pe-
riod during the cooking process called baking time, in the
meantime, differences can be seen between participants, such
as washing the utensils used. Even in the waiting time, dif-
ferences between skilled and inexperienced operators can be
seen, and can be used for comparison. For this data collec-
tion, a refrigerator, a cutting board, a sink, a stove, and a
resting chair were prepared as places. The process includes
cutting, mixing, and baking, and requires at least a cutting
board and a stove as a place. A refrigerator for storing mate-
rials and a sink for washing dishes are also needed. A resting
chair is also provided as a place to wait during baking time.
The stopping position of fixed points (the star marks position
in Figure 6b) was determined in advance, and the participants
were asked to work there.

As a sensing method, a mocopi® (Figure 7) was attached
and the movement history was collected. mocopi is a device
that can motion capture by attaching inertial sensors to six lo-
cations on the head, waist, arms, and legs. The main purpose
of this research is to share and compare the cooking behav-
ior, so we will use mocopi, which is currently easy to use
and can be expected to provide a certain degree of accuracy
in position estimation. In the future, movement histories will
be collected using wearable sensors that can be more easily
prepared. The movement history is obtained from the motion
capture results and used for analysis.

Condition after installation

Actual equipment

Figure 7: Details of mocopi

5.2 Movement estimation using wearable
Sensors

Movement estimation was performed using wearable sen-
sors, and the rough accuracy was investigated. Mocopi was
used as a wearable sensor. Estimation is performed using the
position of the waist in the motion capture results. A portion
of the actual trajectory obtained is shown in Figure 8. The
upper triangle represents the start point and the lower triangle
represents the end point. From this point, the accumulated
error due to sensor noise is corrected.

Use a place to sit or stand as a method of compensation. In
this case, a place to sit or stand is prepared in advance, and

3https://www.sony.jp/mocopi/
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the refrigerator / resting chair place is used to compensate for
this. These two places are distinguished from other places
by the use of the position of the hips, because they involve a
slouching motion. A threshold value is set for the waist posi-
tion and the current location, and correction is applied so that
the robot will reach the set stopping position after a certain pe-
riod of time has elapsed after the threshold value is exceeded.
The difference between the current location that exceeds the
threshold and the set stop position is determined, and a cor-
rection value is calculated and reflected in subsequent data
as appropriate. If a new threshold value is exceeded, a new
correction value is obtained and updated. In this case, if the
position of the waist is less than 80 c¢m, and based on the
placement of the stopping position and the time spent in that
place, the current location is < 25 and the user has been
there for at least 5 seconds, then the user is in a rest chair, and
if 26 < z and z < 50 and the user has been there for at least
1 second, then the user is in a refrigerator.

The actual movement trajectory results with correction are
shown in Figure 9 and the correct data for place estimation
over time and after correction are shown in Figure 9. The lo-
cation estimation with the corrected data is based on the near-
est stop point from the current location as the place where it.
In the case of participant A, after the correction, the about
roughly estimated. However, in the case of the others, the re-
sults are not as good as those of participant A. Taking the first
data of first time for participant D (Figure 11) as an example,
there is a weak to estimate places that are close in distance,
such as the sink and the cutting board. To improve the ac-
curacy of the estimation, measures such as having them sit
down periodically to increase the frequency of correction and
the number of correction points can be considered.
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Figure 8: Example of obtained movement trajectory data
(Participant A)

5.3 Analysis and comparison of data

The data were analyzed and compared using the correct an-
swer data to determine what differences existed between par-
ticipants. Originally, we would like to analyze and compare
the data from the estimate data. However, as described in sub-
section 5.2, the estimation accuracy is not high, so we will use
the correct data that we have prepared to check the estimation
accuracy, which is accurate data. The correct answer data for
each participant is shown in Figure 12.
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Figure 9: Movement trajectory correction result (Participant
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Figure 10: Location estimation result (Participant A)

First, the time spent in fixed points is analyzed and com-
pared. The time spent in fixed points by each participant and
the overall mean and standard deviation are shown in Figure
13. No comparison was made for the time spent in the re-
frigerator and the break chair, since the cumulative time is
not considered to indicate skillful or inexperienced. Compare
the time spent at the sink. The majority of the time spent at
the sink is spent washing dishes, so the comparison is based
on how long it takes to finish washing dishes. Looking at the
Figure 13, it can be seen that second time for participant D fin-
ished the fastest and participant B finished the slowest. From
here, it is possible to analyze whether the washing dishes pro-
cess is faster or slower than the overall average when com-
pared to the overall average.

Users who see the results are happy if the overall washing
dishes speed is fast, and think about efficient washing dishes
methods if it is slow. As for the cutting board and stove, it is
difficult to compare them from the time spent because each is
part of the baking preparation time and baking time. There-
fore, the baking preparation time and baking time are ana-
lyzed and compared in terms of cooking time.

Next, the cooking times are analyzed and compared. The
cooking time by participant and the overall mean and standard
deviation are shown in Figure 14. The total cooking time is
the time from the start of data collection to the end, the baking
time is the time from the time the stove was on for more than
30 seconds to the end, and the preparation time for subtract
baking time from total cooking time. The total cooking time
will not be analyzed because the movements performed in be-
tween are important. Look at the baking time, recommended
time is 10 minutes, while the baking time for participant D
is shorter for both times, and the second time is out of the
standard deviation of the overall mean. In fact, the second
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Figure 11: Examples of the many misjudgments that have
occurred (Participant D: 1st)
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Figure 12: Place of stay by time for each participant

hanburg steak was not cooked all the way through. From this
point on, if the behavior deviates from the standard deviation
of the overall average, it can be analyzed as abnormal behav-
ior, such as undercooked or overcooked.

The user who sees this result will think that if the baking
time is not long enough from an overall perspective, he will
bake a little longer, and if it is overcooked, he will finish bak-
ing a little faster. The preparation time for baking was shorter
for second time for participant D and longer for second time
for participant C than for the others. From here, it is pos-
sible to analyze whether the baking preparation is faster or
slower than the overall average. The user who sees this result
is happy if the preparation is fast from an overall perspective,
and thinks about how to prepare efficiently if it is slow. And
when compared to their past selves, they both have reduced
their cooking time .

In addition, transitions in place are analyzed and compared.
The location transition was calculated as the number of times
a person moved from the current place to the next. A to B and
B to A are seek as separate number of times. The method is
to assume that a person moves from the current place to the
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next place when it has been in the current place for more than
1 second. An example of the actual data obtained is shown in
Figure 15. As an example, we will analyze and compare the
number of visits to the refrigerator. The number of visits to
the refrigerator by each participant and the overall mean and
standard deviation are shown in Figure 15. It should come to
the refrigerator at least twice for loading and unloading the
food. However, a large number of foodstuffs may mean that
the foodstuffs are taken in and out as needed and used food-
stuffs are immediately put away, or that the foodstuffs are di-
vided into multiple portions because they cannot all be car-
ried. Therefore, judgments of skillful or inexperienced will
vary from user to user and will not be analyzed. From this,
the user can see how much more or less open the door is from
the overall viewpoint, and if it is less, the user can see that
there is no waste in movement, and if it is more, the user tries
to reduce the amount of movement.

Thus, comparisons of time spent in place, transition, and
cooking time revealed skillful or inexperienced points in com-

parison with others, while individual comparisons showed growth.

From this point, users can confirm areas for improvement and
realize their growth, which is expected to increase their moti-
vation for cooking in the future.

I Refrigerator [ Cut board BN Sink Stove [0 Resting chair

Time in location[sec]

C(1st) _ C(2nd)

Participant

D(1st)  D(2nd)Overall mean

Figure 13: Cumulative time spent by location

I Total cooking time [ Baking time I Preparation time for baking

1000

800

Time[sec]

A C(1st) C(2nd)  D(1st) D(2nd)Overall mean

Participant

Figure 14: Cooking time

6 Conclusion

This research aims to increase the enjoyment of cooking
by sharing and comparing recipes and cooking tasks. The ap-
proach is to use wearable sensors to sense the cooking process
and extract features for comparison. The skill of a cook is ex-
pressed not by taste or appearance but by the actions taken
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during the cooking process. Analysis and comparison of the
cooking behavior data collected as a contribution to this re-
search shows an increase in user motivation.

The overall picture of this research can be divided into four
categories: sensing of cooking behavior, sharing of sensing
data, analysis of cooking ability and efficiency, and visual-
ize history and comparisons with others. Wearable sensors
are used to collect data on the cooking process and analyze
it to extract features. The extracted features are then shared,
compared, and the results are displayed.

The analysis and comparison at fixed points was conducted
using the cutting process as an example. The various fea-
tures and comparisons obtained as a result of this process
will reveal the handiness and unfamiliarity of the process,
which will be replicated in other processes. In the analysis
and comparison of transfers between fixed points, hanburg
steaker cooking was used as an example for analysis and com-
parison. Movement estimation is still in a state of inaccuracy.
Therefore, the analysis and comparison from the correct an-
swer data revealed some dexterity and unfamiliarity.

Future work is needed to analyze and compare the results
at fixed points, in addition to the cutting motion. For exam-
ple, there are various processes such as baking, mixing, etc.
Each process is investigated. For the extraction of features,
we will examine what kind of features can and should be ex-
tracted from each process. For example, in the case of the
baking process of an omelet, the speed of rolling, the number
of times and others may be considered. For comparisons, the
extracted features are used to determine what kind of differ-
ences in cooking can be seen. For example, in the case of the
baking process of an egg omelet, there is a difference in the
speed of rolling.

The analysis and comparison of transfers between fixed
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points needs to be validated with more accurate estimation
methods. In this study, the analysis and comparison were
conducted using the correct answers, but in the future, the
analysis and comparison will be conducted using the estimate
results. I could also analyze the unusual behavior during the
survey and do it with recipes that are not good to change the
order. In addition, a complementary mechanism for location
estimation and action recognition is realized with reference to
ActionSLAM?2. Specifically, increased accuracy of behavior
recognition by narrowing down that a person would perform
if it were in this place, and make a correction for the location
that if you are doing this action, you would be in this place.

A system such as a research overview needs to be created,
shared, and displayed. For sharing, it is necessary to consider
what kind of data structure is to be shared. The content of
the labeling must be expected to increase the motivation for
cooking. Currently, we are thinking of creating a system that
wraps around the recipe site. For example, a bar graph could
be used to show your position in relation to the total number
of cuts. Other possibilities include using a radar chart to rep-
resent one’s features. It is necessary to verify whether such a
display method actually increases motivation and to consider
other methods.
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Abstract - Some people experience accidents or near
misses while riding because they did not conduct bicycle
inspections before riding. There is a need to promote rid-
ers to conduct bicycle inspections to reduce the number
of people who experience this. In this study, we focus
on air pressure inspection and propose a method for esti-
mating bicycle air pressure decrease based on vibration
sensing using smartphone. The acceleration in the di-
rection perpendicular to the ground is acquired with a
smartphone, and the standard deviation and the ampli-
tude spectrum of each frequency are used as features to
estimate the air pressure decrease using random forests
and other methods.

Keywords: smartphone, sensor signal processing, bi-
cycle, air pressure

1 Introduction

There is a need to promote bicycle inspections be-
cause only a few people who ride a bicycle do so every
time. According to a survey conducted by au Insurance,
86.9% of bicycle riders do not conduct any or few neces-
sary inspections before riding(whether the brakes work,
whether the tires are inflated sufficiently, the position,
color, and angle of reflective materials, whether they are
dirty, whether the handlebars and saddle are not wob-
bly, whether the chain is loose or rusty, whether the bell
and buzzer ring, whether the lights come on)[1]. There
is a need to promote riders to conduct bicycle inspections
before riding to reduce the number of malfunctions and
accidents or near misses experience.

In this study, we focus on tire air pressure inspection
among the inspections that should be conducted before
riding, and the purpose of this study is to realize air pres-
sure inspections without introduction / operation costs
and time consuming. Existing inspection methods need
to use exclusive devices such as air gauges to confirm air
pressure. Even with an exclusive device, there is a need
to remove the cap from the valve of the tire in order to
measure it. This method is time consuming.

In this study, a method for estimating air pressure de-
crease using smartphone is proposed. There is need for
a sensor to estimate air pressure decrease. Smartphones
are equipped with many sensors. There is no need to
purchase new sensors because smartphones are widely
used nowadays. In addition, they can quickly confirm
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the results of air pressure estimation because they are
often carrying their smartphone with them at all times.
For these reasons, we considered that air pressure in-
spections could be promoted using smartphone without
introduction / operation costs and time consuming.
The flow of promoting air pressure inspection using
smartphone is shown in the Figure 1. The rider inflates
the tire to the maximum proper pressure indicated on
the side of the tire. Next, the rider rides bicycle while
in possession of a smartphone. The smartphone collects
feature values that occur at the best timing for tire infla-
tion using equipped sensors. The smartphone estimates
whether the air pressure is the best timing for inflation.
The best timing for inflation is when the air pressure is
about to decrease below the minimum proper pressure.
The minimum proper pressure is the minimum pressure
that can make the tire perform effectively. The smart-
phone promotes the rider to inflate when it estimates the
best timing for inflation. In this flow, There is no need
to confirm the air pressure frequently or to use exclu-
sive devices to measure it. Therefore,we consider that
air pressure inspection can be conducted without instal-
lation/operation costs and time consuming.

0 Rider Inflates

ider rides bicycle
while in possession of
a smartphone

> Smartphone collects
riding data and
estimates whether
best timing for inflation

Smartphone promotes
rider to inflate when
it estimates best timing
for inflation

Figure 1: The flow of promoting air pressure inspection us-
ing a smartphone

2 Related work

There are products that help to confirm air pressure
such as air pressure sensors from Kashimura[2] and
Tyrewiz from Quarq[3]. The air pressure information is
wirelessly transmitted to a monitor in the automobile.
The air pressure is displayed on a monitor in real time.
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Tyrewiz from Quarq[3] attaches small barometric sen-
sors to two bicycle tires. The exclusive application is
installed on a smartphone. The air pressure informa-
tion is wirelessly transmitted to a exclusive application.
The air pressure is displayed on a exclusive application
in real time. The rider can always confirm the air pres-
sure. Therefore, there is no time consuming to confirm
the air pressure. However, exclusive sensors are expen-
sive and there is a need to manage batteries. Therefore,
installation / operation costs are high. In this study,
Smartphone is used as a sensor. There is no introduc-
tion and operation cost with this method.

There is a product that helps to inflate such as Smart
Air Inflator from KuKiire[4]. When the inflator is at-
tached to the tire, it automatically inflates the tire. The
air pressure can be automatically inflated to the pre-
ferred pressure at the time of inflation. Therefore, there
is no time consuming process to conduct air inflation.
However, there are dangerous riding conditions caused
by the judgement of the rider. In this study, the smart
phone estimates the best timing for inflation. Dangerous
riding conditions are prevented for this method.

There is product that does not require air pressure
such as Air Free Concept from Brigestone[5]. A tire that
does not require air is called a punctureless tire. When
regular tires are replaced with punctureless tires, there is
no need for air pressure inspection without time consum-
ing. However, punctureless tires cost more than regular
tires. In addition, the ride quality is different between
regular and punctureless tires, and the rider feels un-
comfortable. In this study, bicycles used in everyday life
will be used. The ride quality is not affected for this
method.

There are studies on air pressure such as TPMS.
TPMS is a air pressure monitoring system using a baro-
metric sensor. TPMS are broadly classified into direct
and indirect methods.

There is a direct method study that proposes a tech-
nology to improve the performance of barometric sen-
sors[6]. A barometric sensor is directly attached to the
tire and measures the air pressure. Therefore, air pres-
sure can be measured with high accuracy. However,
barometric sensors are expensive to produce.

There is a indirect method study that uses a single
barometric sensor to estimate the air pressure of four
tires[7]. One barometric sensor measures the air pres-
sure of one tire. The air pressure of one tire is used to
estimate the air pressure of the other three tires. If the
air pressure of four tires is to be measured directly, there
are need to use four barometric sensors. However, only
one barometric sensor is used to estimate air pressure.
Therefore, air pressure estimation can be conducted at
low cost. However, a dedicated sensor is used even if
only a little. Therefore, it is costly to a certain extent.

In a previous study, we examined air pressure decrease
estimation from bicycle riding speed[8]. The force re-
quired to pedal decreases as air pressure decreases.
Therefore, we considered that the riding speed would
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decrease as well. An experiment was conducted to esti-
mate air pressure decrease using riding speed. From the
results, features that can be estimated for air pressure
decrease did not occur. As the reason for this, features
that can be changed by the rider’s discretion were used.
For example, even hen the pedals felt heavy, the rider
adjusted the force and drove at the same speed as when
there was enough air pressure. Therefore, there is a need
to use features that occur with air pressure decreases that
the rider cannot change.

3 Method for estimating air pressure
decrease based on vibration sensing

This chapter describes the proper pressure required for
air pressure decrease estimation. Then, the flow of air
pressure decrease estimation using vibration is described.

3.1 Proper pressure

There is a proper pressure for effective tire perfor-
mance for bicycles. The maximum value of the proper
pressure is referred to as the maximum proper pressure.
The minimum value of the proper pressure is referred
to as the minimum proper pressure. If the pressure is
within the proper range, it indicates for effective tire
performance. If the rider continues to ride outside of
the proper pressure, the tire will suddenly burst, and
the tube inside the tire will deteriorate. Therefore, air
pressure inspection is important to prevent tire burst and
deterioration. There may be a maximum proper pressure
indicated on the side of the bicycle tire as shown in the
figure 2. Also, there may be a maximum and minimum
proper pressure indicated on the side of the bicycle tire.
For city bicycles, only the maximum proper pressure is
often indicated. For road bicycles, the maximum and
minimum proper pressure are often both indicated.

Figure 2: Maximum proper pressure indicated on the side
of the tire

When the air pressure is about to decrease below the
minimum proper pressure, this is the best timing to
inflate. If the air pressure is more than the minimum
proper pressure, there is no problem to ride. If the air
pressure is less than the minimum proper pressure, it is
dangerous to ride. Therefore, there is a need to promote



inflation to the rider when the air pressure is about to
decrease below the minimum proper pressure.

3.2 Flow of air pressure decrease
estimation using vibration

Bicycle vibration was used as a method to estimate
the best timing for inflation. Bicycle vibration changes
depending on air pressure. A schematic diagram of vi-
bration changes associated with changes in air pressure
is shown in the figure 3. If the air pressure is high, vi-
bration is not absorbed very well. If the air pressure
decreases to a certain degree, vibration is absorbed by
the increased cushioning. If air pressure decreases sig-
nificantly, vibration is not absorbed by the decreased
cushioning. However, the rider can clearly aware that
the condition is dangerous. Therefore, we conduct the
estimation to the range where the rider does not aware
that the condition is dangerous.

Best timing

Vibration

Estimated
range

Driver can
aware

—@

Air pressure

Figure 3: Schematic diagram of vibration changes associ-
ated with changes in air pressure

The rider enters the minimum proper pressure for the
bicycle into the smartphone. The minimum proper pres-
sure is necessary to acquire the best timing for inflation.

The rider attaches the smartphone as shown in the
figure and rides on a paved road. The smartphone is at-
tached to the bicycle so that it is perpendicular to the
ground using a smartphone holder. Vibration changes
depending on the ground type ridden on. Therefore, the
estimation is conducted on paved roads that are gener-
ally used. Acceleration in the y-axis direction during rid-
ing can be used as the vibration generated by the contact
between the ground and the tires when the smartphone is
attached as shown in the figure 4. However, the gravity
acceleration is also included in the acceleration in the y-
axis direction. Therefore, the acceleration in the y-axis
direction without the gravity acceleration, is used.

Features of air pressure decrease are extracted from
the acceleration data acquired during riding when the
rider arrives at the destination. The standard deviation
of acceleration in the y-axis direction and the amplitude
spectrum for each frequency are used as the feature val-
ues. The acceleration standard deviation in the y-axis
direction is considered to indicate the strength of the bi-
cycle vibration. Also, the amplitude spectrum of each
frequency in the y-axis direction is considered to be a
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Figure 4: Smartphone attached and acceleration axis

distribution of frequencies of the vibration occurred in
the riding. Air pressure decreases as tire cushioning in-
creases within the estimated range. Therefore, it is con-
sidered that the vibration of the bicycle is decreased and
the acceleration standard deviation is decreased. In ad-
dition, it is considered that the vibration at higher fre-
quencies is absorbed and the higher frequency amplitude
spectrum is decreased.

Preliminary experiment was conducted to confirm
whether the standard deviation of acceleration in the y-
axis and the amplitude spectrum of each frequency can
be used as features for air pressure decrease estimation.
The experiment was conducted with nine male under-
graduate or graduate students. A smartphone was at-
tached to the bicycle as shown in the figure 4. Subjects
were asked to ride bicycle at 50 kPa increments from 150
kPa to 300 kPa for pressure and the acceleration in the
y-axis direction was acquired. The acceleration in the
y-axis direction was acquired as shown in the figure 5.
The standard deviation was acquired from the acquired
acceleration in the y-axis direction without the gravity
acceleration. The acceleration standard deviations of the
nine persons were averaged, and the variation of the val-
ues for each air pressure is shown in the figure 6. The
standard deviation of acceleration in the y-axis direction
decreases as the air pressure decreases, and a trend simi-
lar to that within the estimated range shown in the figure
3 occurs. FFT (Fast Fourier Transform) was conducted
on the acceleration in the y-axis direction in order to
analyze the frequency components in the y-axis direc-
tion. The amplitude spectrum for each frequency in the
y-axis direction is shown in the figure 7. A trend that the
amplitude spectrum with higher frequencies decreases as
air pressure decreases occurred. Therefore, the standard
deviation of acceleration in the y-axis direction and the
amplitude spectrum for each frequency were used to es-
timate the air pressure decrease.

Machine learning is conducted using the features to
estimate whether the air pressure is about to decrease
below the minimum proper pressure. The data set for-
mat of the features is shown in the table 1. Explana-
tory variable is the standard deviation of acceleration in
the y-axis direction and the amplitude spectrum for each
frequency. The objective variable is air pressure. Am-
plitude spectrum for each frequency uses the average of



International Workshop on Informatics ( IWIN2023 )

—— 300kPa
&
£
5
©
<Q
[J]
5]
<
0 20 40 60 80
Time (s)

Figure 5: Acceleration in y-axis direction for each air pres-
sure

4.0

3.5

3.0

standard deviation(m/s?)

Acceleration

150 200 250

Air pressure(kPa)

300

Figure 6: Variation of mean acceleration standard deviation
in y-axis direction for each air pressure

0.5 Hz intervals of the frequency. Areas where no signif-
icant change occurred when air pressure decreased were
not used as features. From the figure 7, little change in
frequency was occurred after 40Hz. Therefore, the am-
plitude spectrum in the range of 0.0Hz to 40.0Hz was
used. The reason for this narrowing of the range is that
a larger amount of data would be burdensome to pro-
cess on a smartphone. A model trained on this data set
is used to classify whether the air pressure is below the
minimum proper pressure. There are methods of direct
classification using SVM and other methods. Another
method is to conduct a regression to estimate air pres-
sure as a numerical value using a random forest or other
methods and then classify the air pressure.
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Figure 7: Amplitude spectrum for each frequency generated

by bicycle riding
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Table 1: Dataset of air pressure decrease features

Explanatory Objective
variable variable
Acceleration Amplitude Air
standard deviation spectrum pressure
in y-axis direction | in y-axis direction of tire
(m/s?) V) (kPa)

4 Conclusion

In this study, we focus on air pressure inspection and
propose a method for estimating bicycle air pressure de-
crease based on vibration sensing using smartphone. The
acceleration in the direction perpendicular to the ground
is acquired with a smartphone, and the standard devi-
ation and the amplitude spectrum of each frequency are
used as features to estimate the air pressure decrease
using random forests and other methods.

In the future, there is a need to conduct an evalua-
tion experiment whether the algorithm used in this study
can estimate the air pressure decrease. And there is a
need to implement air pressure decrease estimation as a
smartphone application.
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Abstract -Automated vehicle technologies which includes
human detection technologies are developed by many
manufacturers. Moreover, these technologies are adopted to
many automated robots or carts. On the other hand, once or
twice a year, an elderly person wanders into a university
campus. Then human detection technologies Therefore, it is
important to find human with robot carts by utilizing human
recognition technology. In many cases, stationary human
recognition is realized by 3D LiDAR (3 Dimensional Light
Detection and Ranging) device. However it requires many
computer resources. In this paper, we propose a new human
recognition method by 2D-LiDARs and evaluate our
method..

Keywords. LiDAR, Human Detection, Autonomous Cart,
Machine Learning. PointCloud.

1 INTRODUCTION

In developed countries, the birthrate is declining and the
population is aging. As a result, labor shortage has become a
social problem. On the other hand, expectations for the
security industry are rising and demand is increasing.

However, in the current security industry, there are
physical problems, etc., and there is a shortage of personnel,
and the introduction of robots that can replace humans is
essential.

Since robots can operate 24 hours a day, they can be used
efficiently on campuses such as universities as delivery
robots and guidance robots during the day, cleaning robots
in the early morning, and security robots at night.

Since people may accidentally enter the university campus,
nighttime security is important. Elderly people in particular
are not malicious and need to be protected by security
guards. Such cases occur once a year or less, and personnel
expenses should not be spent on security for such cases.
Therefore, it is important for robots to detect suspicious
persons. Technology for robots to judge a person and
technology to judge that the person is a suspicious person
are important.

If a suspicious person is someone other than a university
faculty member or student, the suspicious person can be
judged by whether or not the robot behaves like showing an
ID when the robot approaches.  Therefore, a method for
robots to detect the presence of people is important.

Expensive robots are equipped with many sensors such as
LiDAR (Light Detection and Ranging), cameras, and
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millimeter-wave radar, and technologies which has been
established for autonomous vehicles for human recognition.
However, it is not realistic to have enough such expensive
sensors in a robot used in a campus because of its cost.
Moreover, since these technologies for autonomous driving
are aimed at collision prevention with humans, it is

important to reliably recognize humans rather than
erroneously  recognizing non-humans as  humans.
Furthermore, since these recognition technologies are

executed while driving at a constant speed and there are
various moving objects in the surroundings, it is important
to detect obstacles and predict their movements.

On the other hand, On the other hand, these technologies
for security have the same purpose of preventing collisions,
but the accuracy of distinguishing between people and
objects is important. It is also possible to take a method of
sensing while repeatedly stopping the vehicle and
approaching it if there is a possibility of a person to further
improve the recognition accuracy.

In many cases, robots move using SLAM (Simultaneous
Localization and Mapping) technology with 3D LiDAR. It
runs while estimating its own position using SLAM. In
SLAM, which processes 3D point cloud information, the
computational complexity is very large. Therefore, the
computational complexity of processing other than
autonomous driving should be minimized.

Therefore, we think that it should be clarified whether one
or more 2DLiDARs can identify people with the same
accuracy as 3DLiDAR. The number of point clouds that can
be acquired by 3DLiDAR and 2DLiDAR is clearly different
as shown in Fig.1 and Fig.2.

2 PROPOSED METHOD

First, the recognition system processes the difference with
the pre-trained background in SLAM and recognizes the
unusual. Next, we judge whether the extracted data are
human or not. For that purpose, we need to learn humans in
advance. Humans learnimg from the front as shown in Fig. 3,
and Fig. 4, but recognition system do not know which angle
the data can be acquired. Therefore, it is necessary to
confirm whether it is possible to determine whether a person
is human even with data from various angles. In this paper,
we evaluated data from various angles.
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Abstract — With the rapidly expanding use of social
networking services (SNSs), information is exchanged in
real time. Taking advantage of the immediacy of this
information, we have conducted research to extract seasonal
events such as the best time to view cherry blossoms. Earlier
studies have proposed methods using co-occurring words
post information to increase the number of posts targeted for
estimation of the best time to view cherry blossoms. Those
studies have shown improvement in the accuracy of
estimating the best time to view cherry blossoms. However,
earlier methods of co-occurring word extraction also treat
posts including negative words such as "not," "don't," and
"nothing" as estimating the best time to view cherry
blossoms, which might result in the estimation of a different
time from that announced by the Japan Meteorological
Agency. In this study, we focus on the inclusion of posts
that do not indicate the blooming of cherry blossoms and
propose a method to improve the accuracy of estimating the
best time to view cherry blossoms using text classification
based on natural language processing in addition to the
conventional method of using co-occurring words to
increase the number of data. Using this method, the
effectiveness of natural language processing was verified
and compared to that of conventional methods for
estimating the best time to view cherry blossoms.

Keywords. Cherry blossoms; NLP; SNS; text mining;
tourism

1 INTRODUCTION

With the spread of the information society, people are
accessing information related to a daily basis and using the
internet more and more. Furthermore, with the
popularization of SNSs, an increasing number of tourists are
using SNSs to gather tourist information and refer to tourist
guidebooks and reviews of tourist attractions. Then, that
tourist information posted by users is shared among SNS
users. Tourists often benefit by this shared information.
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Many people use X [1], is a leading social networking
platform, for sharing tourist information, posting and browse
information about events, hobbies, etc. Users can also add
location information to their posted messages, which called
"posts.” Such posts with location information, called
"geotagged posts”[2], are used to share current events and
locations. Because the information obtained from geotagged
posts reflects the actual real-world situation, they are
expected to play an important role as a tool for tourists to
obtain local tourism information in real time. Therefore, we
use information related to geo-tagged posts on X to estimate
the best time to view cherry blossoms. Endo et al. [3]
propose a method for estimating the best time to view cherry
blossoms using simple moving averages. This method
collects geotagged posts that include specific keywords and
then estimates the best time to view seasonal organisms by
obtaining a simple moving average of the number of posts
per day. Takahashi et al. [4] propose a method using
weighted moving averages to improve the estimation
accuracy of the method described by Endo et al. This
method can improve the results of estimation of the best
time to view cherry blossoms in each area while maintaining
lower costs than methods using simple moving averages.
Takamori et al. [5] investigated the frequency of words used
with the word "cherry blossom™ from the content of posts,
then defined the words for which skewness and Kkurtosis
coincide with the word "cherry blossom" as cherry blossom
co-occurrence words. They proposed a method of using
these co-occurrence words to increase the volume of post
data for estimating the best time to view cherry blossoms.
This method provides more accurate estimation of the times
to view cherry blossoms than conventional estimation of the
time to view cherry blossoms using only the word "cherry
blossom". However, when co-occurrence terms to increase
the number of data are used, even posts that do not indicate
the blooming of cherry blossoms are treated as targets for
estimating the best time to see cherry blossoms. Therefore,
even posts that have nothing to do with the blooming of
cherry blossoms are treated as data for estimating the best
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time to see cherry blossoms. As described herein, we
propose a method for estimating the best time to view cherry
blossoms by applying text classification using natural
language processing to information posted on X. Natural
language processing is a technology or method that allows
computers to understand and process sentences in the
natural language spoken by humans. One type of natural
language processing technology is Bidirectional Encoder
Representations from Transformers (BERT) [6], a natural
language processing model developed by Google Research
[7] that can understand context. Compared to conventional
natural language processing models such as statistical
language models such as n-gram language models and
vector space models such as LSA, BERT can understand not
only the meanings of words but also their context. Therefore,
BERT can analyze natural language with higher accuracy,
and can classify and extract information. This paper is
organized as follows: Section 2 describes research related to
this paper; Section 3 presents an explanation of the proposed
method; Section 4 presents the experimentally obtained
results and their evaluation; Section 5 explains the findings
obtained from this study.

2 RELATED RESEARCH

Sato et al. [8] propose a method to estimate the best time to
view cherry blossoms for a certain period in the future using
time series prediction for geo-tagged posts.

Meira et al. [9] combine machine learning and natural
language processing methods to predict whether a user's
review is positive or negative. They combine supervised and
unsupervised methods to develop a model to infer whether a
particular tourist attraction is liked or disliked.

Mathias et al. [10] propose a new method of personalized
tour recommendation for museum visits by optimizing
visitor preferences and by automatically extracting the
importance of artworks from museum information.
Following the proposed tour clearly has been shown to
improve visitor satisfaction.

As described above, several papers have described
estimation of cherry blossom viewing times using SNS and
extraction of tourist information by combining natural
language processing. In this paper, we demonstrate the
effectiveness of estimating the best time to view cherry
blossoms by combining natural language processing and the
moving average method.

3 PROBREM AND METHOD

Since tourists make plans according to seasonal events,
such as cherry blossom viewing, and tourism workers
organize their events accordingly, there is a need for tools to
estimate seasonal events. Therefore, a X-based method for
estimating the best time to view cherry blossoms is one way
to solve this problem. On the other hand, when we looked at
the content of posts used to estimate the best time to see the
cherry blossoms, we found a scattering of posts unrelated to
the blooming of cherry trees, such as the names of places
and foods, such as "Sakurazaka" and "Sakura mochi.
Therefore, we thought that removing posts that had nothing
to do with the blooming of cherry trees would improve the
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accuracy of estimating the best time to see cherry blossoms.
We also chose natural language processing as the method
for classifying posts. In this paper, we propose a method for
estimating the timing of cherry blossom viewing by using
natural language processing to classify text posted on X.

This section describes the proposed methodology. First, we
explain the main flow of the proposal. For this method,
experiments were conducted in Tokyo and Kyoto based on
descriptions in a report by Takamori et al. First, we select
words that co-occur with cherry blossoms from posts which
include the word "“cherry blossom" in their text, which were
used in an earlier study. Next, the selected co-occurring
words are used to collect posts which contain one of those
words in the text. Next, we use the selected co-occurring
words to collect posts that contain one of those words in the
body of the text. After the collected posts are used to fine-
tune BERT, then text classification is done using the BERT
model created for the collected posts. Finally, the posts
collected and the posts with text classification are used to
infer the best time to view cherry blossoms during the
period from March 1 to April 30 in 2021 and 2022.

3.1 Collecting for

selection

posts CO-occurrence

We collect posts that include the kanji, katakana, and
hiragana of the word "cherry blossom™ in the text. The
period extended from February 2015, when we started
collecting posts, to May 2022. We collected posts for the
two areas to estimate the best times to view cherry blossoms.

3.2 Morphological analysis

Morphological analysis of the posts we collected in 3.1
was performed using MeCab [11] to break down the post
body into words. MeCab, an open-source tool for
morphological analysis of Japanese, breaks down sentences
into words and parts of speech. This study applied the
following preprocessing steps for morphological analysis.
First, URLs and symbols were eliminated as a cleaning
process to remove noise in the text. Next, the words were
normalized to  facilitate  morphological analysis.
Additionally, we converted full-width alphanumeric
characters to half-width alphanumeric characters, half-width
kana to full-width kana, and all alphabetic characters to
lowercase. All numerals were replaced with "0". After such
preprocessing, the post text was decomposed word-by-word
using MeCab. Furthermore, using MeCab, a library for
morphological analysis, and IPAdic, a dictionary for
morphological analysis, we extracted words which
corresponded to the three parts of speech "noun,” "
adjectival noun,” and "verb" which could be adopted as
collocations. Then we counted their frequency of occurrence.
An adjectival noun, which is one part of speech in the large
category by UniDic [12], is the part of speech which
represents the stem part of an adjectival verb.



3.3 Co-occurrence selection

We only performed co-occurrence judgments for the top
1% of words we collected in section 3.2 in terms of
frequency. The method used for determining co-occurrence
was to calculate the skewness kurtosis of the frequency
distribution of each word and to identify those words which
met certain criteria as co-occurring words. Skewness
kurtosis is a statistic that expresses how much the
distribution is skewed from a normal distribution and the
degree to which it is sharp. It was judged to be an
appropriate indicator for identifying the co-occurring words
which have the same peak as the keyword in the annual
change of posts. The criteria for judgment are equations (1)
and (2) shown below. The formulas are expressed as Ss,
where S and K respectively denote the skewness kurtosis of
the frequency distribution of each word, and where Ss is the
skewness obtained from posts that include “cherry blossom"
in the text.

$s—=1)<S<(Ss+1) (@)

@

Skewness kurtosis was calculated by extracting posts in
which words were included in the text from January 1, 2018
to December 31, 2018. Skewness Ske kurtosis Kur is
obtained from equations (3) and (4) below, where n is the
number of days in the period and x;(i:1, 2, ..., n) is the value
for each day in the period. From the time period used for
this study, n is 365. Also, X denotes the mean value for the
specified period; s stands for the sample standard deviation.
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For this study, we set the period to include all months during
January—December because it was necessary to check the
trend of posts showing the same trend as the cherry
blossoms throughout the year. In addition, the posts were
collected on a server managed by our manuscript team, but
there were periods during which collection was stopped
because of power outages, etc. The calculated skewness
kurtosis values would be skewed if such periods were
included in the calculation. Therefore, to include as little as
possible of the period during which we were not able to
collect data, we adopted the period of January 1, 2018 —
December 31, 2018 as the period used to calculate the
skewness kurtosis, which satisfies these two conditions.

3.4 Fine-Tuning of BERT

In the conventional method, if a post includes a word to be
searched for, it is treated as a target for estimating the best
time to view cherry blossoms, even if the post does not
indicate the blooming of cherry trees. Examples of posts that
do not indicate cherry blossoming include names of places,
stores, and people. The purpose of this method is to increase
the number of data using co-occurring words, and in
addition, to improve the accuracy of estimating the timing of
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cherry blossom viewing by eliminating posts unrelated to
the blooming of cherry trees through text classification by
BERT.

For text classification by BERT, fine-tuning was
performed using a pre-training model from Tohoku
University [13]. For this method, we collected posts in
Tokyo that contained either kanji, katakana, hiragana word
"sakura" or one of the co-occurring words among the post
information accumulated to date. During the period of 13
days from March 23 through April 4, 2015, we collected
9704 posts used as training data for natural language
processing. This is true because the difference of 6 days
between the bloom date and the full bloom date was taken
on the back side as well because the bloom date in Tokyo in
2015 was March 23 and because the full bloom date was
March 29. The following preprocessing was performed for
creating the training data used for fine-tuning. First, line
feed codes in the text data were removed and alphabetic
characters were converted to lowercase. Next, URLS were
removed to eliminate noise in the text. Emoji characters
were removed using demoji [14]. Half-width and full-width
symbols were then removed and the Japanese text was
normalized with neologdn[15]. Also, as a process for
numbers, numbers separated by commas were replaced with
0. All numbers were replaced with 0.

As a criterion for fine-tuning, we classified posts as posts
indicating that cherry blossoms are in bloom (LABEL_1)
and posts that are unrelated to cherry blossoms (LABEL_O0).
Specific post classifications are shown in Table 1.

3.5 Text Classification using BERT

We collected posts including the word "cherry blossom™ in
kanji, katakana, and hiragana in the text and any of the co-
occurring words in the text for the period of February 1,
2015 — February 28, 2022 for the two areas. AS a pre-
processing step for text classification by BERT, the same
cleaning process that was performed for the training data in
3.4 was performed for post data. Then, the BERT model
tuned in 3.4 was used to perform text classification using the
respective post data.

3.6 Estimating the best time to view
The target posts for estimating the best time to view
cherry blossoms were posts containing "cherry blossom™ in

kanji, katakana, and hiragana, posts containing any of the

Table 1: Examples of labeling criteria for post contents

Label Post contents

BIER L — X soon come
ASERIITBIERBeRHRZ 5 T
o

A HITER BRI 20D nnic
KK T GETFEE S i
BEFRE TS

BRI SR CTHA T

LABEL_1

LABEL_0
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co-occurring words, and the results of text classification
using BERT for posts of these two types. The period for
estimating the best time to view the cherry blossoms was
from March 1 through April 30 in 2021 and 2022.
Estimation of the viewing period was done using the same
simple moving average method as used for the method
described earlier. Since the number of posts tends to
increase on Saturdays and Sundays, a moving average is
obtained. An n-day simple moving average is obtained using

equation (5), where x represents the number of posts per day.

Q)

Periods satisfying equations (6) and (7) below
simultaneously for three or more consecutive days were
inferred as estimating the best time to view cherry blossoms.
The period with more posts than the one-year average was
identified using equation (6). The period with a sharp
increase in the number of posts, as derived using equation
(7), is inferred as the best time to view cherry blossoms. In
equations (6) and (7), x; represents the number of posts on
day i; Avg n represents the moving average over n days.

Avgn =¥l x(k — i)

x; > Avg 365 (6)

()

When only posts containing the word “cherry blossom™ in
kanji katakana hiragana in the text were retrieved, the
number of posts per day was roughly 30, but the value of the
time-series prediction using posts with co-occurring words
in the text was about 400 on average, resulting in a large
error margin. Therefore, to avoid loss of estimation accuracy,
we used moving averages that were larger than the 5- and 7-
day moving averages used in previous papers.

Avg 10 < Avg 20

4 EXPERIMENT RESULTS

This section presents results of co-occurrence word
determination and fine-tuning of the text classification
model conducted in this study, as well as a result of
estimating the best view cherry blossoms. The loss rate
achieved using the created text classification model was
16.7%, requiring 41 epochs. The results of the co-
occurrence word judgments and the estimation of the best
time to view are presented below. Tables 2 and 3 present the
results we collected for each of the two Tokyo and Kyoto
co-occurrence word datasets obtained from the co-
occurrence word judgments. As shown in Table 2, Tokyo
includes the name of Ueno Park, a famous cherry blossom
viewing spot, and petal-related words related to cherry
blossoms. For Kyoto, as shown in Table 3, the names
"Gion" and "Uji" are included, which are also famous for
their cherry blossoms. This finding suggests that the
proposed method for determining co-occurring words can
determine words that are related.
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Table 2; List of Co-occurring Words in Tokyo
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Table 3: List of Co-occurring Words in Kyoto
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Next, Figures 1 and 2 present results obtained from
estimation of the best time to view cherry blossoms for
Tokyo and Kyoto based on post data from March 1, 2021
through April 30, 2021. Figures 3 to 4 present results
obtained for estimating the best time to view for Tokyo and
Kyoto based on post data of March 1, 2022 through April 30,
2022. Arrows in the figure indicate the period from the date
of bloom to the date of full bloom as announced by the
Japan Meteorological Agency. They were used as the
correct period for evaluating estimation results. In each
figure, the number of posts with co-occurring words in the
text and the number of posts with text classification by
BERT are shown as line graphs, with the estimated time
period and times of observations shown as a fill color.
However, since the objective is to see changes in the number
of posts, the vertical axis values of posts for the
conventional and proposed methods are different. Figure 4
portrays the results obtained for Kyoto, where the proposed
method estimates the best time to view cherry blossoms
about two weeks longer than the correct period. Presumably,
this result was obtained because the correct prediction
period was from the date of bloom to the date of full bloom,
and because it takes about 10 days to 2 weeks from the date
of full bloom to the end of the period when the cherry
blossoms are at their best after they have fallen. Presumably,
the same reason applies for judging the period after the
correct period as the viewing period in Figures 1-3. In
Figures 1 and 2, the existence of a viewing period before the
correct period might be attributable to the earlier blooming
of cherry blossoms in 2021 because of abnormal weather
conditions compared to a normal year. Figure 3 shows a
wider period of time estimated as the viewing period than
the correct period, presumably because the text
classification model classifies cherry blossoms as blooming,
irrespective of the degree of blooming. Therefore, posts
indicating that cherry trees are about to bloom or that they
are in the process of falling are also used as data. This



phenomenon is believed to be the

Figures 1, 2, and 4.
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We evaluated the results of estimating the best time to
view cherry blossoms using conventional methods and the
results of classifying posts using text classification by BERT
to estimate the best times to view cherry blossoms. Table 4
presents each method and the recall rate compliance rate, an
index to evaluate the accuracy of each method, for Tokyo in
2021. Table 5 presents the recall rate compliance rates of the
respective methods and the index used to evaluate its
accuracy in Tokyo in 2022. Table 6 presents the recall rate
compliance rates of the respective methods and the index
used to evaluate its accuracy in Kyoto in 2021. Table 7
presents the recall rate compliance rates of each method and
its accuracy in Kyoto in 2022. The period from bloom to full
bloom announced by the Japan Meteorological Agency is
the correct period. The recall rate is an indicator reflecting
how well the estimated results fall within that period. The
proportion of the estimated results which are included in the
correct period is calculated as the compliance rate. In Tables
4~7, the Earlier method refers to results of estimating the
best time to view cherry blossoms without text classification
by BERT. The proposed method refers to results obtained
by estimating the best time to view cherry blossoms based
on the classification of posts using text classification by
BERT. In addition, "or" in each table indicates that a post is
considered to be in the season if it is judged to be in season
either by the results of posts which include kanji, katakana,
and hiragana in the body of the post or by the results of
posts that include co-occurring words in the body of the post.
Also, "and" is an estimation of the best time to view cherry
blossoms from a post when both the results of posts
containing kanji, katakana, and hiragana in the body of the
post and the results of posts containing co-occurring words
in the body of the post indicate that the post is estimating the
best time to view cherry blossoms.

Table 4: Best Viewing Results for Tokyo in 2021

type Earlier Proposed
method method

only sakura 55.6 88.9
co-word 0.0 77.8
Recall (%) or 556 88.9
and 0.0 77.8
only sakura 27.8 44.4
Precision co-word 0.0 29.2
(%) or 18.5 29.6
and 0.0 46.7

Table 5: Best Viewing Results for Tokyo in 2022

type Earlier Proposed
method method

only sakura 50.0 50.0
co-word 12.5 100.0
Recall (%) or 62.5 100.0
and 0.0 50.0
only sakura 26.7 30.8
Precision co-word 4.3 23.5
(%) or 16.1 23.5
and 0.0 30.8




International Workshop on Informatics ( IWIN2023 )

Table 6: Best Viewing Results for Kyoto in 2021

type Earlier Proposed

method method
only sakura 63.6 63.6
co-word 0.0 45.5
Recall (%) or 63.6 63.6
and 0.0 45.5
only sakura 41.2 41.2
Precision co-word 0.0 20.0
(%) or 25.9 25.9
and 0.0 33.3

Table 7: Best Viewing Results for Kyoto in 2022

type Earlier Proposed

method method

only sakura 57.1 100.0
co-word 85.7 85.7

Recall (%) or 100.0 100.0
and 42.9 85.7
only sakura 26.7 38.9
Precision co-word 33.3 33.3
(%) or 26.9 30.4
and 42.9 46.2

Regarding the recall rate precision rate for Tokyo in 2021
in Table 4, 'only sakura’, ‘co-word', ‘or’, 'and’, the accuracy of
the proposed method are better than those of the
conventional method. In Table 5, for Tokyo in 2022, the
accuracy of the proposed method is better than that of the
conventional method for all items, except for the recall rate
of 'only sakura'. The recall rate of 'only sakura' is the same
for both the conventional and the proposed methods. In
Table 6, for Kyoto in 2021 the recall rates of ‘co-word' and
‘and', and the precision rates of 'co-word' and ‘and' the
accuracy of the proposed method are better than those of the
conventional method. The recall rate of ‘only sakura' and 'or'
and the precision rate of 'only sakura' and 'or’, which are
other items, are equal for both the conventional and the
proposed methods. In Table 7, for Kyoto in 2022 the recall
rates of 'only sakura' and 'and’, and the precision rates of
‘only sakura’, 'or' and 'and' the accuracy of the proposed
method are better than those of the conventional method.
The recall rate of 'co-word' and 'or' and the precision rate of
‘co-word', which are other items, are equal for both the
conventional and the proposed methods.

In the two areas for which we estimated the best time to
view cherry blossoms this time, the recall rate and precision
rates of the proposed method were higher by 35.8% and
14.8%, respectively, compared to the conventional method,
indicating the effectiveness of the proposed method. These
results demonstrate that the proposed method can provide
better accuracy than the conventional method.

5 CONCLUSION

This study demonstrated higher accuracy when estimating
the best time to view cherry blossoms using text
classification by BERT. To improve the accuracy of
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estimation, we proposed a method of text classification
using BERT to eliminate posts that are unrelated to cherry
blossom blooming. When the proposed method was used to
estimate the best time to view cherry blossoms, the recall
rate and the precision rate were higher by 35.8% and 14.8%,
respectively, compared to results obtained using the
conventional method, which indicates that the proposed
method has the potential to improve accuracy. The loss rate
of the text classification model created in this paper was
16.7%, suggesting that there is admit for improvement.
Therefore, we would like to use other natural language
processing models such as RoBERTa and DistilBERT for
comparison and analysis in order to improve accuracy.
Using the proposed method to classify text using natural
language processing, it should be possible to collect more
data in the future without relying on co-occurrence
judgments. Therefore, we would like to adapt estimation of
the best time to view cherry blossoms posts to areas where
posts are few, and extend our estimation to areas with more
detailed regional divisions.
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Abstract — Analyzing SNS data enables low-cost
phenological observation. Tourism operators can use results
of these analyses to plan seasonal events such as cherry
blossom viewing tours. In an earlier study, after posts
including the word "sakura" (cherry blossom) on the subject
of cherry blossom viewing were collected, a time-series
analysis was used to predict the number of future posts. The
distribution state of the weighted moving average of this
predicted time-series data made it possible to estimate the
best time to see cherry blossoms in the future. Nevertheless,
results of an earlier study that estimated the best time to see
cherry blossoms using the number of actual posts were less
accurate than the results of a time series analysis that
estimated the best time to view cherry blossoms. After
investigating this finding, we surmised that rounding the
number of posts in time-series prediction might have
improved accuracy. Therefore, to improve the accuracy of
cherry blossom season estimation, this study first compares
the number of posts predicted by time series analysis using
DeepAR+ and Prophet, which was used for an earlier study,
with the number of actual posts. Then we compared the
accuracy of each to ascertain how it affects estimation of the
cherry blossom season. We investigate the effects of the
numbers of posts on estimation of the cherry blossom viewing
season by comparing the accuracy of the two. Based on the
findings obtained using the respective methods, we will
compare and contrast the methods for improving the accuracy
of cherry blossom season estimation through changes in the
degree of accuracy of time-series predictions, and will then
propose effective methods.

Keywords. Cherry blossoms; machine learning; SNS; text
mining; tourism

1 INTRODUCTION

Today, with the development of information technology,
many people are finding information via the internet.
Particularly with the spread of social networking services
(SNSs), users' information is shared. The latest information is
diffused instantly. Therefore, SNSs might be used for
gathering tourist information. On SNSs, an overflow of
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tourist information occurs through many postings. Using this
information, one can obtain detailed local information as if
one were talking to people at the sightseeing spot. One
example of a social networking service with shared tourism
information is X [1], a system that allows users to share their
daily post messages within 140 characters. X is generally
used for posting and viewing information about personal
events, hobbies, etc. Posting text, photos, videos, and other
information on X is called "posting. Among those messages,
posts with location information added to an arbitrary setting
are called "geotagged posts. Geotagged posts make it possible
to share what is actually happening in the real world by
including current location information. It is also possible to
obtain information related to tourist spots and events through
posts made by local people. Therefore, X is anticipated for
use as a social sensor for estimation and acquisition of local
tourist information in real time.

Using SNSs, it is possible to estimate the seasonality of
plants at a low cost. Currently, biological seasonal
observations, which record plants and organisms, are made
by the Japan Meteorological Agency based on Phenological
Observation Guidelines. Nevertheless, phenological
observations are costly because they involve visual
observations of sample trees. Furthermore, the Japan
Meteorological Agency has announced that it will drastically
reduce the scale of phenological observations starting in
January 2021. Currently, plants of only six types are subject
to biological seasonal observation. Therefore, estimating the
best time to see cherry blossoms using SNSs is anticipated as
a new observation method. We are estimating the best times
to see cherry blossoms by extracting information related to
cherry blossoms using geotagged posts on X. Endo et al. [2]
proposed a method that uses simple moving averages to
estimate the best times to view cherry blossoms. This method,
which collects geotagged posts that include specific
keywords, estimates the best time to see species by obtaining
a simple moving average of the number of posts for each date.
In other words, estimating the best time to view cherry
blossoms is possible in prefectures and localities where a
certain number of geotagged posts are displayed. Using this
approach, they confirm the real-world seasonality of posts
related to the names of organisms in each region. Then they
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demonstrate the potential for presenting tourism information
in real time. Takahashi et al. [3] proposed a method using
weighted moving averages to improve the estimation
accuracy of the method presented by Endo et al. Compared to
the method using a simple moving average, this method can
improve the cherry blossom viewing season estimates for
each prefecture while maintaining low costs. Horikawa et al.
[4][5] applied the estimation method presented by Takahashi
et al. and proposed a method for estimating the best time to
see cherry blossoms in the future using time-series forecasts
based on machine learning. Until that study, estimation of
viewing times using actual measurements was only able to
estimate the current time. Time-series forecasting is the
process of predicting data trends over a future period based
on past time-series data. Because cherry blossoms are
seasonal plants, time-series forecasting is useful to predict the
number of posts related to cherry blossoms for a certain future
period. The judgment of when the cherry blossoms are at their
best is made by analyzing the relative trends in the number of
posts. Therefore, we have developed a method for highly
accurate estimation of the best time to view cherry blossoms
using time-series predictions of posts. Sato et al. [6] apply
time-series forecasting using machine learning by Horikawa
et al. to enable the application of a method for estimating the
best times to see cherry blossoms nationwide by covering a
wide area and by changing the start date of the time-series
forecasting. However, the relation between time-series
forecasting and estimation of cherry blossom viewing season
was unclear. Therefore, this study compares time-series
forecasts by Prophet and DeepAR+. Then, we will investigate
the relation between the time-series prediction and the
estimation of cherry blossom season using the characteristics
of the time-series prediction.

The structure of this paper is the following: Section 2
presents a description of research related to this paper;
Section 3 presents the proposed method; Section 4 explains
the experimentally obtained results and their evaluation; and
Section 5 gives some conclusions obtained from this study.

2 RELATED RESEARCH

Silva et al. [7] proposed noise reduction in Neural
Network Autoregressive (NNAR) to improve forecasting
accuracy. Better prediction of future tourism demand was
achieved using the NNAR model.

Colladon et al. [8] proposed a new method for analyzing
tourism-related big data and a set of variables that can be
integrated into conventional forecasting models. They were
able to predict the number of passengers at international
airports in Europe, which is useful for the tourism industry.

Takamori et al. [9] proposed a method for estimating the
best times to see cherry blossoms at a certain period using
posts collected with co-occurring words related to cherry
blossoms.post The use of co-occurrence terms enabled them
to increase the number of data, thereby improving accuracy.
The recall rate was 34.3%. Moreover, recall rate was 4.0%
higher than for the results obtained using the conventional
method.

Morishita et al. [10] proposed a participatory sensing
system called Sakura Sensor, which automatically extracts
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landscape route information from video captured by a
smartphone mounted on a car and shares it with users in real
time. In the cherry blossom sensor research, only information
on the blooming of cherry blossoms along the road is
available because the cherry blossoms are observed by a car.
In our research, however, many people who use X post posts
from various areas, which allows us to see information on the
blooming of many cherry trees.

Research undertaken to extract tourist information using
SNS, research on the estimation of cherry blossom viewing
times, and research on time-series prediction using machine
learning are progressing. This study was conducted to
demonstrate the usefulness of a method for estimating future
cherry blossom viewing times using time series forecasting,
especially using machine learning.

3 PROBLEMS AND METHOD

This chapter presents descriptions of the data and the method
used to estimate the timing of cherry blossom viewing, as
well as the problems involved.

3.1 Problem

Our research aims at estimating the best time to view
cherry blossoms with a high degree of accuracy on a national
scale. However, prior research has the issue that "the relation
between time-series prediction and estimation of cherry
blossom viewing time is unclear".

This is the problem that although time-series forecasting
has made it possible to estimate the future timing of cherry
blossom viewing, it is not clear how the forecasting of posts
affects the estimation of cherry blossom viewing timing. In
the previous study, estimation of best time was made
immediately using the conventional condition of best time
for cherry blossoms after the time-series prediction. In this
study, we compare algorithms suitable for estimating cherry
blossom viewing time. Next, time-series predictions are made
using the algorithm suitable for estimating cherry blossom
viewing time, and the predicted results are compared with
actual posts to investigate the information obtained by
making predictions. Based on the obtained information, we
propose a new method by adding new conditions for
estimating the best time to see the cherry blossoms. By using
the proposed method to estimate the timing of cherry blossom
viewing, we can investigate the impact of the predicted posts
on the estimation of cherry blossom viewing. We hope that
this will solve the problem of "unclear relation between time-
series prediction and estimation of cherry blossom viewing
season".

3.2 Data preparation

For this study, we used the X Streaming API to collect
geotagged posts from Japan that include location information
[11]. Then, using the simple reverse geocoding service [12]
of the Ministry of Agriculture, Forestry and Fisheries based
on latitude and longitude information, the collected
geotagged posts were assigned to the prefecture from which
they originated. The timing of cherry blossom viewing was



estimated by predicting and analyzing the transition of posts
including specific keywords from posts in each prefecture.
The target regions for the experiment were Tokyo and Kyoto,
each of which has a large population, and each of which is
famous for cherry blossoms. The key word was "cherry
blossom™ in kanji, hiragana, or katakana; the analyzed period
was February 1, 2015 — February 28, 2022. However, we
excluded 2020 post data from our training data because we
were unable to collect those data.

3.3 Time series forecast

Based on post information collected in the past, time-series
prediction of the number of posts was performed during the
estimated cherry blossom viewing period. Because cherry
blossoms bloom mainly during March—April, the estimated
period of cherry blossom viewing was the two months of
March 1 — April 30, 2022. By performing time-series
forecasting of the number of posts during this period, it was
possible to estimate the best seasons for viewing in two-
month increments. The method uses statistical and machine
learning algorithms from Amazon Web Services (AWS) [13].
We also use a service called Amazon Forecast [14], which
provides very accurate time-series forecasts.

As training data for this study, we use a large dataset of
more than 300 days of data for cherry blossoms that bloom
around spring of each year. Therefore, the algorithms used
from Amazon Forecast are Prophet, which is suitable for
seasonal training data, and DeepAR+, which is suitable for
large data of more than 300 days. The predicted value is the
value which satisfies 50% demand obtained from the
weighted quantile loss: a metric used during forecasting with
Amazon Forecast. The predicted number of posts is rounded
down to the nearest whole number. If the number of posts is
negative, then that finding is treated as 0. We use the values
obtained from time-series forecasts to estimate the timing of
cherry blossom viewing. The data to be trained will be
processed for each algorithm so that the algorithm
characteristics can be used.

Prophet, an additive regression model, combines the four
characteristics of periodicity, trend, event, and error to make
forecasts. It is most effective for time series with strong
seasonal effects and several seasons of historical data
[15][16].

Because this study is collecting posts related to cherry
blossom viewing season, the training data will be seasonal,
with features more likely to appear around springtime.
Prophet is an open source software released by Facebook's
Core Data Science team. It is a forecasting method for time
series data based on an additive model that takes into account
annual, weekly, and daily seasonality as well as holiday
effects in the nonlinear trend. The model equation is shown
below.

o))

y(t) is the predictor variable, g(t) is the trend function, s(t)
is the seasonal change, h(t) is the holiday and event term, and
¢ _tis the error term that follows a normal distribution. When
using Prophet, we use data for all months from January

y(t)=g(t)+s(t)+h(t)+e _t
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through December for forecasting. Although 2020 data are
missing, Prophet is trained normally. We use it as-is without
making up for the missing data. Amazon Forecast's DeepAR+
is a modified version of DeepAR for time series analysis that
jointly trains a single model over several types of time series
data [17]. DeepAR+ is a supervised learning algorithm for
forecasting scalar (one-dimensional) time series using
recurrent neural networks (RNNSs). Therefore, DeepAR+ is a
potentially usable algorithm for this study [18]. The
characteristic period of the number of posts about cherry
blossoms appears during the period from the beginning of
February to the end of April each year. However, the
characteristic period becomes shorter when viewed on a
yearly basis. Therefore, the training data are processed to take
advantage of DeepAR+. Data for three months, the period
from the beginning of February to the end of April of each
year, are extracted. Next, the extracted data are processed
with February 28, 2022 as the base date to make them
continuous values. To give a specific example of processing,
the data for February—April from 2015 through 2021 and for
February 2022 were extracted, with February 1 through April
30, 2021 as November 4, 2021 through January 31, 2022,
February 1 through April 30, 2019 as August 7, 2021 through
November 3, 2018, and February 1 to April 30, 2018 as May
10 to August 6, 2021.

3.4 Best-time estimation method

The condition for estimating the best time to see cherry
blossoms by post transition uses the conventional method of
weighted moving averages, for which each value is weighted.
In the method used for this study, the median value is set as
1. The minimum and maximum values are set respectively as
+0.5 from the median value. To estimate the best viewing
period for cherry blossoms, we analyze the frequency of
geotagged posts including the key word. The following three
values will be analyzed by date and will be used as the basis
for estimating the optimal viewing period.

1. 1-year simple moving average of the number of posts
2. T7-day weighted moving average of posts
3. 5-day weighted moving average of posts

To assess the increase in the frequency of geotagged posts
including the key words, a one-year simple moving average
of the number of posts was obtained. Because posts including
key words also include words that are unrelated to actual
cherry blossoms, one can ascertain the increase in posts
related to actual cherry blossoms by comparing the number
of posts with the one-year simple moving average of the
number of posts. To analyze the increasing trend of the
number of posts, a 7-day weighted moving average and a 5-
day weighted moving average are obtained. Because the
numbers of posts tend to increase on Saturdays and Sundays,
a 7-day weighted moving average is obtained. The formula to
be used is shown below. The expression x, denotes the
number of posts x of y days prior.

H _ 0.5x7+0.67x¢+0.83x5+x4+1.17x3+1.33x3+1.5x1
avg7 — 7

2
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One can also find the weighted moving average of 5 days,
which is the average number of days between the cherry
blossom bloom and full bloom. The formula to be used is
presented below. Xy is the number of posts x of y days prior.

0.5x5+0.75x4+x3+1.25x,+1.5x1
5

Havgs = (3)

Using these estimation criteria, we can ascertain that
cherry blossoms are at their best when the following two
conditions are met.

1.  The number of posts is greater than the 1-year simple
moving average.

2. The 5-day weighted moving average of the number of
posts is greater than the 7-day weighted moving
average for three consecutive days.

These conditions are used to estimate the best time period
to see each attraction. Using conventional methods, the
estimation conditions for cherry blossom viewing were
defined based on the actual number of posts.

For this study, the maximum number of posts per day in a
time-series forecast period is designated as the maximum
forecast peak value. The total number of posts for the time-
series forecasting period is designated as the total number of
posts. The maximum predicted peak value and the total
number of posts can only be obtained by performing time-
series forecasting. This forecasting is used as a condition for
estimating the best time to see the cherry blossoms. We
propose two new conditions for estimating the best time to
view cherry blossoms. The conventional method uses a one-
year moving average because the number of posts in the
future is not known. In proposed method 1, the maximum
predicted peak value is used to narrow down the estimation
period from the one-year moving average, thereby improving
the precision rate accuracy. In proposed method 2, the
accuracy of the estimated precision rate is improved by
estimation from a new angle.

Proposed method 1:

A number of posts that is larger than the predicted
maximum number of posts multiplied by 0.3, 0.5, or 0.7, and
meeting the estimation criteria of the conventional method is
judged to be the best time to view the cherry blossoms.

Proposed method 2:

The ratio of the total number of posts to the cumulative
number of posts from March 1 to a certain date is used to
determine the time at which the cherry blossoms are at their
peak.

3.5 Method for determining the relation
between time-series forecasts

To normalize the number of posts obtained from the time
series forecast to the actual number of posts, we divide the
number of posts per day for the period March 1 — April 29,
2022 by the total number of posts for that period to obtain the
ratio of posts per day for the period. The ratio of the number

of posts is then evaluated using the mean squared error (MSE).
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The mean squared error is calculated using the following
equation: y; denotes the ratio of the actual number of posts;
¥; represents the ratio of the predicted number of posts; and n
stands for the total number of period data. Smaller values of
MSE indicate smaller errors.
MSE =~ Y13 (y; — 9,)? )

Another evaluation is the correlation coefficient (R), which is
calculated as follows: x; is the ratio of the actual number of
posts, with X representing its average; y; is the ratio of the
predicted number of posts, with ¥y representing its average;
and n is the total number of period data. An absolute value of
R that is closer to 1 signifies stronger correlation; a value
closer to 0 represents weaker correlation.
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4 RESULTS AND DISCUSSION

4.1 Results

This chapter presents results obtained using Prophet and
DeepAR+ for the cherry blossom viewing season estimation
conditions from earlier studies, as well as cherry blossom
viewing season estimation using the proposed method.
Prediction of the best time to view cherry blossoms can be
achieved by combining post information and the best time to
view estimation conditions. The accuracy of estimation is
evaluated by comparing the estimated results with the correct
prediction period, and by evaluating the recall rate and
precision rate. The correct prediction period is defined as the
period from the cherry blossom blooming date to the full
blooming date, as observed by the Japan Meteorological
Agency. The cherry blossom bloom date is the first day on
which 5—6 or more cherry blossoms are in bloom on a sample
tree [19]. The cherry blossom full bloom date represents the
first day on which more than 80% of the cherry trees in the
sample tree are open. First, we present results obtained for
estimating the cherry blossom viewing time based on the
number of posts obtained using Prophet as the algorithm for
time-series prediction. Figures 1 and 2 respectively present
results obtained for Tokyo and Kyoto for 2022: they are
estimates of the cherry blossom viewing season based on the
number of posts obtained from the time-series forecast.

Figures 3—4 present the results obtained from estimating
the best time to view cherry blossoms in Tokyo and Kyoto in
2022, based on the number of posts obtained using DeepAR+
as the algorithm for time-series prediction.
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Figure 4: Kyoto Forecast for 2022 (DeepAR+).

The recall rate and precision rate, MSE, and R for
estimating the cherry blossom viewing season using the
number of posts obtained from the Prophet and DeepAR+
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time series forecasts are shown respectively in Table 1.

From Figures 1 and 2, Prophet predicts a wide period of
time, with the correct response period included in the
estimation period. This finding might be attributable to the
fact that the number of posts in the time-series prediction
increases gradually, reaches a maximum value, and then
gradually decreases, thereby making it easier to match the
estimation conditions.

Figures 3 and 4 show that DeepAR+ has a distorted graph
shape for the number of posts compared to Prophet. In Figure
3, the period differs from the correct period. There are two
peaks. It is unlikely that the cherry blossom viewing season
will return once it has subsided. In Figure 4, the prediction is
made before the correct period. Table 1 shows that DeepAR+
has a lower recall rate score than Prophet has. MSE values are
lower for Prophet compared than for DeepAR+ in Tokyo and
Kyoto, indicating a smaller error between the actual number
of posts and the predicted number of posts. In addition, the
value of R is closer to 1 for Prophet than for DeepAR+,
indicating strong correlation. However, the higher score for
DeepAR+ compared to that for Prophet is the precision rate
for Tokyo. Kyoto's precision rate was 0% because of the
failure of the prediction. Prophet is the superior prediction
method for estimating the best time to see cherry blossoms.
Next, Figures 5 through 7 show the results of estimating the
best time to see cherry blossoms using Proposal 1 from March
1, 2022 to April 29, 2022. Figure 5, Figure 6, and Figure 7
respectively portray the results obtained using Proposal
Method 1 in Tokyo by factors of 0.3, 0.5, and 0.7.

Table 1: DeepAR+ and Prophet ratings

Area Recall Precision MSE R
Prophet 100.0% | 33.3% | 8.90e-05 |0.682
Tokyo
Riff 75.0% | 42.9% | 1.32¢-04 |0.212
Prophet 100.0% | 33.3% | 8.46e-05 |0.794
Kyoto
Rﬁff 0.0% | 0.0% 4.966-04 |-0.289
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Next, Figures 8—10 portray the results of the viewing period
estimated using the proposed method 1 from March 1, 2022
to April 29, 2022. Figure 8, Figure 9, and Figure 10
respectively portray results obtained using proposed method
1 in Kyoto by factors of 0.3, 0.5, and 0.7.
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Table 2 shows the recall rate and precision rate for estimating
the cherry blossom viewing season using proposed method 1.

Figures 11—-12 present results of the estimation of cherry

blossom viewing time using proposed method 2 from March
1, 2022 through April 29, 2022. Table 3 presents the recall
rate and precision rate of the estimation of cherry blossom
viewing season using suggested method 2.

Table 2: Recall rate and Precision rate of viewing time
estimation method using proposed method 1

Area Recall Precision
Actual 100.0% 33.3%
03 100.0% 38.1%
Tokyo
0.5 100.0% 42.1%
0.7 62.5% 33.3%
Actual 100.0% 33.3%
0.3 100.0% 36.8%
Kyoto
0.5 100.0% 46.7%
0.7 71.4% 41.7%
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Figure 11: Proposed Method 2 (Tokyo).
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Table 3: Recall rate and Precision rate of viewing time
estimation method using proposed method 2

Area Recall Precision
Actual 100.0% 33.3%
Tokyo
,'\D/lrgt‘;%f‘; 100.0% 66.7%
Actual 100.0% 33.3%
Kyoto
,'\D/lrgt‘;%fg 100.0% 70.0%

Describe the results of comparing Figures 5-12. The recall
rate was higher when estimation was done at 0.3x, but the
precision rate tended to be low. At 0.5x, both the recall rate
and the precision rate were higher. At 0.7x the precision rate
was higher, but the recall rate tended to be low. The reason
for this result is thought to be that the estimation conditions
for cherry blossom viewing at 0.3x were less stringent and the
estimation period was wider, thereby yielding the results
described above. The result is also thought to be that the
estimation conditions for cherry blossom viewing at 0.7x
were stringent and the estimation period was narrower,
thereby yielding the results described above. The use of a
factor of 0.5, which is intermediate between 0.3 and 0.7, is
expected to improve the accuracy of the estimation results.
Compared to the conventional method, proposed method 2
increased the precision rate by 33.1% in Tokyo and by 36.7%
in Kyoto. Results demonstrated that changing the parameters
used for estimating the cumulative ratios increased the
accuracy. These results indicate that the proposed method can
provide higher accuracy than the conventional method.

4.2 Discussion

Other researches that have conducted post forecasting have
included forecasting word fads and hits [20][21]. Their
common problem is the quantity and quality of data. This is
thought to be due to the fact that they are dealing with data
based mainly on human behavior. This has led to low
forecasting accuracy. On the other hand, my research deals
with posts based on natural phenomena. Unlike predicting
human behavior, posts based on natural phenomena are
periodic. Therefore, it may be said that we were able to make
time-series predictions at a practical level.
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CONCLUSION

Time-series forecasting using DeepAR+ resulted in
distorted graphs and low accuracy. On the other hand,
Prophet increased the number of posts in the time-series
prediction gradually, reaching a maximum value and then
gradually decreasing, which is considered to have increased
the accuracy. These results indicate that the time-series
forecasting method changes the prediction of the number of
posts and affects the accuracy of the estimation of the cherry
blossom viewing season.

As a result of time-series forecasting using Prophet, we
were able to know the total number of posts for a certain
period of time and the maximum value for that period. We
proposed a new method for estimating the best time to view
the cherry blossoms by adding a new condition for estimating
the best time to view the cherry blossoms using the values
that can be obtained by the prediction. After the time-series
forecasting, the proposed method was able to refine the
estimation of the best time to view the cherry blossoms and
improve the recall rate and the precision rate. This is thought
to be due to the effect of time-series forecasting on the
estimation of cherry blossom viewing time.

In the future, we intend to further clarify the relation
between time-series forecasts and estimation of cherry
blossoms viewing time, and based on this, improve the
accuracy of estimation of cherry blossom viewing time and
expand the area covered.
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A Compiler System Supporting
Memory Shared by Heterogeneous
Machines
Hitoshi AIDA

Emeritus Professor

The University of Tokyo

Motivation

Sensor data dispatching system for an electrical
power company
— packet switching system with multicast capability

— LAN-like mechanism: broadcast and filtering

workstation

VME bus |

communication bus 2
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CPU used at that time

Sun Workstation Macintosh

1982 Sun—1 68000

1984 Macintosh 128K 68000

1985 Sun—-3 68020

1987 Sun—-4 SPARC 1987 Macintosh II 68020
Separate executable files for
Sun-3 and Sun—4

1988 (Sun386i 80386)

1994 PowerPC
Classic environment (interpreter)

Fat Binary
2005 intel X86
Rosetta (run time compilation)

Universal Binary
2020 Apple silicon

Rosetta 2
3
SPARC station 1+ SPARC station 2 IBM PC compatible processor
(ssl+) (ss2) CPU i486SX (pc)
0S: SunOS OS: SunOS 0S: 386bhsd
| SBus-VME | sBus-vME | 1A Bus-SCRAMNet
| interface | interface | interface
SCRAMNet
IMB Il\deglory with
tical fiber ri
0 S J network interface
Optical Fiber Link

(Length of every fiber is 100m.
Bandwidth is 150Mbps.)

SONY NEWS(MC68020/68030), OMRON LUNA-88K
(MC88100) and others.... 4
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Difference between machines

length and alignment of variables
— char:8bits, short:16bits, long:32bits
— int (and pointers) :16bits or 32bits

- replace int (to ex. long) to be same length

byte order of variables

— big—endian vs. little endian

— should be translated each time

address of shared variables

— mapped to different address depending on OS

— shared pointers should be expressed as the offset

Address space of Address space of
CPU 1 CPU 2

Shared Memory .-~

Shared pointer p must have relative
offset of pointing object, rather
than absolute address.
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How to absorb the difference?

Using library functions
— htonl(), ntohl(), ..

Let the compiler system hide the difference
— which step of the compiler system?

— how to instruct the compiler system?

long convert endian(long data)

{
return (((data << 24 )& 0x000000ff) |
((data << 8) & 0x00££0000) |
((data >> 8) & 0x0000££00) |
((data >> 24) & 0x000000ff));
}

long convert endian(long data)

{

union { long 1l; char c[4] } in, out;

in.l = data;

out.c[0] = 1n.c[3];
out.c[1l] = in.c[2];
out.c[2] = in.c[1l];
out.c[3] = in.c[0];

return out.l;
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or %g0, 255, %10
sll %i0, 24, %11

sll %i0, 8, %12
srilsl 300, '8, %18

srl %i0, 24, %14
and %14, %10, %14

sll %10, 8, %10

and %13, %10, %13
or %13, %14, %14

skl ‘$L0, 8, "$I10

and %12, %10, %12
or %12, %14, %14

g1l %10, 8% ~%10

and %11, %10, %11
or %11, %14, %00

SPARC instruction
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B e

1486 instruction

Compilation steps

C source code

\

preprocessor

macro—e>\<1'panded C

)

compiler

assembly\lllanguage

assembler

v
oMecicode

linkage editor

v

executable 0
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Types in standard C

auto char
const \ [ register |/ signed Y\ /short int
(Volatile) static (unsigned) (long) float
extern double
1 1 \ ' )
type—qualifier storage—class—specifier type—specifier
l

defines semantics and allowed operations of the data
e.g. bitwise logical operators may not be applied to
float or double.

11

Type specifier

defines the semantics and allowed operation of
the data

C provides a number of operators for bit

manipulation; these may not be applied to
float or double. (THE C PROGRAMMING

LANGUGAGE 2.9)
—operational type

12
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Representation types

Data with same meaning could be stored
differently in the memory.

- —128=x=127 — char/short/long/float/double
— char x; — ASCII/EBCDIC/ ...

— big—endian/little—endian
ASCII

auto char
const register _EBCDI_C signed  /short int
. . big_endian .
volatile static _ _ unsigned/ \ long float
little_endian
extern . double

|
representation types
13

Representation type of pointers

Segmented address machines might distinguish
between near pointers and far pointers.

In shared memory environment, absolute
addresses of the shared variables are different
among machines, thus pointers should be
expressed as either offset from the base
address of shared memory or displacement from
the pointers themselves (relative).

14
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Representation type of pointers

pointer.
* type—qualifier—list,,,
* type—qualifier-list,,, pointer
type—qualifier—/ist.
type—qualifier
type—qualifier—list type—qualifier
Theoretically, whether pointers are represented
by absolute/offset/relative values and which

byte order those values are represented are

independent.
15

Representation type standard

To simplify, we use only one representation type
standard for the data and pointers stored in

the shared memory.

standard int *standard p;

Storing standard data in the local memory is
allowed.

16
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Storage—class shared

Storage class shared is used to specify
variables to be located in the shared memory.

Contraints:

— All the data and pointers stored in the shared
memory should be standard representation.

— All the pointers stored in the shared memory should
point into the shared memory.

— Storage class shared implies standard
representation
shared int *p;

— shared standard int *standard p; 17
local memory shared memory
int x;
—
standard int y; shared int z;
€ > €
int *q;

standard int *r;

int *standard s;

standard int *standard|t; |shared int *p;

Q)

18
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Implementation by preprocessor

standard int *standard p;
int x;

X = *p;

%

void * GM; /* base address of shared */

long pj;
int x;

X = stol(*(long *)(_GM + stol(p)));

19

If standard is relative ....

standard int *standard p;

int x;
X = *p;
long p;
int x;
X = stol(*(long *)

((void *)&p + stol(p)));

20
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Alignment of members in structures

standard struct {
char c,
int i, J;
double d;
}ox;
struct { 4:;
char ¢, dummyl[3];
long i, j, dummy2;

double d;
} X

21

Layout of shared variables

The order of variables in the memory is not
necessarily same as the order in the source file.

— The order might be different in separately compiled
files.

— Compiler usually groups the variables by their
alighment requirements.

— Layout of variables are usually determined by the
linkage editor.

If separately compiled, layout of shared variables

may become different among machines.

22
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Layout of shared variables (continued)

A compilation step is added to fix the layout of
shared variables which satisfies the alignment

requirement of all machines, and which is fed to
the linkage editor.

Shared memory is mapped to the right address
during startup initialization.

executable code
(text)

executable code
(text)

23

initialized
variables

executable code
(text)

uninitialized
variables

initialized
variables

shared variables

(bss)

uninitialized
variables

malloc’ ed

\IDIF;OL\IQC

(bss)

initialized
variables
(At

vaatay

VUl Tuviv oy

shared variables

uninitialized
variables

(bss)

malloc’ ed
variables
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Prototype implementation

- Sun SPARCstation 1+, 2
— SunOS 4.1.3

. CANON AXi/V 486
— IBM PC compatible
— 386bsd-0.1

endia Alignment (in bytes)
n char | short long float | double
SPARCstation big 1 2 4 4 8
i486pc little 1 2 4 4 4
25
Overhead of endian conversion
- Batcher's Merge—Exchange Sort*
1.0 o integer ... 1.0 o integer ____|
[ ~ﬁ_[:]pomtcr g ) ey ' ... [ |pointer ____|
09  Jocacs : 1 (10 Q0 SSRGS o S W
Ll 'g o - —
0.8 - foswns g 0.8 |-
" - B
Ml B B = "l B b= =
il Il . "l @B B n
g big endim little endiaﬁ littl endian ; littl endiag big en‘dia; big endian
(no conversion)  (conversionby  (conversion by (no conversion)  (conversionby  (conversion by
Xcc) function call ) xcc) function call )
SPARCstation i486pc

* Donald E. Knuth: The Art of Computer Programming, volume 3, Addison—Wesley, 1973. 26
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Number of instructions in the

iInnermost loop

SPARCstation i486pc
integer pointer integer pointer
Total number of instructions 92 86 33 42
Number of instructions for 30 62 2 8
endian conversion

Topics skipped

detailed discussion on struct/union
typedef

bit field

memory management of shared memory

mutual exclusion
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Summary

A compiler system to support memory shared by
heterogeneous machine is discussed

Representation type standard and storage
class shared are added to language C.

A prototype compiler is implemented on
SPARCstation(SunOS 4.1.3) and IBM compatible
PC(386bsd-0.1).

Overhead of endian conversion is small for the
machines having byte—swap instruction.
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Comparative of Experienced and Inexperienced People by Shoot Form Analysis from
Free Throws of Basketball using 2-D Joint Position information and Slow Motion
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* Kanagawa Institute of Technology, Atsugi City, Kanagawa, Japan
** Q’SFIX CO.,LTD.
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Abstract -In this study, we analyzed the shooting form of
basketball players, using the OpenPose software to acquire
two-dimensional (2D) joint position information without
using markers. Slow-motion imaging proved to be effective
for the posture analysis of the free throw motion. The
shooting form of experienced players was compared with
that of inexperienced players to obtain skeletal information
that is useful for determining an optimum shooting form.
Keywords: Basketball, 2D Joint Position information, shoot
form.

1. INTRODUCTION

Basketball is a very popular sport that has spread to more
than 1 million people in Japan, including basketball
enthusiasts. Shooting is essential to score points in
basketball. However, the shooting ability in basketball
varies from person to person, with some players having a
high probability of scoring a goal and others having only a
low probability. Even the players who have the same

experience and practice significantly vary in shooting ability.

Therefore, this study aims to improve the shooting rate of
basketball players based on scientific findings.

In previous studies, there are technologies using
OpenPose[1][2] and Kinect[3] for estimating the human
skeleton from video images and for form analysis during
sports. Kinect technology requires the use of a marker and a
depth-sensor camera to acquire skeletal information, while
OpenPose can acquire 2D Joint Position information from a
camera image without using a marker or a depth-sensor
camera. Therefore, we believe that OpenPose is a suitable
analysis method for analyzing dynamic sports, such as
basketball, and we focused on 2D Joint Position information
acquisition using OpenPose technology in this study. This
study utilized this two-dimensional skeletal information
acquisition technology to analyze the optimal shooting form
from the free-throw line in basketball by comparing the
posture information of experienced and inexperienced
basketball players to determine which form is most likely to
score a goal. The effectiveness of slow-motion imaging of
the subjects' shooting form was also evaluated, and the
details are described in this paper.

2. RELATED WORKS

Microsoft's Kinect[3] is a representative technology for
acquiring 2D Joint Position information. Kinect requires a
marker to be attached to the body, making it difficult to use
for sports such as basketball, which involve vigorous
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movements. By the way, OpenPose [1] is a technology for
analyzing the human posture without using markers.
OpenPose, developed by Zhe Ca et al., is a system that uses
deep learning to estimate a person's skeleton. Using
OpenPose, the 2D coordinates of 18 joint positions of a
person can be obtained without using markers. This enables
detailed analysis of the coordinates of characteristic points
on the human body. In a previous study[2] of sport analysis
using OpenPose, shooting scenes are detected in soccer
videos and classified into three levels of skill from beginner
to expert based on skeletal estimation. Another study[4]
analyzed the spike form of a volleyball player by skeletal
estimation and investigated the relationship between the
spike form and athletic ability. There is a study [5] from the
basketball free throw line using OpenPose. In this study, we
analyzed the form when the knees were bent to the
maximum during free throw shooting, the width of the knees
at the time of release, and the height of the arms. We are
proposing a technology to display in real time. However, it
is not described in detail as an ideal form in this study. In
this study, we investigated the ideal shooting form of
basketball players by comparing the posture of skilled and
inexperienced players based on 2D skeletal analysis of their
shooting from the free throw line.

3. 2D JOINT POSITION INFORMATION
ACQUISITION SYSTEM

Figure 3-1 shows an overview of the 2D Joint Position
information acquisition system used in this paper, and Table
3-1 shows the specifications of the equipment and software
used in this system. The system uses a smartphone and a
high-precision camera to acquire video of the subject
shooting from the free-throw line, and then performs posture
analysis based on 2D skeletal information using OpenPose,
which is open-source software. As shown in Figure 3-1, the
hardware used in this study was a Jetson NANO equipped
with both a GPU and CPU.

Table 3-1: Specifications of equipment and software used.

Equipment &Software Specification Remarks

letson Nano A02 CPU:ARM CortexA57(4Core,1.43GHz)
GPU:NVDIA Maxwell128Core (CUDA)

Memory:4GB

0s Ubuntu 18.04.6LTS

Software of 2-D Joint
Position information

tf-pose-estimation(TensorFlow)



International Workshop on Informatics ( IWIN2023 )

Jetson NANO(GPU+CPU Onboard) e

2-D Joint Position data conversion process Analysis of main body
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10 Joet Pomitom indormation i stmmed ming” £ posr-rytmation” Dprmposs

Figure 3-1:Overview of 2-D Joint Position acquisition
system.
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Figure3-2:Skeleton information analyzed by OpenPose.

The 2D joint position information was obtained in the
Comma Separated Value (CSV) format from still images
with 2D skeletal information analysis and 2D Joint Position
information (X-axis and Y-axis coordinate data) for every
two frames. The upper left corner of the still image is the
origin of coordinates. In this study, to enable detailed
analysis of the armpit angle, elbow angle, and knee angle,
which are important for shooting from the free-throw line in
basketball, we extracted and analyzed the data for the right
shoulder, right elbow, right wrist, right hip, right knee, and
right ankle from the body part data actually acquired.

4. Analysis Methods
4.1 Body part analysis

In this paper, we evaluated the shooting analysis from the
free throw line by comparing the data of experienced
basketball players with those of inexperienced players.
Experienced players in this study are those who still belong
to a basketball club or those who used to belong to a
basketball club but have been away from basketball for a
short period of time (less than one year), and all other
players are treated as inexperienced players. In analyzing
basketball shooting from the free throw line in this paper,
we considered the armpit angle, knee angle, and elbow angle
to be important factors, based on our analysis of
explanations by experienced basketball players. As shown in
Figure 4-1, we transformed the 2D skeletal information into
these three parameters and analyzed the posture during
shooting. In this paper, we calculated the right armpit angle
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01 from the two coordinate data of the right shoulder and the
right elbow obtained by OpenPose, as shown in Figure 4-1.
The right knee angle 62 was calculated from the three
coordinate data of the right hip, right knee, and right ankle.
The right elbow angle 63 was calculated from the three
coordinate data of the right shoulder, right elbow, and right
wrist using the inverse sine function and the cosine theorem.
Figure 4-1 shows the calculation method and the coordinate
numbers of the acquired 2D skeletal data. First, the angle 61
of the right armpit with reference to the right shoulder was
calculated using equations (4-1) and (4-2) according to the
sign of H1, where H1 is the height of the right shoulder from
the right elbow, and D1 is the horizontal distance between
the right shoulder and the right elbow as shown in Figure 4-
1. Since the origin in the OpenPose analysis image is at the
upper left corner, the angle 61 of the right armpit can be
calculated using the positive and negative sign of the
parameter H1.

When H1>0,
. 1,01

f1 = sin 1(T)
When H1<0,

61=180 —sin "} () (2
Next, the right elbow angle 03 was calculated from the
cosine theorem by equation (4-3), using the lengths L from
the right shoulder to the right elbow, L2 from the right

elbow to the right wrist, and L3 from the right shoulder to
the right wrist.

63 = cos~! (

(4-1)

L2+122-132
2-L-L2

) (4-3)

Next, the right knee angle 02 was calculated using the
cosine theorem by equation (4-4), where, as shown in
Figure.4-1, a is the length from the right hip to the right
ankle, b is the length from the right knee to the right ankle,
and c is the length from the right hip to the right knee.

62 = cos?! (

b*+c2%-a’
2-b-c

) @

R-Wrist
—
R-Shoulde};_/,

R-Hip '

R-Ankle

Figure 4-1:Method of calculating angles.



4.2 Methods of form analysis during shooting

According to the Basketball Medical Support Lab
website[5], the important points in the flow of motion from
the ball set to the release are the posture at the "motion
break", which is between the set and release motions, as
well as the posture at the "release". The definitions of
"motion break" and "release" in this paper are as follows.
First, the definition of "motion break" focuses on the knee
extension motion during the shooting motion. Figure 4-2
shows a graph of the right armpit angle 01, right knee angle
02, and right elbow angle 63 of an experienced player at the
time of a successful shooting, obtained by OpenPose. The
horizontal axis is the number of frames. As shown in Figure
4-2, the gray graph is the right knee angle 62, and the point
where the right knee fully extends again after the angle
reaches the minimum value is the point where the shot is
released. As shown in Figure 4-2, the point where the right
knee begins to extend again after the right knee angle 02
reaches its minimum angle is defined as the "motion break"
in this paper. On the other hand, as shown in Figure 4-2, the
"release" is defined as the point where the development
movement of the right knee angle 02 is near its maximum
value and the ball is away from the hand. In the case of an
NBA professional player active in the U.S., it is suggested
that at the "motion break," the right arm is lifted to an armpit
angle of 90°, the elbow rises further toward the release, and
the elbow joint extension motion begins at the same time. In
other words, the shoulder joint and elbow joint move
simultaneously after the 90° angle of the armpit. Therefore,
in this paper, we analyze the shooting form from the free
throw line in detail by simultaneously calculating the
subject's right armpit angle 01, right knee angle 62, and right
elbow angle 63 using 2D Joint Position information
acquisition during the "motion break" and "release" motions.

4.3 Demonstration experiment method

In our previous study [6], the subjects were six right-
handed males, two of whom had basketball experience, and
the remaining four were inexperienced. The shooting
location was the Arena Gymnasium of the Kanagawa
Institute of Technology, and the shooting video was taken
from the free throw line of the basketball. We used an
iPhone8puls camera (specifications: 4k, 60fps), and the
camera was set up at 45 degrees from the subject.

4.4 Discussion of previous studies

Figure 4-3 shows an image of 2D Joint Position
information acquired as a result of the analysis of the past
study by using the commercially available Vision Pose from
NEXT-SYSTEM. In the previous study[6] , detection errors
often occurred during skeletal information acquisition in the
release motion, making the analysis difficult. Figure 4-4
shows the image in which errors occurred during skeletal
information acquisition, and Table 4-1 shows the values of
the errors in the analysis of 2D Joint Position information
acquisition during the motion break and release motion. The
image in Figure 4-4 is the image at the time of release. It can
be seen that the skeletal detection points of the right elbow
and right wrist are displaced from the right arm in the
foreground of the image and cannot be detected correctly.
Table 4-1 shows that the detection errors are larger at the
angle of the right armpit and especially during the period of
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the rapid movement from the motion break to the release.
This is thought to be due to the fact that the arm swinging
motion becomes faster when releasing the ball, causing the
video image to be blurred during the analysis. In the
previous study[6] , the distance between the subject and the
camera was too far, which made the subject appear to be
smaller, and the blurring of the analyzed images during fast
arm movements such as during release is considered to have
caused a detection error when acquiring skeletal information.
For this reason, the authors considered that it would be
better to place the camera closer to the subject and shoot
from right beside the subject. Therefore, based on the results
of the previous studies, we devised the following
improvement measures (1) to (4) to reduce the detection
error in skeletal information acquisition, and verified them
in a demonstration experiment.

1) Shoot at a close distance so that the subject appears

larger

2) Shoot from right beside the subject instead of 45

degrees from the subject

3) Change from normal speed to slow motion shooting

4) Increased frame rate from 60 fps to 120 fps

release
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Figure 4-2: The right armpit angle 61, right knee angle 62
and right elbow angle 63 of an experienced player.

Table4-1:Analysis error in 2-D joint position information.

(1) Break motion (2) Release
Item Right armpit Right knee Rightelbow  Rightarmpit  Right knee angle  Right elbow
angleB1(° )  angle®2(" ) angle®3(° ) angleBl(’ ) 82(° ) angle 83(° )

Measured

W) 886 119 75 132 153 154
T

ot | 75 119 75 115 155 140
Error(” ) 13.6 0 0 17 -2 14
! 18 0 0 148 -1.3 10

rate(%)

motion 8 release

e break s

Figure 4-3:2-D joint position information image[6].
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Figure 4-4:Error in 2-D joint position information.

Table5-1 Specifications of Camera
Camera Number of effective pixelsin | Number of pixels for video recording, etc
photography

a7lIILCE-7M3K/SONY) ~ 24.2 megapixels 2.0 megapixels (1920x1080 pixels), 60 fps
Slow-motion shooting 120 fps.
previous research data break motion proposed method data
(45 degrees,601ps) set release (right besides, 120fps)
g ) h“.lak release
2 . ] Get motion | |
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Figure 5-1: Comparison of data obtained with the proposed
method and those obtained in previous study.

5. DEMOSTRATION EXPERIMENT

We conducted a demonstration experiment by
implementing improvement measures based on the results of
the previous studies. In this demonstration experiment, the
video shooting was conducted twice, with four subjects
(including one with basketball experience) for the first
shooting and eight subjects (including five with basketball
experience) for the second shooting. All subjects were right-
handed males. The location of the shooting was inside the
Arena Gymnasium of Kanagawa Institute of Technology. A
high-performance camera was used to shoot a slow-motion
video of the subject throwing a ball from the center of the
free throw line, 4.225 m from the basketball goal. The
camera was set up on the extension of the free throw line at
a distance where the subject shooting the ball was seen on
the entire screen of the camera, and the camera was fixed on
a tripod so that the subject was right beside the camera. The
camera used for this shooting was SONY o« 7III. The
specifications of this camera are shown in Table 5-1. This
high-performance camera has a slow-motion shooting
function, which was used in this study.
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5.1 Evaluation of the proposed methodology

In this section, we evaluate the effectiveness of acquiring
2D Joint Position information using OpenPose on videos
captured with the proposed method (improvement measures)
described in section 4.4. Figure 5-1 shows a comparison
between the proposed method and previous research data.
The horizontal axis of the graphs in Figure 5-1 is the number
of frames, and the vertical axis shows the right armpit angle
01, right knee angle 02, and right elbow angle 63 acquired
with 2D Joint Position information. The video shot using the
method proposed in this paper was shot in slow motion at a
frame rate of 120 fps, more than two times that of the
previous studies, so the number of acquired frames
increased as shown in Figure 5-1. In addition, the graphs of
the right armpit angle 01, right knee angle 02, and right
elbow angle 03 obtained with the 2D Joint Position
information are very detailed, and in particular, the data for
each angle during the release can be obtained accurately
without missing any data. This confirmed the effectiveness
of the proposed method, and we proceeded with the analysis
under these conditions.

5.2 Motion analysis of experienced and

inexperienced basketball players

In this study, the motion analysis of the experienced and
inexperienced players was conducted using the videos of
their successful shooting. Figure 5-2 shows still images of
experienced and inexperienced players shooting from the
free throw line, converted into 2D Joint Position information
by OpenPose. The images in Figure 5-2 are divided into
three parts: set, motion break, and release, with the number
of frames indicated for each part. Table 5-2 shows the right
armpit angle 01, right knee angle 62, and right elbow angle
03 calculated from the 2D Joint Position information data
acquired during the "motion break" and "release" phases of
the successful shooting by experienced and inexperienced
players. The data of NBA player in Table 5-2 were manually
calculated from the video images on the Internet [5]. As
shown in Table 5-2, the armpit angle 01 of Experienced
Player 1 at the motion break is 87°, which is close to the
NBA player 90°, while the value of 01 is as high as 116° for
Inexperienced Player 1. On the other hand, the armpit angle
01 of Experienced Player 1 at the time of release was 144°,
which was close to the NBA player's 140°, while that of
Inexperienced Player 1was lower at 125°. The results show
that there is a difference in the values of 81 and 62 between
the experienced and inexperienced players at the "motion
break" and "release," and that the experienced player's
posture and movement are closer to those of the NBA player
in the values of 01 and 02. Figure 5-3 shows the graphs of
the right armpit angle 01, right knee angle 62, and right
elbow angle 63 against the number of frames on the
horizontal axis for the experienced player. Red vertical lines
indicate the number of frames for the set, motion break, and
release motion. The graph of the knee angle 02 in Figure 5-3
shows that at the motion break, the right knee angle 62 once
reaches its minimum value and the knee begins to extend
from the minimum value, while the release motion starts at
the motion break and ends with the right armpit angle 61
being at its maximum value.
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Table 5-2:Comparison between experienced and
inexperienced players.

Subject (1) Break motion (2) Release Remarks
Frame | Right Right Right Frame Right Right | Right
No | armpit | knee elbow No armpit | knee | elbow
angle | angle angle angle angle | angle
o1’ ) | e’ ) | 3 ) o1 ) ez’ )| 63 )
Experienced | 444 87 13 63 474 144 164 | 167 Shota
player 1
Inexperienced | 260 = 116 106 78.5 286 125 176 | 173 Koku
playerl
NBA player 90.0 60.0 140 180

5.3 Comparative evaluation
and Inexperienced Players

shooting

Next, a comparative evaluation of experienced and
inexperienced subjects at the time of the successful shooting
was conducted. Four subjects, one experienced and three
inexperienced, participated in this study. Table 5-3 shows
the right armpit angle 01, right knee angle 62, and right
elbow angle 03 calculated from the two-dimensional skeletal
data obtained at the "motion break" and "release" during the
successful shooting. Data from NBA players were also
included for reference. A61, A02, and AB3 in Table 5-3

of Experienced
in successful
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indicate the amount of change from the motion break to the
release. As shown in Table 5-3, the right armpit angle 61
showed a large difference between the experienced and
inexperienced players. Experienced Player 1's right armpit
angle 01 at the motion break was around 90°, and the right
armpit angle 01 at the time of release was around 140°.
These values are comparable to those of the NBA player. By
the way, the values of 81 and 03 of Inexperienced Player 3
are similar to those of Experienced Player 1. However, as
shown in Figure 5-4, when we look at the series of shooting
motions, Experienced Player 1 shoots with his arms closed
and his left hand on the ball, while Inexperienced Player 3
shoots with his arms open and in the same position.
Inexperienced Player 3's shooting form is different from that
of Experienced Player 1. However, when Inexperienced
Player 3 shoots with both hands, the values of 61 and 63
happened to be comparable to those of Experienced Player 1.
Next, the amount of change in the right elbow angle 63 from
the "motion break" to the "release" is examined. The A63 of
Experienced Player 1 is 104°, which is close to that of the
NBA player (120°). The A63 values of Inexperienced
Players except for Inexperienced Player 3 were less than
100°. Table 5-3 also shows the number of frames in which
the right armpit angle 61 was 90+£5° during the transition
from "motion break" to '"release" in the movie of a
successful shot, and the presence or absence of the angle. It
was confirmed that the number of frames in which the right
armpit angle 61 was 90+5° was more than one for all
subjects except for Inexperienced Player 1. Table 5-3 shows
the success rates of the experienced and inexperienced
shooters. The success rate was calculated as the percentage
of shots that resulted in a goal in five throws, but when all of
the five throws resulted in failure, the player was asked to
throw the ball again until it went in. The results show that
the success rate of Experienced Player 1 was 75%, while the
other inexperienced players had a success rate of less than
20%.

Table5-3: Comparison of 61, 062 and 63 between
experienced and inexperienced players in successful
shooting
Subject (1) Break motion (2) Release Difference Thenumberct | Remarks
Mgt | Mgt | Raht | RMght | Mg Mg | o1 am  pgs | herhtamed
ampit  knee  ebow | ampit | knee ebow | [ () [) ;]"j‘;md:::
angle  angle | angle | angle | angle  angle th;mmmg
af) o) ef) | oaf) e) e om0
Experienced 87 13 [ 4 1 167 57 51 104 [ Shota
player 1
Inexperienced = 116~ 106 785 | 15 16 113 9 10 % 0 Kol
playerl
Inexperienced 42 115 101 m 1m e | 8l 8 5 1 hama
player2
Inexperienced =~ 93 101 i 0 1 4| B M1 3 sano
player3
NBAplayer | 900 60.0 140 180 | 500 10
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Figure5-4:Comparison of shooting motion between
Experienced Player 1 and Inexperienced Player 3.

Table5-4 Comparison of 61, 62 and 63 between experienced
and inexperienced players in failed shooting.

Subject (1) Break motion [2) Release Difference Thenumberof | Remarks
frames i which
Right | Right = Right | Right | Right | Right | 881 | a2 pgy | therchtamet
ampit | knee | elbow | ampit  knee | ebow () | () | () g;fl;e:“’
angnle angle arg;ie ang.ie an,gnle angnle m; mﬂ:r;:‘
e )| el’) | e ) ) el) e) | ef) from1]to12)
Experienced =~ 83 127 9 129 157 169 113 30 10 0 Shota
player 1
Inexperienced = 116 | 126 91 Broow s 15 51 8 0 Koku
playerl
Inexperienced = 60 118 97 123 176 180 63 58 8 0 hama
player?
Inexperienced | 101 118 103 155 178 152 54 60 13 0 sano
player3
NBAplayer = 90.0 60.0 140 180 | 500 120

5.4 Comparative evaluation of experienced and

inexperienced shooters in failed shoots

Next, Table 5-4 shows a comparison of the experienced
and inexperienced players at the time of shooting failure.
Table 5-4 shows the results of calculating the right armpit
angle 01, right knee angle 62, and right elbow angle 63
based on the 2D Joint Position information at the "motion
break" and "release.” The right armpit angle 61 was not
90£5° for both experienced and inexperienced shooters
when they failed to shoot, and the number of frames in
which the right armpit angle 61 was 90+5° during the
transition from the "motion break" to the "release" was zero.
Compared with Table 5-3, which shows the results of
experienced and inexperienced players at the time of
successful shooting, it is considered that for successful
shooting from the free throw line, the right armpit angle 61
should be around 90° at the "motion break" and the number
of frames during which the right armpit angle 61 reaches
90+5° until the "release" should be at least one. The right
elbow angle 03 is also noteworthy. In the difference A63
during the transition from the "motion break" to the
"release", Experienced Player 1 had a value of 104° for the
successful shooting and 70° for the unsuccessful shooting.
Therefore, in shooting from the three-throw line, the amount
of movement of the right arm during the transition period
from the "motion break" to the "release" is also considered
to be important.

6. CONSIDERATION

Chapter 6 discusses efficient shooting from the free throw
line, based on the findings of this study, with reference to
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the "Basketball Instruction Manual"[9] published by the
Japan Basketball Association. This "Basketball Instruction
Manual" describes shooting in basketball as follows: "The
area that the ball can pass through the hoop depends on the
angle of incidence of the ball in relation to the hoop. If the
angle of incidence is large, the ball will enter the hoop more
easily, but the loop needs to be higher, and the distance will
be less. If the angle of incidence is too small, the area
through which the ball can pass through the hoop is reduced,
making it unsuitable. To obtain the ideal loop and distance,
it is best to shoot at a projection angle of 45 to 50 degrees.”
In other words, this "Basketball Instruction Manual" [8]
states that the angle of throw of the ball at the release should
be 45° to 50°, which is considered to be the ideal angle.
Therefore, if the ball is thrown from a right armpit angle of
90° in the "motion break," the right armpit angle 61 at the
release is considered to be 135° to 140°. This figure is
supported by the fact that the right armpit angle 61 at the
release for the NBA players shown in Table 5-4 is 140°.

7. SUMMARY

In this paper, we used OpenPose to perform a two-
dimensional posture analysis of the basketball shooting form
of experienced and inexperienced players from the free
throw line. This time, a posture analysis was performed
using videos taken in slow motion. As a result, it was
confirmed that experienced players were characterized by
the armpit angle 61, which is within around 90° at the
motion break and around 135° at the release.

Also, for inexperienced players trying to efficiently acquire
the shooting form of experienced players, it is good to be
aware of the armpit angles 01, knee angle 62 and elbow
angle 063 and of shooting with a good coordination between
the upper and lower body forces. In addition, when the two-
dimensional skeletal information posture was evaluated with
and without slow motion, it was confirmed that the slow-
motion shooting particularly improves the accuracy of the
2D Joint Position information at the time of release.

Based on the findings of this research, we would like to
prove through demonstration experiments that when
inexperienced players are taught effective practice methods,
their form becomes similar to that of experienced players,
and that their shooting rate increases.
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Abstract - This paper analyzes the prediction of communi-
cation failures and their impact on information communica-
tion during a flood event using a communication failure em-
ulator. Damage estimates related to communication in the
event of a disaster are indicated by the number of disrupted
lines. However, this method does not allow disaster victims
to know when they will not be able to use the system and
what kind of situation they will be in. In these days when
information communication has become commonplace, such
a situation could have a tremendous impact on the damage.
Therefore, we propose a system that emulates communica-
tion failures in the event of a disaster and analyzes the impact
from the user’s perspective. We evaluate the prediction accu-
racy of the emulation of communication failures and discuss
its impact.

Keywords: flood disaster, communication failure, federa-
tion system

1 Introduction

1.1 Background

The number of disasters and the number of human casual-
ties is steadily increasing in the world due to the complex in-
tertwining of changes in the global climate system and global
warming caused by greenhouse gases[1] [2]. Urban popula-
tions are expected to reach over 6 billion by 2050, with 68%
of that population concentrated [3] in urban areas at risk of
disaster. In particular, flood disasters have the highest num-
ber of human casualties, with about 3.39 million affected in
2018 [4], and the projections show further increases in these
numbers.

Smart city technology is expected to realize resilient cities.
Smart city technology uses Internet of Things (IoT) sensors to
collect various data on cities, such as traffic flow, people flow,
and weather, and uses Al to determine and predict the supply
and demand of people living in cities in real time [5].The aim
of smart cities is to create resilient cities that make our lives
in cities with high disaster risks better.

Advances in cyber-physical systems, the (IoT), cloud com-
puting, and other software technologies are actively contribut-
ing to the development of smart cities. Smart cities offer the
basic capabilities of integrating sensors, actuators, and other
devices into the physical environment of the city through a
variety of technologies and computational techniques. Espe-
cially, simulation technology, one of the basic technologies
of smart cities, playing an important role in service demand
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forecasting in physical spaces and prediction analysis in vir-
tual spaces.

1.2 Motivation

Simulation is a traditional fundamental technology for imi-
tating real-world events. Simulation techniques can be broadly
classified into physical simulations (i.e., that physically model
actual objects or physical phenomena) and logic simulations
(i.e., that approximate state changes with continuous or dis-
crete modeling). Case study application of simulation tech-
nologies are contributing to the study of production process
management and productivity improvement measures in the
supply chain, as well as to the upgrading of agricultural man-
agement systems based on weather data in the field of agricul-
ture. These manufacturing and agriculture smart city objec-
tives can be said to be relatively simple simulations and sys-
tem optimizations. For example, in agriculture, the change in
weather can be represented by a physical phenomenon model,
and the growth of agricultural products can be represented by
a real model given conditions. In other words, these objects
and phenomenon can be described by physical simulation.

By contrast, in the field of disaster researches, various types
of simulations are required to explain complicated phenom-
ena. The magnitude of disaster damage is determined by the
disaster phenomena and the vulnerability of elements, such
as urban spatial structure and human behavior, against them.
Therefore, in order to extend the smart city to the field of dis-
aster prevention and contribute to realizing resilient cities, it is
necessary to handle various physical and social phenomena.
The problem is that the simulations of each phenomenon to
be handled are based on different models. Disaster phenom-
ena are described by a physical model, and human behavior
is described by a discrete model such as a multi-agent model.
Conventional simulation technology has evolved such as to
be specialized for one certain model. That is, these different
models and technologies are represented by different simu-
lations and systems. Therefore, in order to realize a cyber-
physical system for disaster prevention, dealing with analysis
results obtained from different models and technologies in an
integrated manner is a major challenge.

2 Related Work

2.1 Literature Review

One of the simulation techniques is physical simulation
for reproducing disaster phenomena; for flood damage, this
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means a flood analysis simulator that estimates the occurrence
of flood damage and its expansion process. This is a simulator
that derives the flood water value in several-meter grid units
by numerical analysis using input data such as precipitation,
land use, building coverage, sewer pipes, and manholes. In
addition to flood damage, many simulations have been de-
veloped to accurately reproduce various disaster phenomena
such as tsunami [6] and wildfire [7]. In these simulations,
each generation mechanism is modeled by a physical formula
and then reproduced on a computer; these simulations are ac-
tually used for risk estimation and damage estimation in many
regions.

Another approach is a social simulation that models the be-
haviors that can be taken by evacuees. An evacuation simula-
tor reproduces evacuation behavior in various situations, such
as when a disaster event occurs. There are several approaches
to behavior modeling, including an empirical approach and
an agent-based approach [8]. A number of models have been
developed, including an evacuation model that dynamically
selects destinations [9], an indoor evacuation model that con-
siders collisions between evacuees [10], an evacuation model
that considers evacuation behavior affected from nearby evac-
uees [11], and a crowd evacuation model [12]. Nguyen et
al. [13] used an evacuation simulation in disaster phenom-
ena, considering the behavior of smoke diffusion during a fire
and providing directions to evacuees, and discussed its use in
formulating efficient evacuation plans.

A new approach in the concept of the cyber physical sys-
tem is a simulation that models physical elements of the real
space onto the virtual space. Virtual Singapore produces an
urban space model that integrates terrain information, build-
ings, and social infrastructure information throughout Singa-
pore onto a virtual space [14][15]. Furthermore, a simula-
tion environment is being constructed by integrating various
real-time data (traffic information, car / people location in-
formation, etc.) into that urban space model. Behind these
technologies is the evolution of technologies developed for
various applications, such as IoT. Cyber-physical systems ex-
tend the [oT concept further to facilitate the interaction of the
smart city’s cyber and physical spaces. [16] attempted to de-
tect landslide using IoT concept, [17]-[19] adopted their cyber
physical system to disaster responce. In disaster prevention,
construction of an elaborate urban structure model means that
disaster phenomena can be reproduced with high accuracy,
which can improve the usefulness of feedback to the phys-
ical spaces. This is because the parameters of the physical
model used for the physical simulation of disaster phenom-
ena are defined based on the data of the urban space model.
Moreover, the collection of real-time data by the 10T has the
potential to improve the accuracy of both disaster phenomena
simulation and social simulation.

The goal of handling different models and technologies in
an integrated manner is achieved by a strategy to develop a
large framework that incorporates these simulations and sys-
tems as a single function. Integrated Emergency Response
Framework (iERF) [20] is such an integrated framework. This
was proposed as a framework to integrate various tools used
in emergencies such as simulation and visualization. High
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Level Architecture (HLA) is an approach to standardize dif-
ferent simulators/systems for distributed simulation, used when
developing a simulation for a larger purpose by combining
several simulations [21]. HLA develops a distributed simu-
lation by providing various services such as data distribution
and time synchronization through middleware. Dahmann et
al. [22] have achieved the interoperability of various simu-
lations by examining the specifications of a common tech-
nical architecture for simulations using HLA. The architec-
ture was implemented as a prototype to interoperate multi-
ple simulators, including evacuation, information provision
systems, and emergency operations, in an earthquake disaster
[23]. In addition, a distributed simulation platform has been
constructed for evacuation simulation in the event of fire dis-
asters caused by earthquakes [24].

2.2 Limitations and Contributions

Although the abovementioned integration strategies pro-
vide theoretical support for coordination between different
models to represent complex real spaces, there remain several
issues to be improved. First, it is necessary to realize informa-
tion communication environment in virtual space. Consider-
ing the feedback of the prediction results, actual communica-
tion needs to be simulated, but this has rarely been discussed
in disaster response terms. Second, while ensuring scalability,
the cost of system improvement for synchronization with new
simulations and systems should be reduced. This is due to re-
ducing obstacles to quickly adopting new observation systems
and prediction technologies created by feedback from the vir-
tual space of a cyber-physical system. Third, social simula-
tion depends on information and decision making. In order
to reproduce human behavior in a disaster situation more pre-
cisely, a cyber-physical system needs to incorporate accessi-
bility to information as a parameter of the simulation.

A federation strategy using the information bus was pro-
posed in our previous paper [25] to solve the problems above.
The contributions of the federation strategy are summarized
as follows:

* Federation technology enables the synchronization and
sequential sharing of computations between simulations
/ systems directly into a cyber-physical system. This
can connect information technology in a virtual space
and create a more elaborate physical space. In addi-
tion, the components themselves can be exchanged be-
tween virtual space and physical space via federation,
and application to various test beds can be expected.
We named this progressive simulation.

* Our platform also supports the behavior of computer
networks that affect the accessibility of information,
and it evaluates the damage mitigation effects of that
behaviour. We define the technique that imitates the
behavior of computer networks as computer emulation.
Computer emulation automatically verifies computer net-
work outages or destruction due to disasters and can
more accurately reproduce physical space events caused
by complex factors.



This paper proposes a system that uses this federation strategy
to create scenarios that include the impact of communication
failures in floods.

3 Proposal of Disaster Victim Impact Analysis
System

This paper aims to propose a system that uses the federation
strategy to create scenarios that include the impact of commu-
nication failures during floods. It is well known that commu-
nication failures occur during disasters such as floods. Com-
munication failures during disasters include power outages,
broken communication systems, and traffic congestion caused
by concentrated traffic. In particular, communication failures
caused by power outages and physical damage to communica-
tion systems occur frequently during floods. In recent years,
70% of floods have resulted in failures due to damage to com-
munication systems. Such physical failures are considered to
have a significant impact on the disaster victims because their
recovery requires physical system relocation.

Particularly in disasters such as floods, where damage spreads

gradually, it is relevant to the accessibility of information to
the disaster victims before and during the disaster. Therefore,
it is important to consider strategies including communica-
tion failures in providing and obtaining information. How-
ever, preliminary disaster assessments are based on large esti-
mates, such as “X million network access lines will be out of
service. ” In preparation for network outages, there have been
studies on advance deployment of systems that enable early
recovery and alternative networks such as delay tolerant net-
work [26]-[28]. On the contrary, we believe that it is essential
to consider how the occurrence of such communication fail-
ures affects the access to information for disaster victims dur-
ing a disaster. In the 2020 floods in Kumamoto, Japan, com-
munication failures occurred as the rainstorms progressed,
making it difficult to obtain information. Optical fibers at
bridge piers were flushed away by the rising river water, and
communication was damaged even in areas where no flooding
had occurred.

Human behavior during disasters depends largely on what
kind of information affected people have obtained. In the cur-
rent society, which relies heavily on information and commu-
nication technology, we should assess what kind of situation
the victims’ access to information will be in and how it will
affect them by simulating the situation in advance as a strat-
egy for disaster response. Thus, in this paper, we develop a
system to create scenarios that simulate communication fail-
ures by using our federation strategy, which allows multiple
simulators to be implemented in a cooperative manner. The
system incorporates multiple factors such as the impact of
natural disasters, human behavior, the impact of disasters on
communication networks, and information services as a flood
analysis simulator, evacuation simulator, communication fail-
ure emulator, and evacuation routes information system, re-
spectively, and creates scenarios of human impact by empha-
sizing the dependencies among these factors(Figure 1). Using
this system, we confirm that it is possible to generate multiple
scenarios (optimistic scenarios and worse scenarios) related
to communication failures.
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4 System Configuration

4.1 Overview

This paper simulates and analyzes human impacts from
disaster phenomena simultaneously with information service
technology. The incorporation of multiple factors into a sim-
ulation model requires complex and massive development ef-
forts, although our federation strategy allows for the coopera-
tive implementation of these multiple simulations, It can also
be expected to be used as a mechanism for evaluating the ac-
curacy and usefulness of the information service in a disaster
situation.

Our system consists of multiple simulators operating in a
cooperative manner. Four simulators / systems (flood analysis
simulator, evacuation simulator, evacuation route service sys-
tem, and communication failure emulator) exchange data with
each other considering their operation timing, and progres-
sively compute their own simulations using data from other
simulators(Figure 2).
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4.2 Federation Bus

The federation bus is responsible for their timing control
and data exchange. The federation bus consists of a feder-
ation manager, which is responsible for time-synchronized
progress control, and an MQTT broker, which is responsible
for Publish-Subscribe message exchange. It creates scenarios
by changing the alert timing, cooperative operation of these
multiple simulators / systems, and analyzing the behavior of
disaster victims and their access to information as calculated
by the evacuation simulator.

4.3 Flood Analysis Simulator

Our federation strategy can allow us to use a conventional
flood analysis simulator. However, in this paper, we use data
from API!, which performs flood calculations, due to the dif-
ficulty of obtaining the input data for the flood calculations.
For the scenario area, Hitoyoshi City, Kumamoto Prefecture,
we regard the flood data as calculated at specific time inter-
vals and connect it to a federation bus. Road Flooder pro-
gressively calculates the impassable roads, according to the
flooded value from the flood data. The calculation result is
transmitted to the road management DB through the federa-
tion platform, and the road information is updated. Road in-
formation management DB stores the road information and
the shelter information, which are used for the evacuation
route calculation in the target area.

4.4 Evacuation Simulator

Evacuation simulator is developed using a multi-agent sim-
ulator. At the beginning of simulation, evacuation simulator
generates the evacuee agents, according to the population dis-
tribution which is set in the map. Determination of the each
behavior can be set the parameters for each agent as evacu-
ation characteristics. In other words, we can set the evacua-
tion behavioral characteristics of each agent according to age,
disaster experience, and ability to access information. Be-
sides, the shelter where to which each agent evacuates is set
as the initial value for each agent. The total number of evac-
uee agents can be set on the evacuation simulator.

Evacuation simulator calculates the behavior of the evac-
uee agents, depending on the flooded value calculated from
the flood analysis simulator. The evacuee agents determine
their behaviors on the basis of their own location, walking
speed, or information. Evacuee agents have their own smart-
phones. When local agency sends the evacuation information,
evacuee agents move in accordance with their own evacua-
tion behavioral characteristics. For example, an agent who
has better evacuation behavior characteristics starts to evac-
uate to the shelter immediately after receiving information.
We configure several types of the evacuation behavioral char-
acteristics; the agent who start the evacuation several minutes
after receiving the information, or who start if their surround-
ing agents start to move.

Evacuee agent consults the evacuation routes information
system to determine the safe evacuation route after their de-

Thttps://suiboumap.gsi.go.jp/
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cision, then starts to move to the shelter. During their evacu-
ation, they confirm the flooded value v ; of the surrounding
grids at each simulation step. If v, = 0, they move to the
next grid on their route. If V; ;, exceeds the threshold, their
evacuation routes are flooded; in consequence, they re-ask the
other safe route to information system. This threshold is used
to set the flooded value as impassable for a given road for
each agent. The evacuation simulator calculates the amount
of damage and data access status in a progressive manner us-
ing data from evacuation agents.

4.5 Evacuation Routes Information System

Before the evacuation, each evacuee agent searches the safest
evacuation route to the shelter using their smartphone. Evacu-
ation routes information system search and provide the evac-
uation route . The system consists of road flooder, road infor-
mation management DB, and route calculation server.

When the evacuee agents search for an evacuation route,
the route calculation server excludes impassable roads calcu-
lated by the road flooder and computes them according to the
current location of the agent and of the nearest shelter. By
inputting the location of the evacuee agents and the destina-
tion node ID, the route calculation server determines a route
by weighted Dijkstra method in consideration of distance and
cost, and it returns a list of nodes on the route. In the evac-
uation simulation, the location of the evacuee agents and the
ID of the destination node are transmitted by MQTT via the
federation bus. Upon receiving the data, the smartphone emu-
lator receives a list of nodes from the route calculation server
using the REST API and transmits the list to the evacuation
simulator using MQTT.

The route calculation server generates a weighted undi-
rected graph Gy = (N, Npeqt) with the distance between
nodes as the weight. Simultaneously, a set node N, is se-
lected from a table of links connecting to the set of nodes
N. The initial value of the cost of the graph G is config-
ured to the distance between the nodes; however the ID of the
nodes and links that have become impassable due to the flood
expansion can be updated to the graph Gy via the road infor-
mation management DB. After the river floods, if the grid on
a agents’ route becomes impassable, the node ID and link ID
included in the grid are transmitted to the road management
DB, and the cost of the corresponding nodes and links of the
graph G is updated. After the cost is updated, when the
agent inquires of the evacuation route via their smartphone,
the route calculation server returns the detour route.

4.6 Communication Failure Emulator

Our communication failure emulator is an emulator that
simulates communication failures related to smartphones in
floods. The emulator consists of a mobile base station, a mo-
bile relay station, a wired communication line between the
mobile base station and the relay station, and a power sup-
ply to the mobile base station and the relay station. The mo-
bile base station transmits radio waves within a defined range
and is used for information access by evacuee agents within
the range. If the flood water level rises in the flood analy-



sis simulator and the mobile base station itself or the power
supply function of the mobile base station is flooded, the mo-
bile base station loses its communication function. The wired
communication lines between the mobile base station and the
relay stations are connected by the shortest path. When there
is damage to the communication line due to flood flow, the
mobile base station to which it is connected loses its com-
munication function. The mobile base stations and the relay
stations are supplied with electric power, and when a power
outage occurs due to flood, the power supply is stopped and
the communication function is disconnected at the same time.
Channels and alternative means of power supply to the mobile
base station are not considered in this paper.

The communication failure emulator sends the availability
status of the mobile base station via MQTT over the federa-
tion bus. Depending on the location of the evacuee agent, it
determines which base station to use and transmits the avail-
ability status of that base station back to the evacuation sim-
ulator. If the mobile base station is active, evacuee agents in
the evacuee simulator will have access to routes to the shel-
ter and alerts. If the base station is not available, the evacuee
agents will not be able to access information. With the above
steps, the communication failure emulator simulates informa-
tion access in the event of a flood.

4.7 Damage Scenario

The previous section describes a system that uses a feder-
ation strategy to simulates and analyzes human impacts from
disaster phenomena simultaneously with information service
technology. We use this system to generate scenarios of com-
munication failures during floods. The flood analysis simu-
lator uses data of the Kuma River flooding that occurred on
July 4, 2020 in Hitoyoshi City, Kumamoto Prefecture, Japan.
In this flood, the water level exceeded the flood hazard level
at six water level observation stations, and overflows from the
river occurred at 34 locations along the main Kuma River. Re-
garding telecommunications, 88, 70, and 111 mobile base sta-
tions were out of service in Kumamoto Prefecture by NTTdo-
como, KDDI, and Softbank, respectively.

The evacuation simulator generates evacuee agents accord-
ing to the population distribution in Hitoyoshi City and sets
them to move to the nearest evacuation center. For the com-
munication failure emulator, we visually survey the actual
mobile base station locations within Hitoyoshi City and set
them up in the emulator in the same arrangement as the ac-
tual base and relay stations. The communication area of the
base station is set to a fixed radius. When the mobile base sta-
tions in the communication failure emulator are in operation,
our evacuation routes information system presents the short-
est route to the shelter, excluding flooded roads, in response to
access by the evacuee agent in the evacuation simulator. We
create scenarios in this system by changing alerts timing as
trigger the start of evacuation and the time of the simulation.
Using the scenarios, we analyze the possibility of creating
multiple scenarios and the effects of communication failures
from the viewpoint of disaster victims.
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5 Conclusion

This paper proposed a system that uses the federation strat-
egy to create scenarios that include the impact of communica-
tion failures during floods. Communication failures caused by
power outages and physical damage to communication sys-
tems occur frequently during floods. Physical failures are
considered to have a significant impact on the disaster victims
because their recovery requires physical system relocation.
Particularly in disasters such as floods, where damage spreads
gradually, it is relevant to the accessibility of information to
the disaster victims before and during the disaster. Therefore,
it is important to consider strategies including communication
failures in providing and obtaining information.

This paper focued how the occurrence of such communi-
cation failures affects the access to information for disaster
victims during a disaster.. We develop a system to create sce-
narios that simulate communication failures by using our fed-
eration strategy, which allows multiple simulators to be im-
plemented in a cooperative manner. Using this system, we
confirmed that it is possible to generate multiple scenarios
(optimistic scenarios and worse scenarios) related to commu-
nication failures.

Our system can simulate and analyzeshuman impacts from
disaster phenomena simultaneously with information service
technology It consists of multiple simulators operating in a
cooperative manner. Four simulators / systems (flood analysis
simulator, evacuation simulator, evacuation route service sys-
tem, and communication failure emulator) exchange data with
each other considering their operation timing, and progres-
sively compute their own simulations using data from other
simulators. The incorporation of multiple factors into a sim-
ulation model requires complex and massive development ef-
forts, although our federation strategy allows for the coopera-
tive implementation of these multiple simulations, It can also
be expected to be used as a mechanism for evaluating the ac-
curacy and usefulness of the information service in a disaster
situation.

After we developed four simulators / systems, we gener-
ate scenarios of communication failures during floods. Creat-
ing scenarios, we used data of the Kuma River flooding that
occurred on July 4, 2020 in Hitoyoshi City, Kumamoto Pre-
fecture, Japan. We set actual mobile base station locations
within Hitoyoshi City up in our communication failure emu-
lator. Four simulators/systems were simultaneously operated
to simulate flood water value by the flood analysis simulator
and to simulate the accessibility of information by the evac-
uee agents generated by the evacuation simulator. Using the
scenarios, we confirmed the possibility of creating multiple
scenarios and analyzed the effects of communication failures
from the viewpoint of disaster victims.
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Abstract - In recent years, mobile robots that actively inter-
act with humans have started to be used within human living
areas. When the robot and pedestrians pass each other, they
might collide because it is difficult for a pedestrian to predict
the robot’s movement from its appearance. We are consider-
ing a method of indicating the robot’s direction of movement
by a horizontal arrow which is displayed on a flat display at-
tached to the robot’s body. However, this approach has the
problem that pedestrians may interpret the displayed arrow as
“indicating the direction passing pedestrians should go”. To
avoid misinterpretation, we are researching what kind of ar-
rows to use and how to display them to convey the direction
of movement with an arrow. In this research, we investigated
the recognition of a horizontal arrow presented by a mobile
robot. At the same time, we varied the timing and position of
the display by using a subjective video in which the camera-
man passed the mobile robot. The results showed that an ar-
row presented by the robot just before passing by pedestrians
tended to be interpreted as “indicating the direction passing
pedestrians should go”.

Keywords: Arrow, Mobile Robot, Direction of Movement,
Nonverbal Communication, Metaphorical Design

1 INTRODUCTION

In recent years, mobile robots that actively interact with
humans have started to be used within human living areas to
solve labor shortages in industrial fields and to reduce human-
to-human contact in order to prevent the spread of infectious
diseases. Such robots are expected to move without causing
harm or anxiety to those around them. However, it is difficult
for a human to predict the robot’s movement from its appear-
ance. Therefore, even if the mobile robot recognizes the peo-
ple around it for movement, the people around it do not recog-
nize it and become fearful of the robot’s movements. When
pedestrians pass by a mobile robot, they might collide with
or feel fear from the robot because it is difficult for a pedes-
trian to predict which direction the robot will go. Therefore,
mobile robots must visually indicate the intended direction of
movement.

Robots currently under development vary widely depend-
ing on their use and design. Hence, it is promising to use ar-
rows, a socially widespread sign, to communicate the robot’s
direction of movement. Some studies have proposed a method

IThis work was supported by JSPS KAKENHI Grant Numbers
JP18K11410,JP22H03635.
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Figure 1: Image of the proposed method. The robot indi-
cate its direction of movement using a horizontal arrow. This
method has the problem that the interpretation of the arrow
varies depending on individuals.

using arrows to indicate the robot’s movement [1]-[4]. In
these methods, an arrow pointing in the robot’s direction of
movement is displayed on the top of the robot [1] or projected
on the floor in front of the robot [2]-[4].

We are proposing a method of indicating the robot’s direc-
tion of movement using a horizontal arrow which is shown on
a flat display attached to the robot’s body to avoid collisions
when a pedestrian and mobile robot pass each other. Figure.1
shows an image of the proposed method. This method has the
problem that the interpretation of the arrow varies depend-
ing on individuals. If a pedestrian passes by a mobile robot
that displays a horizontal right arrow as in Figure.1, the direc-
tion to avoid differs from person to person depending on how
they interpret the arrow. Those who avoid the left side of the
robot interpret the arrow as “ indicating the robot’s direction
of movement ” . Conversely, those who avoid the right side
of the robot interpret the arrow as “ indicating the direction
passing pedestrians should go ” .

In this research, we investigated how the interpretation of a
horizontal arrow changes depending on when and where the
robot displays the arrow when a mobile robot and a pedestrian
pass each other. Based on the findings of this research, we
aim to develop a method that communicates the direction of
the robot’s movement without misunderstanding. This paper
presents the results of the research and the outlook for the
future of the research.
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2 RELATED WORK: ACTION
ANNOUNCEMENTS OF MOBILE
ROBOTS

2.1 Method using non-verbal communication

When people pass each other, they use non-verbal com-
munication such as line of sight [5] and head direction [6]
to communicate the direction they will go. There are some
related studies that proposed a motion announcement that ap-
plies such a communication method [7]-[9]. Matsumaru et
al. [7] proposed a method of indicating the robot’s movement
by displaying eyeballs on an Omni-directional Magicball(R)
display attached to the top of the robot’s head and transmitting
the direction of movement by the position of the displayed
eyeballs and the speed by the degree of eye-opening. Simi-
larly, in [8], [9], a method has been proposed in which a face
is mounted on the upper part of a robot and the direction of
travel is transmitted by the direction of the face.

Equipping robots with facial and eye expression devices
has the effect of improving the emotional affinity with the
robot. This technique is particularly used when the robot
moves autonomously and interacts with people. However, it is
difficult to apply such a method to all robots. This is because
the shapes and uses of robots vary greatly from one individ-
ual to another. To give an example, the mobile telepresence
robot, Beam [10] (see Figure.1), moves freely and interacts
with people around it. It displays the user’s face, which is
captured from the user’s device, on the screen at the top of
the robot. People who interact with the robot recognize the
user’s face as the robot’s face. Therefore, displaying human-
like expressions such as eyes or a face in addition to the user’s
face may confuse humans interacting with the robot.

2.2 Method using arrows

Some studies have proposed using arrows to announce the
robot’s direction of movement [1]-[4]. Matsumaru et al. pro-
posed a method of displaying an arrow pointing in the direc-
tion of travel on a flat panel display attached to the top of the
robot [1] and a method of projecting an arrow on the floor in
front of the robot [2]. Methods of projecting an arrow point-
ing in the robot’s direction of travel on the floor have been
proposed in several further studies [3], [4].

Arrows make it easier for pedestrians to understand the
robot’s direction of movement. In addition, a method using
arrows can be applied to a variety of robots with large indi-
vidual differences in shape, usage, and movement because it
is not a communication method based on social rules or com-
mon sense such as blinkers [11]. There are people who do
not understand the rules for blinkers, and if they are put on
by a robot, it may not be thought of as a blinker. In con-
trast with the spoken communication method [12], an arrow
can communicate the direction of movement to people who
speak different languages because an arrow is a globally used
sign. Furthermore, it is possible to convey additional infor-
mation such as the speed of movement by flexibly changing
the thickness and length of the arrows.
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3 METHOD USING A HORIZONTAL
ARROW DISPLAYED ON THE BODY

We are proposing a method of indicating the robot’s direc-
tion of movement by a horizontal arrow which is displayed on
a flat display attached to the robot’s body. The advantages of
the method are as follows.

Easy to implement — The use of displays to present an ar-
row is feasible without the need for large equipment or com-
plex systems.

No restriction on arrow display position — In related stud-
ies using an arrow [1]-[4], the authors proposed a method of
using the top surface of the robot and the floor surface as ar-
row display locations. In contrast, the proposed method can
display an arrow on the robot’s body. This feature is free from
restrictions on the location of output devices and arrow dis-
play positions.

High visibility — The proposed method has higher visi-
bility than the method that displays the arrow pointing for-
ward [1]-[4]. Therefore, people in a wide area around the
robot can be made aware of the robot’s movements.

4 RESEARCH SUBJECT

4.1 Perception of the horizontal arrow
presented by the robot

To communicate the robot’s direction of movement by an
arrow, it is necessary to indicate clearly what the arrow rep-
resents. In related studies using the arrow [1]-[4], it points
forward so that the pedestrian understands it indicates the di-
rection of travel of the robot. On the other hand, in our pro-
posed method it is not clear whether the arrow indicates the
direction of travel of the robot or a passing pedestrian. This
uncertainty may cause a collision between the robot and the
pedestrian.

4.2 Consideration of research subject

To convey the direction of travel of the robot, it is necessary
to display the arrow in such a way that the pedestrian can
easily interpret the arrow as “indicating the direction in which
the robot will move”. Therefore, we need to know how people
perceive the arrow when it is attached to the mobile robot.
However, there are no known studies that have investigated
the perception of arrows attached to moving objects, because
they are usually attached to stationary objects.

In this research, we investigate the recognition of an ar-
row attached to a mobile robot from the viewpoints of display
timing and display position. Based on the findings of this re-
search, we aim to realize a method of displaying the arrow
that resolves the research problem.

4.3 Research contents

In this research, we first investigated the difference in in-
terpretation when the robot presented an arrow at a close dis-
tance and a far distance from a passing pedestrian. Second,
we similarly investigated the interpretation of the arrow when



it was presented in nine positions, multiplied by three differ-
ent heights (top, center, and bottom of the robot) and three dif-
ferent left-right positions (left, center, and right of the robot).

This paper describes the details and results of the first ex-
periment in Chapter 5, and the second experiment in Chapter
6.

5 INVESTIGATION OF PERCEPTION BY
THE TIMING OF DISPLAY

This chapter describes the details and results of the exper-
iment that investigated the perception of a horizontal arrow
presented by a mobile robot in terms of the timing of the pre-
sentation. We experimented by creating a subjective video in
which the cameraman passed the mobile robot.

5.1 Experiment details

We conducted an experiment in which the participants watched

a video of the robot moving straight ahead and responded to
questions asking in which direction participants intended to
go to avoid the robot.

Participants. 20 persons (14 males and six females).

Experimental environment. Participants responded to a form
created using Microsoft Forms [13] on their PCs.

Robot. We used a mobile telepresence robot, Beam [10]. By
operating the robot from a PC, users of this robot can move
it freely and communicate with people around the robot. Al-
though the robot was originally designed to display the user’s
face on the screen at the top of the robot, we hid this with
black paper to eliminate the possibility that the face and the
line of sight of the user might affect the participant’s judgment
of the direction of movement. We equipped the robot with an
LED panel display to present an arrow. The display was an
11-pixel high and 72-pixel wide LED screen controlled by
M5Stack [14], manufactured by M5Stack Technology Co.,
Ltd. Figure.2 shows the dimensions of the robot, the display,
and the arrow.

Experimental video. Figure.3 shows captured images of the
experimental video. Figure.4 shows the length and width of
the hallway and the composition of the experimental video.
The hallway width was 1.8 m, and the length was 8.5 m. The
robot and the cameraman moved straight along the centerline
at the same speed from both ends as soon as the video started.
The robot displayed an arrow at a point between 2.5 m and
6.5 m (1.0 m intervals) from the cameraman. The speed of
the robot was approximately 0.5 m/sec. Therefore, the point
at which the arrow was displayed was from one second to five
seconds before the video ended. The video finished when the
distance between the robot and the cameraman was 1.5 m. We
informed the participants that the robot would start avoiding
action at the end of the video.
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Figure 2: Dimensions of the robot, display, and the arrow
used in the experiment.
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Figure 3: The captured images of the experimental video.
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Figure 4: Length and width of the hallway and composition
of the experimental video.

Instructional contents. We gave the participants the follow-
ing instructions to explain the situation in the experimental
video.

e You will pass a mobile robot.

e When the robot gets close to a certain distance from
you, it will show a horizontal arrow. (There are also
videos without displaying an arrow.)

e The arrow may be “pointing in the direction you should
go, or it may be “pointing in the direction the robot will

£go
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e After the video ends, the robot passes you.

Experimental procedure. We experimented as follows.

1. Participants watched the experimental videos. The videos

were presented in a random order for each participant.

2. Participants were asked to choose which direction they
wanted to go to avoid the robot from five options: {left,
likely left, I cannot judge, likely right, right}.

3. Each participant repeated this process for a total of three
sets of 12 videos (36 trials per participant). One set
consisted of five videos with right-pointing arrows at
each timing, five videos with left-pointing arrows at the
same timing, and two videos with no arrow displayed.
The order of the videos in each set was randomized. Af-
ter each set, we asked participants to respond with their
opinions and impressions in the free-response section.

Evaluation method. We weighted the five choices sequen-
tially by {-2, -1, 0, 1, 2}, and calculated the mean and per-
centage of responses at each presentation timing.

5.2 Results

Figure.5 shows the average of the responses, and Figure.6,7
shows the percentages of responses by timing. When the
robot presented the right arrow, the mean values of the re-
sponses at 2.5 m and 3.5 m, which were presented at close
distances, were 1.0 and 0.93, indicating a tendency for more
respondents to avoid the right side. Similarly, when the robot
presented the left arrow, the values of the responses were -
0.73, and -0.80, indicating that more participants tended to
avoid the left side. On the other hand, when the robot pre-
sented the arrows at a far distance of 6.5 m, the value was
close to zero. As can be seen from Figure.6,7, the reason for
the value being close to zero was not because most partici-
pants chose “cannot judge”, but because the number of par-
ticipants who chose “left” and “right” was about the same.

2.00
-o-Right Arrow -m-Left Arrow
1.50

1.00

0.00

050 e

Mean value of responses
N
«

-1.00
-1.50

-2.00

Distance between the robot and cameraman (m)

Figure 5: Mean value of responses by the timing of presenta-
tion.
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5.3 Consideration

In this section, we discuss the results of the experiment.
When the arrows were displayed at a distance closer than
4.5 m from the cameraman, many participants responded that
they intended to go in the direction the arrows were pointing.
This indicates that many participants recognized the arrows as
“indicating the direction passing pedestrians should go” when
the arrows are displayed just before they pass each other. Pos-
sible reasons for this result are the usual use of arrows and a
problem with space on one side of the hallway used for the
experimental video.

First, the arrows that people usually see when walking are
used to indicate the direction to a specific place. Therefore,
we consider that if the robot displays an arrow just before
passing a pedestrian, it is likely to be reflexively judged as
“ indicating the direction passing pedestrian should go ” . On
the other hand, if the arrows are presented from a far distance,
many people begin to recognize the possibility that the arrow
indicates the direction of travel of the robot. This is because
they have more time to judge the meaning of the arrow. As
a result, the number of people who interpreted the arrows as
indicating the direction of the robot increased to be about the
same as the number of people who interpreted it as indicating
the direction passing pedestrians should go.

Second, the hallway used in this experiment has a space
on one side, as shown in Figure.3. In addition, the videos
in which the robot presented the left arrow were created by
reversing the videos in which the robot presented the right ar-
row, so in all the videos there was a space in the direction the
arrow was pointing. In this experiment, participants watched
the two videos in which no arrows were presented and there
was a tendency to avoid the direction in which the space was
located in both videos (Figure.6,7 no arrows). Furthermore,
we obtained the comment, “Because the hallway was asym-
metrical, I chose the direction with more space” in the free-
response section.

6 INVESTIGATION OF PERCEPTION BY
DISPLAY POSITION

This chapter describes the details and results of the experi-
ment that investigate the perception of a horizontal arrow pre-
sented by a mobile robot in terms of its presentation position,
using the same method as the first experiment.

6.1 Experiment details

Participants. 20 persons (17 males and three females).
Robot. As in the first experiment, we used Beam [10]. An
LED panel display can be attached to the robot at three dif-
ferent height positions, as shown in Figure.8. These positions
are located at the top, center, and bottom of the robot. The
LED panel display can display a right arrow on the left where
the arrow tip is in the middle, in the center where the arrow
center is in the middle, and on the right where the arrow starts
in the middle. Equally, the left arrow is displayed at the left,
center, and right of the display. Figure.9 shows the display
position of the arrow.
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Figure 8: The height positions of the LED panel display.

center

Figure 9: The display position of the arrow.

Experimental video. Figure.10 shows the captured images
of the experimental video. To eliminate the problem with the
space of a hallway in the first experiment, we shot the videos
at a place where the spaces on both sides of the robot were
of the same size. Figure.11 shows the length of the path trav-
eled by the robot and cameraman and the composition of the
experimental video. The robot and cameraman move straight
along the centerline at the same speed from both ends as soon
as the video starts. The speed of the robot is about 0.5 m/sec.
The robot presents an arrow when the distance from the cam-
eraman reaches 3.5m. We determined the distance regard-
ing the maximum social distance which is proposed by E. T.
Hall [15], because a participant in the first experiment com-
mented, “It is hard to see the arrow when it is presented from
a far distance, and I don’t think it is presented toward me”.
The robot displayed an arrow at one of nine positions, multi-
plied by three different heights (top, center, and bottom of the
robot) and three different left-right positions (left, center, and
right of the robot). As in the first experiment, the video ended
when the cameraman and the robot approached 1.5 m. We
informed the participant that the robot would begin to avoid
them at the end of the video. The instructional content ex-
plaining the situation in the experimental video was the same
as in the first experiment.
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Figure 10: The captured images of the experimental video.
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Figure 11: The length of the path traveled by the robot and
cameraman and the composition of the experimental video.

Experimental procedure. The experimental procedure was
the same as in the first experiment. We presented a total of 21
videos. These videos included nine videos with right arrows,
nine videos with left arrows, and three videos with no arrows.
The participants repeated the experiment for a total of three
sets (63 trials per person).

Evaluation method. The evaluation method was the same as
in the first experiment. We asked the participants to state the
direction they intended to avoid, choosing from five options
{left, relatively left, T cannot judge, relatively right, right},

and then we calculated the mean and percentage of the weighted

values in order {-2, -1, 0, 1, 2}.

6.2 Results

Table.1,2 show the mean values. Figure.12,13 shows the
percentage of responses by display position. The mean of the
responses was above zero for all positions in which the right
arrow was presented (Table.1), and many participants tended
to avoid the right side of the robot. The same was true for the
left arrow, which was below zero in all positions (Table2), and
many respondents tended to avoid the left side of the robot.
We obtained the comment from the free-response section that
“it was difficult to understand when the right arrow was pre-
sented to the left and the left arrow to the right”. When the
robot displayed right arrows to the left and left arrows to the
right, a few participants chose “I cannot judge”, and a few par-
ticipants answered “right” or “left” with certainty. We found
that the display which placed the tip of the arrow in the middle
of the robot made the interpretation difficult.

Table 1: Mean value of responses by presentation position.
(Right Arrow)

’ H Left \ Center \ Right ‘
Up 0.733 0.417 0.533
Center 0.067 0.750 0.883
Bottom 0.450 0.500 0.667

Table 2: Mean value of responses by presentation position.
(Left Arrow)

’ H Left \ Center \ Right ‘
Up -0.733 -0.333 -0.633
Center -0.783 -0.650 0.000
Bottom -0.583 -0.683 -0.450
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top-left E
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Figure 12: Percentage of responses by the position of the pre-

sentation. (Right Arrow)
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6.3 Consideration

In this section, we discuss the results of the experiments.
The results of the experiment showed that participants tended
to avoid the direction indicated by the arrow no matter where
it was displayed. In the first experiment, we considered that
when deciding the direction in which they intended to go, a
large number of participants might be influenced by the space
on one side of the hallway. However, in the second experi-
ment, many participants also avoided the direction of the ar-
row. We prepared three videos without arrows, and the mean
values of the responses to these videos were -0.1, 0.0, and
0.1, confirming that there was no effect of the experimental
video environment. These results indicate that when the robot
presented the arrow just before passing by a pedestrian, the
arrow was often perceived as “indicating the direction pass-
ing pedestrians should go” even when the problems with the
space of a hallway were eliminated.

7 CONTINUITY OF ARROW DISPLAY

From the two experiments conducted in this research, we
found that an arrow presented by the robot just before pass-
ing by pedestrians tended to be interpreted as “indicating the
direction passing pedestrians should go ”, regardless of the
arrow’s display position. Regarding this knowledge, we con-
sider that a mobile robot should always display an arrow to
convey the direction of its movement because the arrow pre-
sented just before passing by a pedestrian tended to be misin-
terpreted.
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In the proposed method using arrows [1]-[4], an arrow
pointing forward was displayed when going straight ahead.
On the other hand, we were considering a method of display-
ing a horizontal arrow just before the robot passes a pedes-
trian. We believe that this difference is the reason why the
robot could not transmit the direction of movement in the ex-
periment. If a passerby can recognize that the arrow indi-
cates the robot’s direction of movement when it is moving in
a straight line, they can also make judgments without confu-
sion when it turns. We considered this analogy to be crucial
in establishing the meaning of the arrow. Therefore, the robot
should display the arrow not only when turning but also when
moving straight ahead to make the surrounding people aware
that the robot is using the arrow to indicate the direction of
travel.

In our proposed method, however, the robot presents the
arrow on a display attached to the body, so the arrow point-
ing forward cannot be displayed. Therefore, we will address
how to display an arrow when moving straight ahead on a flat
display in future research.

8 CONTINUOUS ARROW EXPRESSION

In this chapter, we consider two methods of continuous ar-
row presentation to indicate that the robot is moving forward
and turning right or left.

8.1 Down arrow

The first method entails using use the down arrow to in-
dicate that the robot is moving forward. Down arrows are
sometimes used on information boards to represent arrows
extending toward the rear of pedestrians. Therefore, when
the robot displays a down arrow, a passing pedestrian may
recognize it as indicating the direction in which the robot is
moving. Based on this possibility, we consider a method in
which the down arrow indicates the robot’s forward motion,
and the arrow rotates to match the angle of the turning motion.
Figure.14 shows an image of the method.

Moving forward

o]

Figure 14: Image of the method using use the down arrow
to indicate that the robot is moving forward. The method in
which the down arrow indicates the robot’s forward motion,
and the arrow rotates to match the angle of the turning motion.
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8.2 Double-headed arrow

The second method entails using a double-headed arrow to
indicate the robot’s motion. When the robot is moving for-
ward, it displays a double-headed arrow where both sides are
the same length, and when the robot is turning, it displays a
double-headed arrow where one side extends in the direction
in which the robot will go. Figure.15 shows an image of the
method.

This method was inspired by bicycle hand signals. Bicycles
do not have signals like blinkers, so cyclists indicate which
direction they will take by extending their hands in the direc-
tion they are going. Although hand signals are socially known
rules, the indication method is easy to understand visually.
We consider that a double-headed arrow can also indicate the
direction of the robot’s movement in the same way as hand
signals. In addition, the extending movement of the arrow
can express the angle of the turn.

Moving forwar

\r”

o e

Figure 15: Image of the method using a double-headed arrow.
The method of communicating the direction of movement by
using an arrow extending in the direction in which the robot
turns.

8.3 Future perspective

We will verify whether these methods can convey the direc-
tion of movement of a mobile robot in an experiment in which
a pedestrian passes by the robot. In the experiment, we will
compare methods with no indication and a horizontal arrow
that the robot presents just before passing by a participant,
and evaluate these methods by observing the participants’ be-
havior and evaluating impressions of the robot.

9 CONCLUSION

We are studying a method to avoid collisions when a mo-
bile robot and a pedestrian pass each other by indicating the
robot’s direction of movement with a horizontal arrow at-
tached to the robot’s body. In this research, we investigated
the perception of arrows presented by a mobile robot in terms
of the timing and position of arrow presentation through an
experiment using a subjective video of passing by a robot. As
a result of the two experiments, we found that an arrow pre-
sented by the robot just before passing by pedestrians tended
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to be interpreted as “indicating the direction passing pedestri-
ans should go”, regardless of their display position. Based on
this knowledge, we believe the robot needs to always display
an arrow to indicate its direction of movement. We consid-
ered methods of continuous arrow presentation using a down
arrow and a double-headed arrow.
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Abstract -Various online machine learning systems have
been studied recently. In ordinary online machine learning
systems, machine learning servers cyclically collect training
data from data sources such as connected vehicles, smart
phones, etc. By collecting only the data that contribute to
improve the performances of the machine learning models,
the times needed for the data collections in each cycle are
reduced without the performance degradations. However, it
is difficult for the data sources to judge whether their data
contribute to the improvements or not because they do not
have the latest learned models. Hence, in this paper, we
propose a broadcast-based online machine learning system.
In our proposed system, the server broadcasts the latest
model to the data sources. Each data source sends its
obtained data to the server if the data can contribute to the
performance improvement with a high probability.

Keywords. federated learning, neural networks, distributed
computing.

1 INTRODUCTION

Various artificial intelligence (Al)-based information
systems have recently attracted much attention. Al
technologies have various functions and are used in various
fields. Many of these artificial intelligence technologies use
machine learning. Machine learning is a technology for
learning decision criteria from data. The most critical aspect
of machine learning is prediction accuracy, which is
impacted by the type and size of training data used to train
machine learning models. Two learning frameworks are

used in machine learning: online learning and batch learning.

In online learning, the machine learning models are
continuously trained each time data is obtained. Therefore,
these models are constantly considering the latest situations.
The advantage of the online machine learning system is that
the model can be trained while collecting training data, so
the model is always reflecting the latest situation. The
learning server in the above example can provide more up-
to-date data than the offline machine learning system used in
batch learning. Therefore, online machine learning systems
are often used when the latest situation changes frequently.

However, the online machine learning model is trained in
time intervals after collecting a specific data size. If these
time intervals are long, the prediction accuracy of online
machine learning models too can be negatively impacted.
Although these time intervals can be reduced by reducing
the data size required for the next training, the model cannot
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Figure 1: A brief image of the broadcast-based online
machine learning system

be sufficiently trained with less data because there will be a
larger machine learning loss. As the loss increases, the
accuracy of the model decreases. Therefore, selecting such
data as the system collects training data is brilliant. In this
approach, to reduce the number of training data to be
collected, it is necessary to compute the result of the loss
function before the system collects training data. That is,
each data source must calculate the results of its training
data. This calculation requires the parameters of the machine
learning model.

Therefore, in this paper, we propose an online machine
learning system that uses data broadcasting to reduce the
delay in reflecting observed environmental values in a
machine learning model!. In the proposed system, the
parameters of the machine learning model are periodically
broadcasted to the data source, and if the data source
calculates the loss and the result is greater than a given
threshold, the training data is sent for machine learning.
With the above approach, the proposed system reduces time
by reducing the data size collected. The main novelties of
this report are as follows: 1) an online machine learning
system using data broadcasting, 2) a method for selecting
highly efficient training data, 3) experimental evaluation of
the proposed system.

The rest of the paper is organized as follows. Section 2
presents related works on the proposed system. Section 3
describes an online machine learning system using data
broadcasting. Section 4 expounds on the proposed training
data selection method, and Section 5 evaluates the proposed
system.

2 RELATED WORK

! The work reported in the paper was supported by a Grants-in-Aid
for Scientific Research (B) numbered 21H03429, 22H03587,
22H03700, (C) numbered 18K11316, 20K11829, 22K12009.
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2.1  Data Collection in Sensor Networks

Various data collection techniques in sensor networks
have been studied in the past decade.

Among them, a data collection technique has been
proposed that performs aggregation such as averaging and
summing [1,2]. In this technique, each sensor device
aggregates its observed values and the values received from
other sensor devices. Aggregation also reduces the amount
of data to be collected and enables faster data collection. In
the system proposed in [3], when the user sends a
probabilistic query, the system collects sensor data based on
the order determined by the probabilistic model of sensor
values. The system can reduce the time required to
aggregate sensor data by creating an efficient aggregation
plan based on the submitted query. However, these
techniques aggregate sensor data, so the sink cannot collect
every raw data.

Several data collection techniques have been proposed to
reduce data collection latency in sensor networks. In a
system called Ken, the base station generates a probabilistic
model of the sensor network and collects only model update
information from the physical sensor network [4]. In this
system, even though the collected values are
probabilistically correct, the data collection latency is
reduced using a probabilistic model.

A practical probabilistic model for health care systems has
been proposed in [5]. The article [6] proposes a query
processing technique to reduce the waiting time. The authors
consider the predicates of the submitted query and construct
the order in which queries are executed to reduce the
waiting time to collect related sensor data. However, the
application of these techniques is not online machine
learning, and they do not account for machine learning loss.
2.2  Communication Traffic Reduction

Several techniques have been proposed to reduce the
communication traffic for machine learning. In some cases,
the data size sent from the data source can be reduced by
converting the data types to those required for machine
learning. Such transformations are performed on the data
source and are referred to as fog/edge computing [7-10].
The article [10] proposes a machine learning-based sensor
data analysis system using the fog computing paradigm.
This system converts data sources into data suitable for
feed-forward neural networks, reducing the data size. The
literature confirms that the proposed system can reduce the
data size sent from the data source in practical situations. In
addition, the loss of accuracy of the neural network in this
system is small, but this system does not consider the loss in
training the machine learning model.

Reduction of communication traffic can also be achieved
by data cleaning. Data cleaning is a technique to remove
dirty data such as incomplete or inaccurate data from
observed data. The Sample-and-Clean proposed in [11] and
Progressive Data Cleaning proposed in [12-15] can reduce
the computational cost of data cleaning. These studies
indicate that the losses on these systems may increase
because the target application is not machine learning.
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Figure 2: The procedure of the assumed system

ActiveClean, proposed in [15], is a data cleaning system
targeted at machine learning. The system trains a machine
learning model using the original and cleaned data, checks
the accuracy of both models, and cleans the data so as not to
degrade the accuracy. However, ActiveClean does not
consider the time required to collect training data, which is
the objective of this report.

3 BROADCAST-BASED
ONLINE MACHINE LEARNING SYSTEM

In this chapter, we describe our proposed broadcast-based
online machine learning system.

3.1 Summary

This study aims to rapidly reduce the loss of online
machine learning by effectively selecting the training data to
be collected. We propose an online machine learning system
to achieve this goal in a data broadcasting environment.

A brief image of the system is shown in Figure 1. In our
proposed system, we set an upper bound on the number of
data sources that can send training data to a computer for
online machine learning (broadcast server). The upper limit
is set according to the communication bandwidth and the
learning time. To keep the number of data sources close to
the upper limit, the broadcast server adjusts the loss
threshold and broadcasts the data.

As explained in Section 1, in systems that optimize
machine learning models using gradient descent, training
data with a large impact on the loss have large gradients,
and the loss decreases significantly after learning. Therefore,
training data with large losses are preferentially transmitted
in our proposed system. The weight parameters of the
machine learning model are necessary to calculate the loss
of each data source.

Moreover, the proposed system uses data broadcasting to
distribute these weight parameters to all data sources in a
short time. The broadcasting server receives the training
data sent from the data source and starts training the
machine learning model when it finishes collecting the
training data. When the training is complete and the weight
parameters are updated, the updated weight parameters are
broadcasted together with the threshold values, and the
subsequent training data collection begins.

3.2 Assumed Data Broadcasting
Environment



Recently, with the development of wireless technology,
the data broadcasting environment has attracted much
attention. Two data distribution channels exist in a data
broadcasting environment: a broadcasting channel and a
communication channel. The image is shown in Figure 1.

The broadcasting server is equipped with broadcasting
equipment to broadcast data to the source. The broadcasting
devices are assumed to broadcast data using wireless
communication protocols such as WiFi, ISDBT, and
Bluetooth. In this case, data sources located in the area
where radio waves for wireless communication can reach
can receive the broadcasted data. A data source that is not
encountering communication errors can receive broadcast
data. The broadcasting server is connected to the Internet
and can receive the data sent from the data sources. A
broadcasting server can be a computer for training machine
learning models in a data broadcasting environment for
machine learning.

Data sources are devices with various sensors such as
smartphones, smart cars, and sensors installed in buildings.
These devices can continuously acquire sensor data and
transmit them to other computers via the Internet. The
broadcasting server can also receive data broadcast from
broadcasting equipment.

3.3  Advantages and Disadvantages

The most significant advantage of data broadcasting is that
the broadcasting server can simultaneously distribute the
same data to all data sources. When the same data is
delivered over a communication channel, the broadcasting
server sends the data to each data source sequentially
(unicast). In the case of sequential transmission, the
communication time is proportional to the number of data
sources, and the more data sources there are, the longer it
takes. Therefore, the time required for the delivery of the
broadcast channel is shorter than that for the communication
channel.

One of the disadvantages of data broadcasting is that both
the broadcasting server and the data source needs to manage
the channel. Therefore, the required computational resources
and power consumption increase. However, this is not a
significant disadvantage because wireless communication
modules in recent desktop computers and smartphones can
receive broadcast and unicast data.

For example, a typical WiFi module can receive data sent
to a broadcast IP address and data sent to a unicast IP
address.
3.4  Application to Machine Learning

As described above, the advantage of data broadcasting is
that it reduces the time required for the broadcasting server
to deliver the same data to all data sources. In other words,
the data sources can share the data in a short time. Machine
learning data sources do not need data because they only
send training data to train machine learning models.
However, the proposed system shares the parameter data of
the training model. Data for machine learning include
training data, model data, and parameter data, which need to
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be prepared by the system side. Therefore, data broadcasting
is effective for sharing data for machine learning.
3.5  Application Example

Consider a broadcast-based online machine learning
system for predicting rain at a random location. The
procedure of the assumed system is shown in Figure 2. The
broadcasting server and the data source are connected via
the Internet.

The data source is a sensor terminal with sensors mounted
on various 10T devices such as Raspberry Pi. These sensor
terminals are equipped with 5G communication modules
connected to the Internet by wireless communication
protocols.

The broadcasting server broadcasts data to the data source
over the 5G network using an IP address. We construct the
neural network by setting the period, the loss threshold, and
the upper threshold of the data. Upon receiving the weight
parameters of the model, the data source checks whether the
loss exceeds the threshold value. If the threshold is exceeded,
the data (latitude, longitude, and rain) is sent to the
broadcast server.

The broadcast server starts training the online machine
learning model with the received training data. If the
number of training data is more than the upper limit, the
threshold value for the next broadcast is increased to reduce
the data size. Otherwise, if the data size is small, the
threshold is reduced, and the data size is increased. When
the training is completed, the broadcasting server broadcasts
the machine learning model's updated weight parameters
and the data source's threshold values.

4 PROPOSED METHOD

This chapter describes the details of the proposed data
collection method.

4.1 Summary

The proposed broadcast-based online machine learning
system aims to improve accuracy by preferentially
collecting data with large errors rapidly. Therefore, we
select the data with the largest error among all the data.

If we know the errors of all the data and then train the data
with large errors, we can optimally train the data with large
errors. However, the proposed system limits the number of
data sources transmitting data due to the limitation of
communication bandwidth and learning time, so the
broadcasting server cannot know the error of all data.
Therefore, the data source needs to judge whether the
observed data has a large error without the error information
of other data sources. The broadcast server gives the
threshold value for this decision.

By transmitting data if the error is larger than the threshold
value, the data source can determine whether the observed
data has a large error without error information from other
data sources. If this threshold is too small, the data size to be
transmitted will be too large, and the upper limit will be
exceeded. Meanwhile, if the size is too small, less data will
be transmitted, and the accuracy will decrease due to the
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decrease in the training data; to prevent this, the broadcast
server dynamically adjusts the threshold value.
4.2  Phases

In online machine learning, the training of the machine
learning model is repeated every time the computer obtains
training data. This iterative period is the learning interval in
our proposed broadcast-based online machine learning
system, as shown in % Figure 2.

A learning interval consists of the following two stages.
We assume that the time managed by the broadcasting
server and the data source are synchronized. Time
synchronization can be easily achieved using the Network
Time Protocol (NTP).

@ Broadcasting Phase: The broadcasting phase is when the
broadcasting server trains the machine learning model
and updates the weight parameters and thresholds. The
broadcasting server broadcasts the data sources' weight
parameters and threshold values. In order for the
broadcasting server to learn all the collected data, the
time of the broadcasting phase should be longer than the
time needed for learning.

Collection Phase: Each data source observes
environmental values and generates training data. Upon
receiving the model weight parameters, the data source
calculates the loss and then sends it to the broadcast
server if it is greater than a threshold value. In our
proposed system, the data sources with large losses
preferentially send training data to reduce learning loss.
4.3 Broadcast Server Behavior

The broadcast server receives the training data sent from
the data source. If the received training data is larger than
the upper limit, the threshold value for the next broadcast is
increased to reduce the data size. However, if it is small, the
threshold is reduced, and the data size is increased.

When it is time to move to the broadcast phase, the
broadcast server starts training the online machine learning
model. Since the broadcasting server and the data sources
are synchronized in time, the start of the broadcasting phase
can be recognized.

When the training is finished, the broadcasting server
broadcasts the machine learning model's updated weight
parameters and the data sources' threshold values. Then the
next learning interval is started.

4.4 Data Source Behavior

Each data source always observes the environmental
values. Upon receiving the initial values of the model
weight parameters and threshold values from the broadcast
server, the collection phase begins, and the errors are
calculated using the model weight parameters and the
observed values.

The data is sent to the broadcast server if the calculated
error exceeds the threshold. The updated values are received
from the model weight parameters and threshold values
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Figure 3: The road map for the evaluation

when broadcasted from the broadcast server. This process is
repeated periodically.

45  Time Synchronization

The time of the broadcasting server and the data source are
synchronized. The broadcasting server broadcasts the
parameters and threshold values of the learning model every
specific time according to a predefined cycle. Therefore, it is
necessary to complete the learning process before the
broadcast. If enough bandwidth is available, this learning
time determines the number of stations that can receive the
broadcast. The broadcasting server broadcasts the data
without training if the training is not completed by the next
cycle. The collection phase begins when the data source
receives the model weight parameters and threshold values.
When the data is received in the collection phase, it moves
to the broadcasting phase, and the broadcasting server learns
the data.

S EVALUATION

The evaluation results of the proposed system are
presented in this section. This evaluation presents the results
of the evaluation of the proposed system under the rain
scenario.

5.1 Configuration

In this experiment, we assumed a system of the section 3
and performed simulations. We considered a connected car
equipped with sensors for rain or temperature always
connected to a 5G network.

The broadcasting server and the vehicle are connected to
the Internet and can communicate.

The data source and the broadcasting server share the
online machine learning model and start learning.

The car driving simulation was performed using SUMO,
an open-source traffic flow simulator. The map used in the
simulation is shown in Figure 3.

The figure shows a 1000 m square area for the simulation.
Cars were randomly selected from one endpoint for
departure and arrival points, respectively, and were allowed
to run for 1000 [s] with one car per second inflow. When the
car arrives at an intersection, it chooses its course with equal
probability and proceeds. There are always approximately
100 cars running on the map.



The online machine learning model is LSTM, a recurrent
neural network suitable for predicting time series data. The
input data of this model is continuous location information,
and the output data is environmental data such as rain,
assuming the example described in the subsection 3.5. The
input data is continuous two-dimensional data, and the
output is one-dimensional data. Each data source has all the
input and output data (training data) of the neural network
and computes the loss using its observed training data. In
this experiment, the number of hidden layers is 2, and the
number of neurons in each hidden layer is 64. The uniform
random algorithm gives the initial values of the weight
parameters of the neural network. The activation function of
each layer is assumed to be a hyperbolic tangent. The
gradient descent algorithm used to optimize the weight
parameters is RMSProp.

Since it took approximately 10 [s] to train 1000 epochs of
the neural network model on the author's computing
environment, we assume that the time required to train one
epoch is 10 [ms]. In order to systematically evaluate the
system, the observed rain by a vehicle located at (X, y) at
time t is given by 1/(1+exp(-0.05(x+y+t-2000))). Value for
rain ranges from 0 to 1.

In this experiment, the locations on the map shown in
Figure 3 are clear at the initial stage (t =0), The upper right
(1000, 1000) indicates that rain clouds are approaching, and
rain begins to fall in the area covered by the clouds. The
clouds move to the lower left (0, 0), and the rain changes
from O to 1 at the point of cloud cover. Therefore, at the
initial stage (t =0), rain at all locations is 0, and at the end of
the simulation (t =1000), rain is 1 because all regions have
rain.

The broadcast period is 10 [s], and the model's updated
weight parameters and threshold values are broadcasted to
the sensor terminals every 10 [s]. The initial value of the
threshold is 0.1 and is adjusted every 10 [s].

If the transmitted data size is more than the upper limit, the
threshold is increased by a factor of 1.1 to reduce the size of
the subsequently transmitted data; if the number is less than
the upper limit, the threshold is increased by a factor of 0.9
to increase the size of the subsequently transmitted data.

To evaluate the accuracy of the proposed method, which
selects and collects lossy data, we compared the results of
the proposed method with those of the randomly selected
data. In the proposed method, data with an extensive root
square error between the predicted and measured values are
preferentially collected as data with a significant loss.

5.2 Results

A graph of the results of the proposed method and random
selection is shown in Figure 4. The vertical axis indicates
the mean value of the error between the predicted rain and
the measured rain (prediction error) for all vehicles, and the
horizontal axis indicates the time t [s]. Since no rain falls at
the beginning of the simulation and rain is O at all locations,
the prediction errors of both the proposed method and
random selection are minimal, indicating good accuracy. As
the rainfall gradually changes from 0 to 1, the prediction
error becomes larger, and the accuracy decreases. The
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prediction error becomes very large at approximately 400 [s].
However, the proposed method can keep the prediction error
small. This is because the proposed method improves the
accuracy at high speed by preferentially collecting data with
significant losses. At the end of the simulation, it is raining
at all locations, the proposed method and random selection
have minimal prediction errors and good accuracy.

Because of the large variation of the forecast error in
Figure 4, the vertical axis is changed to the moving average
of the forecast error for 100 [s], and a graph showing the
period from 350 [s] to 550 [s], when the variation of the
forecast error of the proposed method and random selection
is large, is shown in Figure 5.

As shown in Figure 5, the prediction error of the proposed
method is smaller at approximately 400 [s]. However, at
approximately 500 [s], the prediction error in random
selection is smaller than that of the proposed method, and
the accuracy of the proposed method is lower than that of
random selection. This is because while the proposed
method can easily reflect changes, it predicts too large a
change. All data in this experiment were trained with large
losses, but this can probably be improved by partially
training data at random.

The experimental evaluation results will show that the
proposed method can reduce the prediction error by
approximately 10% compared to random selection. In this
experiment, the proposed method can improve the
prediction accuracy even when sudden rain is assumed.

6 CONCLUSION
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In this study, we proposed an online machine learning
system under a data broadcasting environment to reduce the
delay in reflecting observed environmental values into the
machine learning model. In the proposed system, the data
broadcasting server periodically broadcasts the model
weight parameters and threshold values, and only the data
sources of training data whose loss is larger than the
collection threshold sends training data to the data
broadcasting server. This method reduces the number of
data to be collected and latency.

Future issues include adjusting the threshold value and
evaluating the proposed method on complex maps. We
could not evaluate the method by adjusting the threshold
value in the present experimental evaluation.
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Abstract - Automatic fault localization is a technique that
helps to reduce the costly task of program debugging. Among

the existing approaches, Spectrum-based fault localization (SFL)

shows promising results in terms of scalability. SFL calcu-
lates the suspiciousness values of each statement from the
coverage information provided by test cases. One Deep Neu-
ral Network (DNN)-based SFL approach that uses virtual cov-
erage has been proposed. This approach uses a DNN model
that takes code coverage as input and classifies whether the
test result of an input code coverage is Pass or Fail. Vir-
tual coverage is code coverage that expresses that only certain
code blocks are executed. We propose a new virtual coverage
based on the number of executions. Our idea is that by using
execution count-based virtual coverage, which better reflects
actual execution patterns, higher accuracy can be achieved
than existing approaches. In this paper, we evaluate our pro-
posed approach using three projects available on Defects4;.
As a result of the evaluation, we confirmed that using execu-
tion count-based virtual coverages improve the accuracy by
up to 4.2 points compared to the existing approach.

Keywords: Spectrum-based Fault Localization, DNN, Vir-
tual Coverage

1 INTRODUCTION

In software development, fault localization is a costly task.
Testing and debugging are reported to account for up to 75%
of the development cost[12]. Automatic fault localization is
an effective technique to reduce the cost of program debug-
ging. Among the existing methods, Spectrum-based fault lo-
calization (SFL) has shown promising results in terms of scal-
ability, lightweight, and language-agnostic[11][9][10].

Inrecent years, several deep learning-based approaches have
been proposed for locating faults, and the learning capability
of DNNs is effective in locating faults, showing better iden-
tification results than conventional SFL techniques (Ochiai,
Tarantula)[16]. As one of the deep learning-based SFL ap-
proaches, the approach using virtual coverage has been pro-
posed[14][15][16][7]. An overview of this approach[7] is
shown in Figure 1. The virtual coverage used in this approach
is shown in Figure 2. The approach in Figure 1 takes test
coverage as input and learns a Deep Neural Network (DNN)
model that classifies whether the input test execution coverage
is Pass or Fail. Next, the virtual coverage shown in Figure 2
is input to a learned DNN model, and a DNN model outputs
a score indicating the suspiciousness of failure for each code
block.

The virtual coverage in Figure 2 is generated from the test
execution coverage and therefore treats the statements com-
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monly executed in all test cases as code blocks. Therefore,
the size of some blocks can be too large for some programs,
which has a negative impact on the accuracy of SFL. We pro-
pose a new virtual coverage that can be used with the existing
approach shown in Figure 1. Our proposed virtual coverage is
created based on the number of executions (execution count
reports) of each statement. Since it is based on the number of
executions, it is possible to divide the source code into more
code blocks than the existing virtual coverage shown in Fig-
ure 2. Figure 3 shows the creation of existing virtual coverage
and the creation of our proposed virtual coverage. In Figure 3,
t1, 12, and t3 represent the three test cases, and s1, S2, ..., and
S5 represent statements in the source code. The vy, v2, v, and
vy represent the virtual coverages created in each approach.
Execution count reports describe counts of execution of each
statement at test runtime. In Figure 3, the existing approach
divides source code into three code blocks (virtual coverages),
and our approach divides source code into four code blocks.
The idea of our proposed virtual coverage is that the accuracy
of SFL is improved by dividing source code based on execu-
tion count information.

We evaluated our proposed virtual coverage on the three
projects (Math, Lang, Chart) available on Defects4j[5]. As a
result, we confirmed that the proposed virtual coverage im-
proves the accuracy by up to 4.2 points compared to the ex-
isting virtual coverage. Applying the Wilcoxon Signed-Rank
Test to the experimental results, we confirmed that the pro-
posed approach is significantly more accurate than the exist-
ing approach.

The rest of the paper is organized as follows. Section 2
describes the background of this paper. Section 3 describes
the proposed approach. Section 4 describes the experimental
setup and Section 5 discusses the experimental results. We
conclude in Section 6.

2 BACKGROUND
2.1 Statistical SFL Techniques

Tarantula[4] and Ochiai[3] are representative statistical SFL
techniques. These techniques use test coverage collected dur-
ing test execution to compute suspiciousness scores, which
indicate the suspiciousness of failure for each statement. Sev-
eral approaches[2][8][13] have been proposed to compute sus-
piciousness scores similar to Tarantula and Ochiai.

This paper discusses deep learning-based SFL approaches,
which differ from statistical SFL approaches in the idea of
fault localization. In this paper, statistical SFL techniques are
not further discussed.
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2.2 Deep Learning-based SFL Approaches

The most relevant researches to this paper are approaches[14]

[16][7] that use virtual coverage to locate faults. In these
approaches, a DNN model is first trained that takes test ex-
ecution coverages as input and classifies whether the test re-
sult of the input coverage is Pass or Fail. Next, virtual cover-
age is constructed that indicates that only certain a statement
or a code block is executed. Several approaches have been
proposed for constructing virtual coverage, including the ap-
proach[16] at the statement granularity and the approach[7]
at the code block level. The statement granularity virtual cov-
erage is shown in Figure 4 and the code block granularity
virtual coverage is shown in Figure 2. By inputting the vir-
tual coverage in Figures 4 and 2 into a trained DNN model,
a failure suspiciousness score is given for each virtual cover-
age. Since each virtual coverage is a coverage that represents
only certain a statement or a code block executed, output val-
ues of a DNN model are treated as suspiciousness scores for
each statement or code block. It is known experimentally that
using virtual coverage at the code block granularity is more
accurate for SFL than virtual coverage at the statement gran-
ularity[7].

Existing virtual coverage treats statements that are executed
at least once in common in all test cases as code blocks. In this
approach, the source code is divided into code blocks, which
improves the accuracy to the limit of coverage-based SFL.
Since the existing approach constructed virtual coverage on a
coverage basis, there are possible cases where statements are
aggregated in some blocks and the sizes of the blocks are too
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proach consists of the following steps.

1. Input test input values to System Under Test (SUT) and
execute tests.

2. Collect a Coverage Report for each test case at test run
time and generate an execution count report.

. Label the test results (Pass or Fail) in the generated ex-
ecution count report.

A DNN model is trained using code coverage informa-
tions as input data and test result labels as supervisor
data.

. Create virtual coverage from the execution count re-
port.

. Virtual coverage is input to a trained DNN model and a
suspiciousness score is given to each code block.

. Treat the descending order of the suspiciousness score
of each code block as the rank of suspiciousness.

Figure 5 shows Steps 3 and 4; Figure 6 shows Steps 6 and 7.
Figure 7 shows the DNN architectures. The coverage report
in Step 2 describes information such as how many times each
statement of the SUT is executed during each test case run.
An overview of the execution count report in Step 2 is shown
in Figure 8. The execution count report shown in Figure 8
indicates how many times each statement of the SUT is exe-
cuted in each test case. Code coverage is represented as 1 if
a statement is executed at least once and O if it is not. On the
other hand, in the execution count report, each statement is
represented by the number of execution at test runtime.
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In step 4, the developer can use a DNN model that takes
the code coverage informations as input and classifies the test
results of the input reports. The output value of this DNN
model is a float value between 0 and 1, which is regarded
as the probability that the classification result is a Fail. A
DNN model learns the SUT’s code coverage informations and
learns the difference in pattern between Pass test results and
Fail test results.

The next step is to create virtual coverages that will be in-
put to a trained DNN model. Virtual coverage is code cov-
erage that virtually represents that only a certain code block
is executed. The developer creates a virtual coverage and in-
puts it to a DNN model. Since the output of a DNN model is
considered to be the probability that the classification result is
Fail, the output value of a DNN model when a virtual cover-
age containing the faulty statement is input is expected to be
higher than other input values. Therefore, the output values
of a DNN model in descending order are treated as the rank
of the final suspiciousness score, and a suspiciousness rank is
assigned to each code block.

The basic idea of SFL (Steps 4, 6 and 7) is the same as
the existing approach[7] and is not a new contribution of this
paper. We propose a DNN-based virtual coverage fault local-
ization approach based on execution count information. Our
proposed approach is used in Steps 5. The details of our pro-
posed approach are described below.

3.1 Create Virtual Coverage with Execution
Count Reports

The following is a step-by-step description of how to create
virtual coverage using execution count reports.
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1. In each test case, statements that are adjacent and have
the same number of executions shall be temporary blocks.

2. In all test cases, statements contained in a common tem-
porary block are defined as code block.

3. Based on the code blocks defined, create virtual cover-
age that represents that only certain code block is exe-
cuted.

An overview of each Step is shown in Figure 9. In Figure
9, the dotted squares are temporary code blocks and the blue
squares arc the final code blocks to be defined. In Step 1,
temporary code blocks are defined in each test case. In test
case 1 (¢1), three temporary code blocks are defined, and in
to, four temporary code blocks are defined. Each temporary
code block is assigned a block id. The color of the dotted
line in Step 1 indicates the id of the temporary code block.
For example, statement 1 (s;) belongs to the same temporary
code block with the same id in all test cases.

Next, Step 2 defines the final code block from the tem-
porary code block. In Step 2, statements that belong to the
temporary code block with the same id in all test cases are
defined as the final code block. Since s; belongs to the tem-
porary code block with the same id (color) in all test cases,
we define it as the final code block (blue square). Next, since
S2, and s3 belong to the same id (color) in all test cases, they
are defined as the final code block. At this time, the tempo-
rary code block id of s,4 in ¢; is changed to the same id (color)
as the next statement, s5. Next, in Step 2-2, s4 is defined as
the final code block, and the temporary code block id of ss
in ¢, t3 is changed to the next temporary code block id (yel-
low). Finally, in Step 2-3, s is defined as the final code block,
and four code blocks are defined in the execution count report
shown in Figure 9.

Our proposed virtual coverage treats statements that are
common execution count patterns in all test cases as code
blocks. Since code blocks can be created according to the ac-
tual execution patterns, source code can be divided into more
code blocks than the existing approach. The difference be-
tween our proposed code block and the code block of the ex-
isting approach[7] is shown in Figure 10.

In Figure 10, our approach creates four code blocks, while
the coverage-based existing approach creates three code blocks.
By creating code blocks according to the pattern of execution
counts, code blocks can be created with a finer granularity
than the existing approach.
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4 EVALUATION EXPERIMENT

4.1 Research Questions

In this paper, the following research question is investi-
gated in the evaluation experiment.

RQ1. Comparison of fault localization accuracy with ex-
isting approach[7] when virtual coverages created based on
the number of executions are input to a DNN model.

In this paper, we propose a new approach for creating a
new virtual coverage. We evaluate the effectiveness of our
proposed virtual coverage by comparing its fault localization
accuracy with existing coverage-based virtual coverage.

The TopN % is used as a measure of the accuracy of fault
localization, where the TopN % represents that a bug is classi-
fied into the top N % of the total, and a smaller value indicates
a better fault localization performance. In the case of multiple
bugs, the largest TopN % is used.

4.2 Subject Programs

We conducted an evaluation experiment using bugs and
their fixes provided by Defects4j[5]. Defects4J is a database
of actual bugs in Java projects. Lang, Math, and Chart from
Defects4j are selected as the projects for the experiments. We
use bugs that meet the following conditions for our experi-
ments.

* Bugs arc not fixed by code addition only: If the bug is
fixed by code addition only, the original buggy source
code does not have any defects to be pointed out.

 The fix (the defect to be pointed out) is executed at least
once in each of the fail and pass tests: because the SFL
approaches require the bug to be executed in both the
fail and the pass tests.

Execution coverage and execution count reports are collected
using OpenClover[1]. Because execution is not recorded for
class member variable definitions, etc., due to OpenClover’s
specifications, we excluded from the fault set the parts of the
program that are not recorded as execution coverage. The
number of lines (LOC) and number of tests for the experi-
mental program are shown in Table 1.
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Table 1: Details of Target Programs

Project Number | LOC | Number

of Versions of Tests
Lang 30 | 58389 54987
Math 29 | 23623 83364
Chart 15 | 10094 27036

4.3 Setup for a DNN Model

In performing supervised training, the weight parameters
of Dense Layers are initialized with random values. The size
of the hidden layer of each Dense Layer is changed accord-
ing to the size of the coverage size to be trained. The first
Dense Layer is the minimum size of 100, and the second
Dense Layer is the minimum size of 20 hidden layers. The
third Dense Layer is the Output Layer, which is a hidden
layer of size 1. The ReLu and Sigmoid functions are used
as activation functions. In addition, a Dropout Layer is used
to suppress over-learning. Adam optimizer[6] is used, and the
learning rate is set to 1.0e — 3. TensorFlow (ver. 2.12.0) is
used as the learning framework.

5 RESULTS AND DISCUSSIONS
5.1 RQI1: Result

Figure 11 shows the experimental results for RQ1. The hor-
izontal axis in Figure 11 represents the TopN % and indicates
the amount of source code examined by the developer. The
vertical axis shows the percentage of identified faults, where
100 % on the vertical axis means that all faults are identified.
For example, a vertical axis plot with a Top 50% is more than
90%, indicating that more than 90% of the faults are identi-
fied by investigating half of the source code. There are two
plots in Figure 11: the gray plot shows the accuracy of the
existing approach, and the orange plot shows the accuracy of
the proposed virtual coverage.

As aresult, except for the 25% and 35% TopN % plots, the
proposed virtual coverage has a larger value in the vertical
axis plot. This means that for each TopN %, the number of
faults that can be identified is higher with the proposed virtual
coverage than with the existing approach.

Table 2 shows the results of adapting the Wilcoxon Signed-
Rank Test to the experimental results. The Wilcoxon Signed-
Rank Test is a nonparametric test that tests for differences
between two corresponding groups. The null hypothesis in-
dicates that there is no significant difference between the two
groups, while the alternative hypothesis indicates that there is
a significant difference between the two groups. The 1-tailed
test and the alternative hypotheses are listed below.

 1-tailed (left): The proposed approach has a smaller
TopN % value than the existing approach.

* 1-tailed (right): The proposed approach has a larger
TopN % value than the existing approach.

Since the value of TopN % is the amount of code investi-
gated by the developer to identify the fault location, a smaller
value indicates a high accuracy. Therefore, if the left-tailed
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Table 2: Test Results in RQ1
Subject | 1-tailed (left) | 1-tailed (right)
Defects4] | 3.534E-02 | 9.647E-01

Wilcoxon Signed-Rank test is accepted, the proposed approach
is significantly better than the existing approach in fault local-
ization performance.

The test results of Defects4J show that p = 0.035 < 0.05 =
@, so the proposed virtual coverage is significantly more ac-
curate than the existing approach.

5.2 RQ1: Discussions

Our proposed virtual coverage is created based on the num-
ber of executions. In our approach, the source code is di-
vided into many more code blocks than the existing approach.
We consider that defining code blocks with a finer granularity
than the existing approach according to the actual execution
pattern (number of executions) contributed to the improved
accuracy shown in Figure 11.



6 CONCLUSION

In this paper, we propose a new virtual coverage to be used
for existing DNN-based SFL approaches. Our proposed vir-
tual coverage is created based on the number of executions
and is able to divide the source code with finer granularity
than the existing virtual coverage.

Our approach is evaluated with three projects available on
Defects4j. Experimental results show that our proposed vir-
tual coverage is more accurate than existing virtual coverage.

Further evaluation of our approach in broader and larger
SUTs is needed and is a topic for future work. In the future,
we intend to improve a DNN model in our approach to iden-
tify faults that cannot be addressed (e.g., faults for which the
only bug fix is to add code, performance bugs, etc.).
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Abstract - 360-degree internet live broadcasting enables
viewers to change their point of view (POV) while watching
the 360-degree live video and has an issue that the
broadcaster cannot check the viewers’ POV. To solve the
issue, we have proposed a spherical POV heatmap using
Augmented Reality (AR) on a smartphone so that the
broadcaster can be aware of the viewers’ POV. Although the
spherical POV heatmap reduced communication errors, the
response time increased due to the need to check the
heatmap on a smartphone. In this paper, we propose a new
spherical POV heatmap using Mixed Reality (MR) through
an MR headset. The proposed system displays the heatmap
in real space through the MR headset and reduces the
response time by eliminating the need to check the
smartphone. We implemented a prototype system and found
it could reduce the response time through the evaluation.
Keywords. 360-degree Internet Live
Viewers’ POV, Mixed Reality.

Broadcasting,

1 INTRODUCTION

360-degree video frees viewers from the constraints of
viewing direction. The viewers can change their point of
view (POV) and enjoy all directions of the video. Recently,
360-degree video has also been introduced in internet live
broadcasting, where the viewers can typically communicate
with the broadcaster via text chat. However, there is an issue
that the broadcaster cannot check the viewers” POV in the
360-degree internet live broadcasting. Since the broadcaster
does not know what the viewers saw and commented on, it
can cause communication errors between the broadcaster
and the viewers.

To solve the issue, we have proposed a spherical POV
heatmap using Augmented Reality (AR) technology [1-2]
(hereinafter called AR spherical POV heatmap). The AR
spherical POV heatmap displays a spherical heatmap of the
viewers’ POV on a QR code using AR technology through a
smartphone screen. The broadcaster checks the AR spherical
POV heatmap and can know which direction the viewers are
watching. Although it can reduce communication errors
between the broadcaster and the viewers, it increases the
response time to viewer comments due to the need to check
the heatmap on the smartphone. The response time should
be short to realize smooth communication between the
broadcaster and viewers.

To overcome the disadvantage of the AR spherical POV
heatmap, we propose a new spherical POV heatmap using
Mixed Reality (MR) technology (hereinafter called MR
spherical POV heatmap). The MR spherical POV heatmap
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displays a spherical heatmap of the viewers’ POV on top of
the omnidirectional camera in real space using the MR
technology through an MR headset. Since the broadcaster
can check the MR spherical POV heatmap in real space, it is
expected that the response time to viewer comments can be
shortened.

The contributions of this paper are summarized as
follows:

*  We developed and evaluated a prototype system of the
MR spherical POV heatmap using HoloLens 2.

*  We clarified that the MR spherical POV heatmap
enabled the broadcaster to reduce the response time to
viewer comments.

The rest of this paper is organized as follows. Section 2
describes the AR spherical POV heatmap in the 360-degree
internet live broadcasting as our previous work. Section 3
describes an overview of our proposed system. Section 4
describes the implementation of the prototype system.
Section 5 describes an evaluation experiment to clarify the
effects of the proposed system. Section 6 summarizes this
study.

2 AR SPHERICAL POV HEATMAP

The AR spherical POV heatmap shows a sphere that
represents the broadcasting space on an AR marker through
a smartphone as shown in Figure 1. The spherical heatmap
visualizes the viewers’ POV by displaying the angular
coordinate vector on the spherical surface as a heatmap. By
synchronizing the direction of the image taken by the
omnidirectional camera with the vector of the spherical
heatmap, the broadcaster can grasp the viewers’ POV in real
space simply by checking the heatmap. In addition, the
heatmap is easy to visualize multiple data at the same time.
It is also possible to check the POV of multiple viewers. By
checking the density pattern of the viewers’ POV on the
heatmap, the broadcaster can grasp where many of the
viewers are interested, and where the other viewers of the
minority are watching. Therefore, it gives some hints about
the viewers’ interests and achieves smooth communication
between the broadcaster and viewers.

In the evaluation experiments, the AR spherical POV
heatmap could reduce communication errors by visualizing
the viewers’ POV and the speaking timing is easier for the
broadcaster to grasp when waiting for the viewers’ attention.
On the other hand, the time it takes for the broadcaster to
respond to the viewer’s comment was increased by
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Figure 3: System architecture of the prototype system

Figure 1: AR spherical POV heatmap through
smartphone display

approximately 10 seconds compared with the broadcasting
without the AR spherical POV heatmap. This result was due
to the time required to check the heatmap through a
smartphone. If the wasted time can be eliminated, the
effectiveness of the spherical POV heatmap can be
improved.

3 PROPOSED SYSTEM

In our previous study [1-2], the issue was that checking the
viewers’” POV was a burden for the broadcaster. This is
because the spherical POV heatmap was implemented using
AR and forced broadcasters to check their smartphone to see
the heatmap. To solve this issue, we propose a system that
displays the spherical POV heatmap using MR technology
through an MR headset. The proposed system is expected to
eliminate the need to confirm the POV heatmap using a
smartphone in the previous study. The use of a head-
mounted type MR device also solves the issue of both hands
being occupied and reduces the burden on the broadcaster in
360-degree internet live broadcasting.

Figure 2 shows a system model of the proposed system.
The proposed system consists of a 360-degree internet live
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broadcasting system and an MR spherical POV heatmap
function. The broadcaster sends a 360-degree live video to
the proposed system and the viewers watch the live video.
The viewers send comments to the proposed system, which
are sent to the broadcaster and the viewers. The proposed
system receives viewers’ POV in real-time and makes an
MR spherical POV heatmap. The MR spherical POV
heatmap is provided to an MR headset of the broadcaster.

The proposed system is expected to have several
advantages by reducing the burden on the broadcaster as
follows: (1) the time it takes for the broadcaster to respond
to the viewer’s comment is expected to be shorter than the
previous study with few communication errors, (2) the
speaking timing is easier for the broadcaster to grasp than
the previous study when waiting for the viewers’ attention.
The advantages of the previous study will be further
enhanced, and the disadvantage is solved by the proposed
system.

4 IMPLEMENTATION

We implemented a prototype system of the MR spherical
POV heatmap using HoloLens 2. In this section, we describe
the architecture of the prototype system and its main
application.

4.1  System Architecture

The prototype system was implemented by replacing the
AR spherical POV heatmap in the previous study with an
MR application for the MR spherical POV heatmap.
Figure 3 shows the system architecture of the prototype
system. The red square in the figure shows new
implementation in this study and the other parts are diverted
from the previous study. In the prototype system, we used
Microsoft HoloLens 2 as an MR headset for the broadcaster
and THETA V as an omnidirectional camera.

A Dbroadcaster can start 360-degree internet live
broadcasting using the broadcaster client on a web browser.



Figure 4: The heatmap when multiple viewers
are watching from different POV

Figure 5: The heatmap when several viewers
are watching in a particular POV

Figure 6: The user interface for the broadcaster
through the HoloLens 2

The 360-degree internet live broadcasting server distributes
it to viewers. The viewer can watch the 360-degree live
video using the viewer client on a web browser and send
text comments to the comment server. The comment server
forwards the received comments to the viewers and the
broadcaster. The viewers can read the comments on their
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web browsers and the broadcaster can read the comments on
the HoloLens 2. The viewer client also automatically sends
the viewer’s POV to the POV server every second. The
POV is represented by spherical coordinates (r, 8, ¢) where
r denotes the radial distance, 8 denotes the polar angle, and
¢ denotes the azimuthal angle. The POV server forwards
the received viewers” POV to the MR application on the
HoloLens 2.

4.2 MR Spherical POV Heatmap

The MR application on the HoloLens 2 is implemented by
Unity and it shows a spherical POV heatmap and comments
to the broadcaster. The MR application receives the viewers’
POV and displays their heatmap on a sphere object which is
shown above the omnidirectional camera. Based on a list of
the viewers’ POV received within a certain period, it creates
circles for the heatmap. In this circle, the closer to the center,
the higher the heat value, and the farther from the center, the
lower the heat value. If a circle overlaps another circle, the
heat values of the two circles are added and the overlapping
area has a higher heat value.

Figure 4 shows an example of the heatmap when multiple
viewers are watching the 360-degree live video from
different POV. The broadcaster can see that the viewers'
interests are dispersed in different directions. Figure 5 shows
an example of the heatmap when several viewers’ POV are
concentrated. The broadcaster can see that several viewers
are interested in a particular direction of the size of the red
area.

Figure 6 shows the user interface for the broadcaster
through the HoloLens 2. The MR application gets a
coordinate and direction of the omnidirectional camera, and
it displays the MR spherical POV heatmap which is fixed
above the omnidirectional camera. The comment window
tracks the broadcaster’s sight so that the broadcaster can
read the viewers’ comments. The MR spherical POV
heatmap is updated every second. The broadcasters can walk
freely around the room wearing hololens2.

5 EVALUATION

We conducted an evaluation experiment using the
prototype system compared with the AR spherical POV
heatmap. In this section, we describe the evaluation
environment and the results.

51  Environment

The experiment was conducted under the same conditions
as in the previous study [2]. The purpose of the experiment
was to confirm whether the MR spherical POV heatmap
reduced the burden on the broadcaster compared to the AR
spherical POV heatmap.

Each experiment was conducted with one broadcaster and
three viewers, for a total of four times. The broadcaster and
viewers were in different rooms in the experiment. The
equipment used in the experiment was one notebook PC for
the broadcaster, three laptop PCs for the viewers, one PC for
the server, Ricoh Theta V for the omnidirectional camera,
and HoloLens 2 for the MR headset.
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The content of the broadcast was a chat about objects in
the broadcaster’s room. In the room, there were various
objects. The viewers commented on objects in the
broadcaster’s room freely changing their POV. The
procedure of the experiment is as follows:

. [Practice] The broadcaster and viewer practice the
operation of the prototype system for 5 minutes.

. [Task 1] One of the viewers sends a designated
question comment to the broadcaster 4 times at 3-
minute intervals.

. [Task 2] The broadcaster directs the viewer's
attention to a specified object and chats about it 3
times at 2-minute intervals.

In Task 1, the viewer communicates to the broadcaster by
sending a question comment about an object in the room,
such as "What kind of animal is this stuffed animal?". The
text to be sent, the timing of the comment, and the object to
which the viewer is directed are specified in the procedure
manual. The broadcaster determines which object the viewer
is commenting on and responds to the viewer's comment. If
the broadcaster understands what the viewer is commenting
on, the time it takes for the broadcaster to respond correctly
to the viewer’s comment is expected to be shorter. We
measure the time and define it as the response time. We also
count the number of communication errors if the
broadcaster makes a mistake with the object the viewers are
talking about.

In Task 2, the broadcaster points to a specified object and
instructs the viewers "Please look at this". The broadcaster
starts chatting with the viewers about the object when their
POV are gathered. If the broadcaster is aware of the
viewers’ POV, it is expected to be able to start chatting at
the same time when the viewer's POV is gathered. We
measure the time between the broadcaster's attention
instruction to the viewers and when the broadcaster begins
to speak. It is defined as the wait time.

5.2  Results

In Task 1, the mean response time was 21.47 seconds for
the MR spherical POV heatmap, compared to 30.88 seconds
for the AR spherical POV heatmap. In comparison, the MR
spherical POV heatmap reduced the response time by about
9 seconds. In terms of the number of communication errors,
there were 4 communication errors in the MR spherical
POV heatmap, while there was no communication error in
the AR spherical POV heatmap. This is because some
broadcasters selected the target object without checking the
MR spherical POV heatmap at the first time. The number of
communication errors could be reduced to zero if checking
the MR spherical POV heatmap.

In Task 2, the mean wait time was 14.78 seconds for the
MR spherical POV heatmap, compared to 16.67 seconds for
the AR spherical POV heatmap. In comparison, the MR
spherical POV heatmap shortened the wait time by
approximately 2 seconds. Meanwhile, we conducted a
Mann-Whitney U test for the results and there was no
difference between the mean wait time (p = 0.20402 > 0.05).
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The MR spherical POV heatmap was not able to reduce the
wait time although we expected to be able to reduce the time
by eliminating the need to check the smartphone as with the
previous result of the response time. One possible reason for
this result is that when several heatmap circles were
gathered into one heatmap circle, it was difficult to
determine how many viewers were in the heatmap.

Furthermore, the broadcaster was asked to freely describe
what they found advantages and what they found
disadvantages about the prototype system. As an advantage
point, many participants said that "it is easy to visually
understand where the viewer is looking". As a disadvantage
point, many participants said that "when the viewers’ POV
is focused on one place, the heatmap becomes one circle,
and it is difficult to grasp how many viewers are there".
There was also an opinion that “the conversation is delayed
by one step because we have to look at the POV heatmap
before speaking". This is because it is necessary to check the
MR spherical POV heatmap above the omnidirectional
camera before finding the target object. To solve this
problem, instead of displaying the heatmap on a sphere, a
method may be effective in which the heatmap is displayed
directly on the target object.

6 CONCLUSION

We proposed the MR spherical POV heatmap to reduce
the burden on the broadcaster in 360-degree internet live
broadcasting, which displayed a spherical POV heatmap on
the MR space. We compared it with our previous study, the
AR spherical POV heatmap to clarify its advantages and
issues. The results of evaluation experiments showed that
the MR spherical POV heatmap reduced the response time
compared to the AR spherical POV heatmap, and the objects
could be found quickly. In addition, the use of the MR
headset eliminated the need to check the smartphone and
reduced the burden on the broadcaster. On the other hand,
the wait time could not be reduced. One of the reasons for
this result was that it was difficult to grasp how many
viewers were there on the MR spherical POV heatmap. In
future work, we will improve the way the heatmap circles
are displayed so that it is more intuitive for the broadcaster
to know approximately how many viewers are on the
heatmap. Moreover, we will implement a method in which
the heatmap is displayed directly on the target object.
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Abstract -Hybrid meetings involving co-located and remote
participants have been facing problems such as presence
asymmetry between participants at each site, and difficulty
in participants understanding what is happening at each site
This is problematic because if the remote participants are
not well represented, the meeting may proceed only with the
local participants. To overcome these limitations, we
propose a meeting environment that includes a bird’s-eye
view video and physical avatars. This paper provides visual
representations of meeting environments using two types of
physical avatar, a simple human-like object, and a
telepresence robot, kubi, combined with the use of a bird’s-
eye view video. Through the trials we conducted, we gained
an insight that the combination of the physical avatars and
the bird’s-eye view has the potential to help the remote
participants understand the spatial arrangement of the main
meeting site including who is being spoken to in the main
site. The trials also demonstrated that the design of the
avatar was important for participants at both sites.

Keywords. Video Communication, Telepresence, Gaze
Aawareness, Physical Aavatar

1 INTRODUCTION

Advancements in technology have allowed remote
communication on a daily basis. The last few years in
particular have seen remote working promoted around the
world, and we increasingly communicate with friends and
colleagues at a distance.

Decades of research have attempted to address problems in
telecommunications. In particular, difficulties in “hybrid
meetings” involving both co-located and remote participants
include the asymmetric presence between participants, and
turn-taking issues when participants lack an understanding
of what is happening in each site.

In order to solve problems with these types of hybrid
meeting environment, we consider it important to reduce the
asymmetry of presence between co-located and remote
participants, and to convey information that would generally
be available to participants in face-to-face meetings. Such

! This work was supported by JSPS KAKENHI Grant Numbers
JP18K11410, JP22H03635.
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information includes the atmosphere of the meeting room,
the way participants look at the screen, and the way they
speak to other participants. To this end, we propose a
meeting design that involves using physical avatars at the
main meeting site as a surrogate for the remote participants,
and conveying a bird’s-eye view video of the main site,
including the avatar, to remote participants. We seek
answers to the following question: Does a bird’s-eye view
video that includes avatars of remote participants facilitate
hybrid meetings? This paper describes trials for this purpose
in two types of environments and discusses the findings,
which suggest that a bird's-eye view video can help the
remote participants understand the spatial arrangement of
the main site, and the physical avatar can act as a surrogate
for the remote participant.

2 RELATED WORKS

Researchers have explored the embodiment of remote
participants in various ways in remote meetings, especially
in hybrid meetings. For example, Kuzuoka et al. [1]
proposed a telepresence robot that gestured and pointed to
remote participants, and Sakamoto et al. [2] proposed a
humanoid robot (i.e., android) with a realistic presence.
Making a physical embodiment of remote participants in
this way made it possible to improve their experience of the
meeting. Sellen et al. [3] proposed a tabletop video
conferencing system to enable cross-referencing between
participants. Equally, today’s remote meetings make
effective use of telepresence robots such as Beam [4],
Double [5], and kubi [6].

The physical embodiment of remote participants makes
both remote and co-located participants feel that those
attending remotely are physically participating at the main
site. In addition, telepresence and humanoid robots are
excellent at conveying the status of remote participants to
those at the main site. However, users of these systems are
usually limited in their field of view, and it is difficult to
grasp the situation at the main site when avatars are used as
surrogates.
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The telepresence robot proposed by Jouppi et al. [7] and
Morita et al. [8] has a camera with a wide field of view,
which makes it easy for remote participants to understand
the situation at the main site. These studies show that
providing remote users with a wide view facilitates
interaction, but remote users must operate the robots with a
camera to obtain information.

In remote communication using Mixed Reality (MR),
which includes the increasingly popular Virtual Reality- and
Augmented Reality (AR), the use of virtual avatars makes
the presence of remote and co-located participants more
symmetrical.

Piumsomboon et al. proposed a system called Mini-Me
[9] and reported that by displaying virtual avatars in an MR
environment and transmitting the gaze and gestures of
remote participants, the presence of remote participants
could be noticeably improved. In the VROOM [10] system
proposed by Brennan et al., a life-sized avatar of the remote
participants is presented to the local participants through AR,
and remote users have an immersive 360° view of the main
site through a Head Mounted Display

In terms of MR, immersive room-sized communication
systems such as t-Room [11], proposed by Hirata et al., and
Room2Room [12], proposed by Pejsa et al., visualize each
participant’s non-verbal information, including their gaze,
and make participation more symmetrical.

The above examples therefore suggest that using avatars as
surrogates for remote participants, whether physical or
virtual, can resolve asymmetry in hybrid meetings.

In face-to-face communication, people obtain verbal and
non-verbal information from others in a natural way. In
particular, the way participants look at each other is
important in terms of taking turns, because it conveys the
intention of an utterance and the object of attention. The
same is true for video or audio-mediated communication,
and a number of studies have helped raise awareness of gaze
in remote meetings.

GAZE-2 [13], a system proposed by Vertegaal et al.,
establishes accurate eye contact between participants by
conveying their gaze, which is measured by an eye-tracker
in a virtual-space video conference. The Mona Lisa effect in
video communication is also regarded as a problem. It is
caused by the combination of a single camera and a 2D
display in the video link, so that participants find it difficult
to understand who is talking to whom, and who is looking at
whom. To resolve this problem, Iso et al. [14] proposed a
3D display to represent the gaze direction of a remote user.
These attempts to establish gaze awareness are approaches
common to systems such as Hydra by Sellen et al. [3], as
well as methods that use multiple viewpoints and share
vision and space remotely, as described below.

A number of researchers have shown how an approach
that transmits the camera images from multiple viewpoints
is also effective for interaction using non-verbal information,
and for sharing the atmosphere of a meeting with remote
participants.

In addition to the face-to-face view which is usual in video
communication, Gaver et al. [15] designed multiple views
showing the whole room, and showing materials related to
the task. This enabled the participants to switch freely
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between views. They showed that the availability of
multiple viewpoints was effective in carrying out
collaborative tasks remotely. Referring to this example,
Yamaashi et al. [16] found that it was important to support
peripheral awareness by offering remote participants a fixed
global view. In addition, “ESP” [17], a system designed by
Venolia et al., contains multiple cameras that can be used in
hybrid meetings. Camera images in ESP show co-located
participants, their reactions, and the objects they are
referring to. The authors reported that the ESP camera
helped remote participants understand the context of the
conversation and take turns smoothly.

These examples suggest the importance of the views
conveyed between participants in remote meetings, and the
way views are designed can help develop successful remote
communication.

In remote collaboration using MR, more methods have
recently been made available for conveying the situation at
the main site to remote participants using a 360° live image.

Kasahara et al. [18] enabled remote users to view the full
meeting environment by transmitting panoramic images in
real time from cameras worn by co-located participants. Lee
et al. [19] developed a system to display a virtual hand
superimposed on a panoramic image. This allowed all
participants to supplement non-verbal communication cues
by visualizing where remote participants were pointing and
by seeing other participants’ views. Teo et al. built on this
by [20] proposing a system that combined a 360° view and
3D virtual space. They investigated the various views,
suggesting that these helped carry out tasks efficiently and
improve the social presence of participants.

These methods give remote participants a very natural
view of what is happening at the main site and enable
participants to share non-verbal communication cues
between sites. However, as these methods demand high-spec
devices, they may take longer to spread for common use.

3 METHOD: A BIRD’S-EYE VIEW VIDEO
& PHYSICAL AVATARS

As described in Chapter 2, many methods have been
studied to facilitate remote meetings, including methods that
physically embody remote participants and methods that use
multiple viewpoints. However, there are still difficulties for
remote participants with regard to understanding the
situation, what is happening at the main site, and feeling that
the remote participants are being spoken to by the main site
participants. To solve these two problems, we used a bird's-
eye view video and a physical avatar in combination to
make a hybrid meeting environment. We designed the
meeting environments shown in Figure 1. In this
environment, we expect that using a bird’s-eye view video
will help a remote participant to understand the situation at
the main site. Additionally, we set up the physical avatars to
represent the remote participants in the environment with
bird’s-eye view video. Since we are still in the process of
considering what kind of physical avatar would be
appropriate, we have prepared two types of avatar.



3.1  Bird’s-eye view video

Today, people are very familiar with picture-in-picture
devices and the face-to-face view offered by video-meeting
services such as Zoom [21] and Microsoft Teams [22]. The
effect has already been discussed by pioneers such as [15]
[16] [17], but we wish to return to a discussion on the
viewpoint of images transmitted to remote participants.

In a face-to-face meeting, people unconsciously perceive
the situation in the meeting room surrounding them, as well
as peripheral information. The information helps them to
sense the atmosphere, understand the context, and take turns
smoothly in conversation. This leads to the idea that
conveying information involving the whole meeting room
could enable remote participants to do these things in hybrid

Display
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meetings.

We believe that it is important for remote participants to be
able to understand that other people are talking to them. The
whole view helps with this as it contains information such as
what the room looks like, the gaze of the participants co-
located at the main site, and the location of objects including
avatars. A bird’s-eye view video which covers the whole
site including the remote participant’s avatar enables the
remote participant to see that someone is addressing him. In
addition, it makes it possible to view both the remote and
main site participants simultaneously. We consider that this
effect allows co-located participants at the main site to carry
out the meeting in a natural way, involving avatars in turn-
taking and feeling that they can be seen.

Methods of transmitting a panoramic view from the center

Camera

Physical '
Avatar

H

AN

Figure 1: A hybrid meeting environment that includes a physical avatar of a
remote participant and a bird's-eye camera to capture the environment.
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Figure 2: Simple human-like objects (left) and these
objects in a meeting environment (right).
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Figure 3: ‘kubi’ as a telepresence robot (left) and
kubi within a meeting environment (right).
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of the meeting room, which have become increasingly
available recently, may satisfy these requirements. However,
it is not always easy to understand the gaze direction or who
is looking at whom with a panoramic view image because of
the distortion of the image.

3.2  Physical avatar

As research has revealed, the physical embodiment of
remote participants in telecommunications has significant
implications in terms of making all participants feel that
remote participants are present at the main site. In hybrid
meetings in particular, it could help make the presence of
participants more symmetric.

An important point here is that it is necessary to make the
avatar physical. This approach allows participants to handle
objects in real space and preserves the atmosphere of a real
meeting room. These features make the use of physical
avatars very different from situations where avatars are used
for all participants in a virtual space, or where virtual avatars
of remote participants are shown in a real-space image.
Above all, avatars should exist physically if people are to
interact naturally with each other.

To design the meeting environments, we prepared two
kinds of physical avatar. To represent the remote
participants, we first used a simple human-like object
(shown in Figure 2), and then kubi [6] as a telepresence
robot (shown in Figure 3). As the human-like object did not
have any input/output functions such as cameras,
microphones, speakers, displays, it acted only as a physical
surrogate for the remote participant. Telepresence robots,
however, can transmit the voices and images of the remote
users to each other. A telepresence robot functions as the
eyes, ears, mouth and living portrait of the remote
participants.

In the trials described below, we observed the influence of
these two kinds of avatar on hybrid meetings when they
were used with a bird’s-eye view camera.

4 TRIAL USE OF PROPOSED SYSTEM

We tried using the bird’s eye view video and the physical
avatar in a hybrid meeting. In this chapter, we report our
reflections on this trial use.

4.1  Avatar Type 1: A simple human-like
object

We first tested a simple human-like object as an avatar of
the remote participant (shown in Figure 4). As mentioned
above, this object had no means of communication and did
not resemble the remote participant. In this trial, it was
difficult for the main site participant to communicate with
the remote participant, or to feel that this avatar was a
surrogate for him. As seen in Figure 4, it was more natural
for main site participants to speak to the remote partner in
the video on the screen, rather than the physical avatar that
had no visual or audio representation of the remote
participant.

On the other hand, the remote participant said that the
bird’s-eye view video made it easy to understand the
situation at the main site. Though it was unnatural for main
site participants, we experimented with participants in the
main site talking to the physical avatar to see what a bird's-
eye view video of talking to the physical avatar would look
like. When the remote participant saw the main site
participants talking to his physical avatar, the remote
participant could temporarily perceive the avatar as if it
were his surrogate.

Figure 4: The image transmitted to the remote participant in the meeting experiment using a simple
human-like object as the physical avatar. Top: the co-located participants gazing at the avatar. Lower
left: the co-located participants referring to the display. Lower right: the co-located participants

talking to each other.



4.2  Avatar TYPE2: Telepresence robots

We then tested with an environment in which a
telepresence robot was used as an avatar of the remote
participant along with a bird’s-eye view video (shown in
Figure 5). This avatar was different from the simple human-
like object in that the device itself had a video phone
function with which the remote participant’s image and
his/her voice were presented on the device, and the remote
participant had a first-person view of the main site from the
location of the device (shown in Figure6). In addition, the
remote user could control its orientation. In this way, the
remote participant had two views of the situation at the main
site: a fixed wide view and a controllable narrow view.

In this trial, the participants at the main site looked at the
avatar of the remote participants as they talked to him. This
behavior suggests that the participants at the main site
instinctively understood that the avatar was the surrogate of
the remote participant. Such behavior was not observed in

International Workshop on Informatics ( IWIN2023 )

the previous trial in which the remote participant’s status
was not presented by the avatar. The phenomenon is
therefore considered to have been caused by showing the
remote participant’s live image on the display of the avatar.
The display of the avatar was highly effective for
transmitting the status of the remote participant to the main
site. Though either the kubi display, the kubi camera, or the
display on the table could be the object that the main site
participants regarded as the remote participant, the
participants mostly faced the kubi in this trial. It could be
assumed that the main site participants paid less attention to
the kubi camera because they knew that the remote
participant was mostly referring to the bird’s-eye view video
to see the main site, as the remote participant mentioned in
the conversation. Therefore, it is suggested that the kubi
display, rather than the kubi camera, attracted more attention
from the main participants. This indicates that the main site
participants recognized the kubi display as representing the
remote participants.

il

Figure 5: The image transmitted to the remote participant in the meeting experiment using a

telepresence robot (kubi) as the physical avatar. Top: the co-located participants gazing at the avatar.
Lower left: the co-located participants referring to the display. Lower right: the co-located participants
talking to each other.

Figure 6: First-person image captured by the telepresence
robot’s camera and transmitted to the remote participant.
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The display of the telepresence robot simultaneously
helped the remote participant to understand that it was his
surrogate. The remote participant could confirm visually
that his surrogate was physically participating in the meeting
at the main site by viewing the avatar through the bird’s-eye
view. Furthermore, the remote participant referred to the
bird’s-eye view video more often than the first-person view,
remarking that he felt comfortable using the bird’s-eye view
in a hybrid meeting. The differences between two kinds of
views are shown in Figure 5 with Figure 6.

Incidentally, the remote participants could control the
orientation of kubi, but did not do so very much. The reason
for this may be the large latency of the control. There was a
large latency between the remote participant’s control
operation and the actual change in orientation of the kubi.
Therefore, it was difficult to change the orientation of the
kubi in response to the change of conversation.

S DISCUSSION

5.1 Implication

In the hybrid meetings, in order to convey the spatial
arrangement of the main site to the remote participants and
help them understand the situation at the main site, we set
up a bird's-eye view camera. In addition, the physical avatar
of the remote participant was placed at the main site so that
the remote participant could recognize that he was being
spoken to. We prepared two types of physical avatar, a
human-like object and a telepresence robot, kubi. We used
each physical avatar and a bird’s-eye view video in
combination to make a hybrid meeting environment.

Through the trials, the remote participant felt that the
bird’s-eye view video helped them understand the spatial
arrangement of the main site. In the Type 1 trial in which the
simple human-like-object was used as the physical avatar, it
was difficult for the main site participants to treat the
physical avatar as a conversation partner, and, as a result,
the remote participant did not recognize that he was being
spoken to. On the other hand, in the Type 2 trial in which a
telepresence robot was used as the physical avatar, the
remote participant felt that he was being spoken to.

To properly understand the difference, we need to detail
how the telepresence robot was used in the trial. The remote
participant could change its viewpoint, but he rarely did so,
mainly because of the large latency in the control operation.
In addition, the remote participant mostly focused on the
bird’s-eye view video rather than the first-person view video
from the telepresence robot. Though these things are just
what we experienced in a short-term trial, these facts imply
that the device functioned more to show the remote
participant’s facial image than as a means to enable the
remote participant to look at the main site freely by
changing the orientation of the device.

Based on the experiences in the trials, we have come to
think that using the combination of the bird’s-eye view
video and the physical avatar is promising for realizing a
hybrid meeting environment where people easily feel they
are being spoken to by remote partners. We also found that a
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design of the avatar that acted as a good surrogate for the
remote participant, displaying the facial image of the user,
was essential to realize such an environment.

5.2 FUTURE WORKS

In section 5.1, we showed our expectation that the
combination of the bird's-eye view video and the physical
avatar could create a hybrid meeting environment in which
the remote participant easily understands the spatial
arrangement of the meeting space and has the sense of being
spoken to.

We are planning two experiments to further examine the
proposed approach. The first experiment is to observe the
usage of the bird's-eye view video. In our trials, the remote
participant tended to focus on the bird's-eye view video, and
this helped him understand the situation at the main site. To
see if this is the case for everyone, we will use a gaze-
tracking system to record the gaze movement path of the
participants in hybrid remote meetings. While providing
both the bird's-eye view video and the first-person
perspective video, we will see which video receives more
attention from the participants.

The second experiment is to examine the design of the
physical avatars. The physical avatar needs to be perceived
as a surrogate for the remote participant by both the main
site participants and the remote site participant. A physical
avatar with a video screen that displays the remote
participant's facial image would possibly be a good design.
Or, even with simpler devices, there might be designs that
work as good surrogates. We will build and compare several
avatars, including a simple human-like object, a telepresence
robot, and a physical avatar with a video screen, to explore
the design principles for building better physical avatars. In
this experiment, again, we plan to use a gaze-tracking
system to evaluate how often and how long the participants
looked at the avatar.

6 CONCLUSION

Hybrid meetings involving co-located and remote
participants have faced problems such as asymmetry in
terms of the presence of participants at each site, and
difficulties in participants understanding what is happening
at each site. To overcome this limitation, we used a physical
avatar and a bird’s-eye view video in combination to create
a hybrid meeting environment. By conveying a wide view of
the main site to a remote participant through a bird’s-eye
view camera, we expected to help the remote participants
understand the spatial arrangement at the main site. We also
expected the physical avatar to help the remote participants
feel that they were being spoken to when the remote
participants, through the bird’s-eye view video, watched the
main site participants speak to the physical avatar.

To examine the possibilities of the approach, we have
conducted a short-term trial of having meetings by ourselves
using the bird’s-eye view video and the physical avatar.
Through the trials, we have come to think the bird’s-eye
view video has the potential to help the remote participants
understand the spatial arrangement of the main meeting site.



In addition, the use of a telepresence robot made it easy for
the main site participants to speak to the physical avatar,
which made the remote participant feel as if he was being
spoken to.

We are planning two experiments to further explore (1) the
use of the bird's-eye view video in hybrid remote meetings,
and (2) a design of a physical avatar that acts as a better
surrogate for the remote participant. There are many things
to do to establish the meeting environment based on the
proposed approach, including finding the best bird's-eye
viewpoint and the best audio environment. Much work has
been done to create remote communication media that
conveys the participants’ gaze direction, including on eye-
contact displays and gaze-aware displays [23]. For the

multiparty remote meetings, which are popular in these days,

other approach that fit better is necessary. By carefully
designing the environment, we believe we can create a
hybrid meeting environment in which we can feel other
participants’ gaze without having “eye contact” displays.
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Abstract - The use of arts for healing and empowerment has
spread throughout Japan in recent years, a trend broadly
related to mental health. Our study defines this social
phenomenon as empowerment arts therapy (EAT) or arts
empowerment (AE). In this context, the terms “arts,”
“therapy,” or a combination of these words have varying
intentions and implications due to the range of perceptions
these words evoke. A questionnaire survey was conducted on
university students to investigate their perceptions of these
terms. The questionnaire results indicated that perceptions of
the arts and therapy varied widely; in some cases, there was a
significant discrepancy between students’ perceptions and
dictionary definitions. Specific insights were gathered to
establish a shared comprehension of the terms and concepts
related to arts and therapy, which are often used ambiguously.
EAT and AE practitioners must consider the diversity of
perceptions, effectively communicate their activities, and
gain people’s understanding of EAT and AE. The survey
findings provide useful insights into understanding and
addressing the elusive nature of perceptions surrounding arts
and therapy.

Keywords. Empowerment Arts Therapy, Arts Empowerment,
Mental Health.

1 INTRODUCTION

Interest in arts therapy has recently increased as social
awareness of mental health has grown. The therapeutic
effects of art have attracted attention as a tangible approach
to improving mental health. Beyond its traditional application
as a form of psychotherapy, various arts therapy practices are
expanding outside clinical settings. Examples include its
implementation in elementary school classes [1], welfare
facilities [2], adult art classes [3], and a local community
atelier for children [4]. These activities apply arts therapy
methods and are carried out in everyday life; however, they
differ from arts therapy as a form of psychotherapy aimed at
medical treatment within clinical settings. In addition, there
is interest in the intrinsic therapeutic properties inherent in art
and their correlation with well-being [5]. Various activities
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using art are being developed beyond high and fine art,
focusing on fostering healing and empowerment.

Our research project named Arts Therapy Activities Study
(ATAS) explores a range of activities that employ arts
therapy outside of clinical settings. In the research process,
we proposed the concepts of EAT and AE.

Arts therapy is originally a general term for psychotherapy
using various artistic techniques, such as painting, pottery,
music, theater, and dance. As a form of psychotherapy, it is
conducted by psychiatrists or specialized therapists in clinical
settings, such as psychiatric care and mental counseling, as
well as in parallel disciplines. In our research of ATAS, we
differentiate the form of arts therapy conducted in clinical
settings as Psychopathological Arts Therapy (PAT) to
distinguish it from EAT.

In contrast to PAT, EAT is defined as an activity that aims
to rejuvenate the mind and body, alleviate stress, and improve
quality of life (QOL) in everyday settings. EAT is based on
concepts and methods of arts therapy, but unlike PAT, it is
not intended for medical treatment. Furthermore, AE is
defined as an art activity in which the therapeutic nature is
inherent in expressive activities, even if they are not
intentional.

Both EAT and AE are located at the intersection of art and
therapy, with distinctions based on the emphasis on the
artistic or therapeutic aspect. EAT is characterized by a
stronger therapeutic effect, while AE leans more toward
artistic expression. However, some activities fall in between
the disciplines, making it challenging to differentiate them.
Figure 1 shows the positional relationship between art,
therapy, and empowerment in all expressive activities.

Thus, artistic activities, including therapeutic ones, support
individuals’ mental well-being in their everyday lives.
Despite the increasing prevalence of such activities in Japan,
there have been few studies beyond ATAS that
comprehensively examine various EAT practices, clarify
their unique requirements and significance, and address
associated challenges.

Many of these activities share the common problem of
resource scarcity. Although EAT is spreading at the
grassroots level, the environment surrounding these activities
is insufficient.
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*Marginal Art, Popular Art, Pure Art: Based on Shunsuke Tsurumi’s classification and definition. Marginal art is created
by nonexperts and enjoyed by non-specialists. Pure Art is created by experts and enjoyed by connoisseurs familiar with the
field. Popular Art is created by experts and companies and enjoyed (consumed) by nonexperts (masses) [6].

Figure 1: Positional Relationship between Art, Therapy, and Empowerment in All Expressive Activities in Japan [7]

Existing issues with EAT can be summarized as follows:

1) Sustainability: Most EAT practitioners work voluntarily.
They are working to find and implement training
opportunities, but their activities are not economically
viable. This is a crucial problem but is difficult to solve in
the short term in the present Japanese social system. For now,
it is realistic to increase sustainability within the existing
constraints of assuming a volunteer basis [7].

2) Quality Assurance: Many EAT practitioners work
independently. There are no systematic networks or
opportunities for information exchange or training. This
means that no standards or indicators have been established
to ensure the quality of EAT activities or practitioner
capabilities. Self-assessment tools are in development to
improve practitioner capabilities [8-11].

3) Awareness / Understanding: Interest in mental health and
awareness of arts therapy have recently increased in Japan.
However, there is still limited public understanding of arts
therapy and the distinction between arts therapy as
psychotherapy and EAT activities in daily life. This lack of
understanding makes it difficult for EAT practitioners to
explain their activities to society.

The first issue needs long-term and large-scale efforts to be
solved. It needs to be addressed with a view to revising and
reforming the social system.

Relating to the second issue, we have proposed self-
assessment tools for EAT practitioners and are working on
the investigation of effectiveness [8-11].

This study addresses the third issue: the lack of awareness
and understanding of EAT activities in daily life. It is the
preliminary study to approach the issue related to people who
can be potential clients or users of EAT. We have conducted
research and practice mainly related to EAT practitioners so
far but have not done the study related to potential clients of
EAT yet.
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The ATAS has conducted comprehensive research on the
current state of EAT and AE using questionnaire surveys,
interviews with practitioners, activity observations, and the
development of assessment methods to enhance the quality of
activities and practitioner capabilities. The survey revealed
the diverse perceptions of arts and therapy among individuals,
as well as variations in perceptions among different EAT
practitioners.

Given these findings, we conducted a questionnaire survey
to explore perceptions of arts, sports, and therapy. The survey
results were then analyzed to identify key concepts related to
EAT and AE.

Chapter 2 summarizes the issues surrounding the basic
concepts of EAT and AE, outlining the issues to be solved
and the research objectives. Chapter 3 presents an overview
of the survey results. Chapter 4 concludes the study and
highlights future issues.

2 ESSENTIAL ART AND MENTAL
HEALTH CONCEPTS

2.1 Ambiguity of Terms

EAT encompasses elements of both arts and therapy. EAT
practitioners often draw upon ideas and methods from PAT,
incorporating them into their activities while adding their
own innovative approaches. Unlike PAT for medical
treatment, EAT activities are practiced to empower people by
revitalizing the mind and body, alleviating stress, and
improving QOL. However, many EAT practitioners lack
precise terms or concepts to convey the nature of their
activities accurately.

In Japanese, “art(s)” is a concept introduced and translated
from a Western word. The Japanese language has three types
of characters: kanji, hiragana, and katakana. Foreign words
are translated into Japanese or written in katakana—the
Japanese syllabary used for loanwords—based on their
pronunciation in the original language. The word “art(s)” is



translated as the Japanese term “geijutsu” or written as the
loanword “ato” in katakana.

It is common for words and concepts translated from
Western languages to exhibit some differences or gaps in
connotation between the original terms and their Japanese
translations, whether written in kanji or katakana. There is a
distinction between the English “art(s)” and Japanese
“geijutsu” or “ato”.

While the English word “art” encompasses techniques and
skills as well as fine art, the Japanese term “geijutsu” in kanji
is limited to aesthetic meanings and may sound academic or
unfamiliar to the general public. In contrast, “ato” in katakana

has a broader connotation and gives a more casual impression.

The situation is similar with the term “therapy”. Its Japanese
equivalent words, such as “chiryo” and “ryoho” in kanji, have
a more professional connotation. Similarly, “serapi” in
katakana tends to be used in a broader or more casual context.

The polysemy of these Japanese terms suggests that
people’s perceptions of these concepts are diverse and even
ambiguous. Loanwords written in katakana possess a broader
connotation that includes both the original meanings in
English and the Japanese translations in kanji.

Consequently, in Japanese, katakana loanwords have
meanings that are not entirely equivalent to the original
foreign words or their kanji translations. As a result, foreign
words in katakana are not always as clear in meaning as the
original terms or kanji translations; their usage and
recognition may vary depending on the individual. Therefore,
there are gaps in perceptions between EAT practitioners and
potential clients.

2.2 Issues to Be Solved

Through our survey so far, the following characteristics and
situations with EAT activities have been grasped. These were
mainly revealed through the interviews to EAT practitioners
who were informants of the nationwide survey [12].

EAT practitioners utilize various methods of arts therapy
for their activities. However, they tend to hesitate about or
avoid using the term “arts therapy” because their activities do
not aim at psychotherapy. On the other hand, EAT

practitioners emphasize supporting and accepting individuals’

unique forms of expression rather than focusing on technical
instructions or improvement in artistic activities, such as
painting, music, and dance. They view their activities as
distinct from general art activities. Therefore, EAT
practitioners recognize the challenge of finding precise words
to describe their activities accurately. The unique nature of
their approach which is different from both arts therapy as
psychotherapy and usual art activities makes it difficult to
convey the full scope of their work.

Given these situations and challenges, we conducted a
preliminary survey as a first step to grasp how people
perceive the terms art(s) and therapy. EAT is a newly
proposed academic concept unfamiliar to people, so we
investigated concrete items related to EAT instead of EAT

' Two of the 60 items were treated as invalid due to
incomplete questionnaires. Thus, the final valid number of
items was 58.
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itself. Understanding the gaps and commonalities in
consciousness between EAT and AE practitioners and their
potential clients makes it possible to facilitate the
comprehension of EAT and AE.

3 ANALYSIS OF THE CONCEPTS OF ART
AND THERAPY

3.1 Outline of Questionnaire Survey

We administered the following questionnaire to investigate
perceptions of arts and therapy:
+ Target group: Students from two universities in Osaka and
Shizuoka.
* Number of respondents: 277
* Valid responses: 277
* Period of the survey: April 11 to 13, 2023
+ Format: Selective questionnaire
* How to answer: Respondents answered the questionnaire
created with Google Forms on their smartphones or
personal computers.
The questionnaire was administered during class hours at
the authors’ universities. The male-to-female ratio of students
was approximately 8:2.

3.2 Contents of the Questionnaire

The questionnaire consists of the following main sections:
[Section 1]
(1) Age of respondents
(2) Place of residence during high school
[Section 2]
(1) Classification of 60 items' of arts and sports genres into
the following categories:
* Entertainment/Hobby
- Competition
* Sport
* Education/Physical Education
* Art (geijutsu in Japanese)
* Art (ato in Japanese)
* Performing Art
(2) Choose one word most strongly associated with the term
“therapy” (“serapi” written in katakana) as a loanword from
the given options of events related to the arts or sports.
[Section 3]
(1) Respondents’ involvement in art and sports activities
(with more than three years of experience).
(2) Whether the activities they focused on were athletic or
non-athletic.
[Section 4]
Classify events related to the arts or sports into one of the
same categories as in Section 2.
*Different questions were given depending on whether the
respondent chose athletic or non-athletic in Section 3.
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Section 2(1) presented a wide range of questionnaire items
relating to arts and sports, from popular and familiar to
classical and unfamiliar. The intention was to observe the
uniformity or dispersion of category choices across different
items.

The seven category options given in Japanese, including
synonymous terms like geijutsu and ato, were included to
analyze the distinction in usage between these two kanji and
katakana words based on the respondents’ answers. In
Japanese, there is an unconscious or implicit usage distinction
between terms in kanji and katakana, even when both
meanings are identical.

The questionnaire included sports because some activities
are considered at the intersection of art and sports. Moreover,
there are several concepts such as “competition (kyogi),”
“sport (supotsu),” and “physical education (faiiku)” which are
considered similar concepts in Japanese. Differences in the
perception and usage of these terms should also be analyzed.

The purpose of the questionnaire was not to rigorously
define or organize the concepts and categories of art, sports,
or therapy. It was to grasp how people perceive these terms
and the activities they envision and to confirm the state in
which the relevance between actual events and the categories
and terms representing them was fluctuating. It was
significant to estimate how EAT and AE were likely to be
accepted by people by viewing what deviations occurred
between people with various perceptions. As a preliminary
study, the questionnaire survey? was conducted on university
students. They are considered to have more freedom in club
activities and less sense of belonging to their clubs than high
school students even if they join any clubs.

Respondents were expected to rely on the words and
descriptions commonly used in society to choose the option
reflecting their perceptions, regardless of whether they were
familiar with the specific content of each item. It should be
noted that the questionnaire did not aim to rigidly define or
organize the concepts and categories of art, sports, or therapy.
Therefore, no categories were defined or explained in detail.
The purpose of the questionnaire was to highlight the
diversity and fluctuations in the perceptions of these words
and concepts, with a focus on art-related questions.

3.3 Results of the Survey
3.3.1 Perception of Art

This chapter examines the results of the responses to
Section 2(1) of the questionnaire regarding item categories.
This study addresses the items related to visual art, music,
theater, and dance (refer to the appendix) out of all
questionnaires including the athletic and miscellaneous items.
These items are major components of EAT and AE. The
following describes the tendency grasped.

m Visual Art
Regarding paintings (Figure 2) and sculptures/objects
(Figure 3), most of the respondents chose “art as geijutsu” or

2 The questionnaire was prepared based on the perspective
of phenomenological sociology proposed by A. Schutz [13].
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“art as aro.” The selection of “geijutsu” surpassed “ato” for
both items. For paintings, 144 respondents chose “art as
geijutsu,” while 78 did “art as ato.” For sculptures/objects,
163 chose “art as gejjutsu” and 61 did “art as azo.”

On the other hand, “entertainment/hobby” was the most
common category for illustrations (133 respondents) (Figure
4), followed by “art as ato” (99). “Art as geijutsu” (31)

accounted for less than one-third of “art as aro” for
illustrations.
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Figure 2: Painting
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Figure 3: Sculpture/Object
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Figure 4: Illustration

Paintings and illustrations are two-dimensional expressions
of art, but there is a difference in the category reflected in
respondents’ perceptions. Respondents selected “art as
geijutsu” more than “art as aro” for paintings and
sculptures/objects; however, the converse was true for “art as
ato” for illustrations. This suggests that “art as aro” is
considered more familiar and commercial than “art as



geijutsu,” while “art as geijutsu” evokes a purer form of fine
art, emphasizing “art for art’s sake.” This observation
highlights a difference in perception and usage between “art
as geijutsu” and “art as ato” as Japanese terms.

“Entertainment/hobby” was the most common category for
photography (Figure 5), animations (Figure 6), movies, and
Manga (cartoons). These items can be regarded as visual art
in a broad sense. However, they are considered more familiar
than paintings and sculptures/objects. It is suggested by the
fact that the majority (60-80%) of respondents chose
“entertainment/hobby” for each item.
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Figure 5: Photography
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Figure 6: Animation
m Music

“Art as geijutsu” was the most common choice for classical
music (126) (Figure 7) and opera (134). On the other hand,
“entertainment/hobby” was the most common category for
pop music (152) (Figure 8), and other forms of popular music
such as music videos (125), jazz (126), and rock (138).

Unlike the visual art field, the “entertainment/hobby” ratio
is significantly high in music; the ratio of “art as ato” is low.
Even in classical music and opera, where “art as geijutsu” was
the most common, the second most common category was
“entertainment/hobby.” It may be inferred that musical and
stage performances are considered both high art and
entertainment.
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140

Figure 8: Pop Music

m Theater

In the domain of theater, “performing arts” was the most
common category for all items: dramas (124) (Figure 9),
Kabuki (150) (Figure 10), Noh play (140), Bunraku (Japanese
puppet theater) (136), and Manzai (comic dialogue) (140)
(Figure 11).
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Figure 10: Kabuki
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Figure 11: Manzai
The Japanese word “geino” means performing arts and
refers to both popular show business and classical performing
arts. Kabuki, Noh, and Bunraku are the foremost Japanese
classical performing arts registered as World Intangible
Cultural Heritage. It is unlikely that they are completely
equated with general theatrical performances. Notably, the
major category chosen for both popular and classical
performances is the word “geino” in Japanese, indicating the
wide-ranging scope of this term in Japanese.

m Dance

In the domain of dance, there was notable recognition of it
as a physical activity across various items. Dance was
perceived as closely related to sports or existing at the
intersection of art and sports. Moreover, many dance items
were evenly spread across categories compared to other areas.

“Entertainment/hobby” was the most common category for
almost all individual dance items. However, the “art as
geijutsu” category was not commonly chosen. Even in ballet
(Figure 12), a representative dance art, “sport” was the most
common choice (74), followed by “art as geijutsu” (54). In
ice dancing (Figure 13) “sport” and “entertainment/hobby”

ranked highest (both 66).
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Figure 12: Ballet

Figure 13: Ice Dancing
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Ballroom (Figure 14) and creative dancing were commonly
chosen as “entertainment/hobby” (67 and 79, respectively).
The second most common category for ballroom dancing was
“competition” (59), and for creative dance was “sport” (65).

80
70
60
50
40
30
20
10

0

&

0
&
&

o“

0°6Q

\\ ,b"ﬂ

I I -
@‘2("

]

&°

\(\0)

&

Figure 14: Ballroom Dancing

In hip-hop (Figure 15) and break dancing, which are both
familiar to the younger generation, “entertainment/hobby”
was the most common category (126 and 97, respectively),
while “sport” ranked second (50 and 63, respectively).
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Figure 15: Hip-Hop

Traditional Japanese dance (Figure 16) had the largest
number of “art as geijutsu” (73) in all kinds of dance.
However, its most common category was “performing art
(geind)” (99). It is presumed that this is treated as a classical
performing art, similar to Kabuki, Noh, and Bunraku.
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Figure 16: Japanese Dance

The university students surveyed were not majoring in arts
or sports and did not have specialized knowledge or
experience in these areas. Hence, the choices noted in the
results can predict the cognitive tendencies of the general
students’ perception of the arts and sports.



3.3.2 Perception of Therapy

The respondents were asked to select one of the options that
most strongly reminded them of the word “therapy.” The
results are shown in Figure 17.

The English word therapy refers to treatment or cure, which
refers to medical practice or related fields. However, the word
most strongly associated with “therapy” as a Japanese word
written in katakana (serapi) was “relaxation” (87), followed
by “healing” (66). While this perception might differ among
medical professionals and those studying medicine, it
suggests that Japanese people generally perceive the
loanword serapf in a broader sense of relaxation and healing
rather than strictly within the context of medical practice in
the Japanese language.

[Question] Therapies utilizing arts and sports have recently
been increasing. Please choose one word that you most
strongly associate with the term “therapy”.

Mentah Health | 47
N
Pastime _ 23
Treatment _ 17

Health [l 4

0 20 40 60 80 100

Figure 17: Word Most Strongly Associated with “Therapy”

Some EAT and AE practitioners perceive “therapy” as
healing and hope others will perceive it similarly. EAT
involves art activities incorporating therapeutic elements to
refresh the mind and body and relieve stress. However, since
“therapy” is often associated with medical treatment or cure,
many EAT practitioners are cautious about using that term,
as they are not engaged in psychotherapy.

The associations that Japanese people have with loanwords
written in katakana may not always align with the word’s
original meaning or its Japanese translation. Arts therapy as a
loanword tends to evoke a more casual and accessible
impression than its Japanese translation geijutsu ryoho. This
allows for a broader connotation and recognition among
Japanese people.

However, it is necessary to carefully consider whether it is
appropriate for EAT practitioners to represent their activities
as “arts therapy” because it may be confused with arts therapy
as psychotherapy. This becomes a significant challenge for
EAT practitioners as they try to explain their activities
concisely and accurately. Most EAT practitioners are aware
of these difficulties in describing their activities.

There is often a gap between loanwords from foreign
languages and their Japanese translations. Linguistic
discussions were beyond the scope of this study; therefore,
we did not discuss them in detail. While this study did not
extensively delve into linguistic discussions, it is commonly
understood that there are discrepancies between the literal
definitions and people’s perceptions of “arts therapy.” This is
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an important aspect to carefully examine when discussing and
implementing EAT and AE approaches.

4 DISCUSSION

4.1 Outcomes

Using this questionnaire, we confirmed the diversity and
ambiguity of arts and therapy recognition. Overall, “art as
geijutsu” tends to be associated with things of a historical and
traditional nature (e.g., classical music and traditional
Japanese dance). “Art as ato” is linked to more modern or
commercialized items (e.g., illustrations).

“Entertainment/hobby” is commonly chosen for activities
related to self-expression and daily enjoyment (e.g.,
animation, pops). In the field of dance, there is a notable
emphasis on the physicality of the expression and the broad
range of categories encompassing it.

Regarding “therapy,” respondents primarily associated it
with healing and relaxation rather than medical treatment,
regardless of strict definitions of the term.

EAT and AE practitioners should recognize the diversity
and tendencies of perceptions of arts and therapy in order to
accurately explain their activities without causing confusion
or misunderstanding. To address this issue and increase
public awareness and social recognition of their activities,
EAT and AE practitioners should recognize everyone has
their own unique perception of arts and therapy.

For many practitioners conducting EAT or AE activities
independently, ICT tools such as websites and social media
are useful for public relations. However, recipients of
information do not necessarily have the same perceptions of
the arts and therapy as practitioners. Therefore, it is important
to establish the basic policies and spread the information
considering people’s wide-ranged perception of arts and
therapy. These actions will assist EAT and AE practitioners
in achieving a better public understanding of their activities.
The survey results will provide clues of insights for a deeper
understanding of diversity of these terms and concepts.

4.2 Future Issues

This survey has several limitations. The respondents were
limited to predominantly male university students (80%).
Detailed questions were not asked about the respondents’
attributes, such as their social, economic, and cultural
backgrounds, which could have influenced their responses.

To promote the practice and dissemination of AE and EAT,
it is important to understand the circumstances of a more
diverse population, including individuals of different ages
and genders. This understanding can inform the development
of targeted public relations and marketing strategies. It would
also be beneficial to analyze the correlation between
respondents and their economic and cultural capital.

Despite these limitations, this preliminary survey shed light
on the diverse and ambiguous perceptions of arts and therapy,
providing useful insights for future research. Future studies
will address the unresolved issues that require further
examination.
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Appendix: Questionnaire Results of Items Relating to Arts
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Category Selection
Items Entertain- Competi- Sport Education ' A.r.t as ' A,ft als P.erform Total | Graph
ment/Hobby tion /PE 'geijutsu ato -ing Art
Painting 44 1 3 7 144 78 0 277 | Fig.2
[lustration 133 5 2 4 31 99 3 277 | Fig4
” Sculpture/Object 36 4 6 6 163 61 1 277 | Fig3
= | Movie 190 0 1 4 32 13 37| 277
2 Photography 166 3 0 2 63 40 3 277
g Animation 228 5 2 0 12 20 10 277
Manga 226 2 1 3 17 22 6 277 | Fig.5
Calligraphy 39 17 4 66 98 34 19 277 | Fig.6
Karaoke 256 4 3 1 3 2 8 277
Classical Music 90 3 14 126 18 21 277 | Fig.7
Pop Music 152 7 5 41 18 49 277 | Fig.8
) Jsiffgflsfag gﬁ;ﬁu) 122 3 3 12 44 11 82| 277
‘2 | Music Video 125 3 2 5 46 31 65 277
= Opera 58 8 6 14 134 12 45 277
Falk Song 62 8 3 47 83 15 59 277
Japanese Enka Song 96 5 4 9 56 11 96 277
Jazz 126 7 5 61 26 51 277
Rock 138 7 4 4 46 26 52 277
Drama 67 9 5 56 7 124 277 | Fig9
« | Kabuki 41 8 2 15 55 6 150 277 | Fig.10
§ Noh play 43 4 3 20 54 5 148 277
a Bunraku 45 6 2 15 64 9 136 277
Manzai 113 11 4 2 6 1 140 277 | Fig.11
Ballet 33 54 74 18 52 12 34 277 | Fig.12
Creative Dance 79 37 65 19 27 21 29 277
Ballroom Dancing 67 59 52 28 29 34 277 | Fig.14
Japanese Dance 43 16 18 24 73 4 99 277 | Fig.16
Folk Dance 69 38 49 22 38 12 49 277
o | lce Dancing 66 34 66 12 40 12 47 277 | Fig.15
% Japanese Bon Dance 96 5 11 29 48 2 86 277
= Hip-Hop 126 27 50 6 16 18 34 277
Breakdance 97 41 63 10 16 14 36 277
Modern Dance 102 29 59 7 22 19 39 277
Jazz Dance 99 34 51 11 27 19 36 277
Cheer Dance 76 46 85 18 12 9 31 277
Hula 106 32 48 14 22 14 41 277
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