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Abstract - This paper studies a TCP split connection imple-
mentation that employs separate TCP connections for a wired
section and a wireless section, where a node connecting both
sections forwards data from one section to another. We as-
sume that transmission errors occur in the wireless section.
From the results by the simulations using ns-2, this paper
shows that the implementation produces large forward data
due to losses of packets over the wireless section. It also
shows that the output traffic from the forwarding node be-
comes bursty due to the large forward data. The effects of the
bursts of packets are evaluated for the case where the output
traffic from the forwarding node is fed into a node connected
to a bottleneck link in the wired section. We found that a
large number of packets are queued even when a packet loss
rate is relatively small. The problem of bursts by the forward-
ing node has not been identified yet and its mitigation is left
for further study.

Keywords: PEP, TCP Proxy, Split Connection, Bursty Traf-
fic, Reassembling

1 Introduction

Transmission errors have to be considered in IP networks
that employ wireless links. Although TCP is mainly em-
ployed end-to-end in the Internet, it is well understood that
TCP cannot achieve sufficient throughput in the environment
where packets are lost due to transmission errors. TCP as-
sumes that losses of packets are derived from a buffer over-
flow at a forwarding node; it invokes the congestion control to
reduce traffic. In the case where losses of packets are caused
by transmission errors, the congestion control is performed
unnecessarily; the throughput of TCP is lowered.

One approach to mitigate this problem is to improve the
congestion control of TCP itself. A typical version of TCP
is Westwood [1][2], which estimates an available bandwidth.
When it detects a packet loss, it identities the cause of the loss
by checking whether the available bandwidth is larger than
the actual transmission rate. If this is the case, the congestion
control is not invoked.

Another approach is to employ a PEP (Performance En-
hancing Proxy) that terminates a TCP connection from a source
terminal and establishes another TCP connection to the des-
tination terminal [3]. It forwards receive data from one TCP
connection to another one. As the large round-trip delay causes
low throughput and the PEP makes the delay short by split-
ting the TCP connection, the throughput is improved. PEPs
are traditionally employed in satellite networks where a prop-
agation delay is large. However, it is also effective to improve
throughput of terrestrial radio networks of which transmission
rate is increasing rapidly [4].
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Although the termination of a TCP connection by the PEP
has a significant impact on the characteristics of IP flow, a
study on this aspect has not been done so far. This paper
focuses on the property of output traffic produced by the PEP
and identifies the problem concerning bursts of packets caused
by the termination of a TCP connection at the PEP.

The rest of this paper is organized as follows: Section 2
explains the architecture of the split TCP connection and its
problem regarding output traffic. Section 3 describes the sim-
ulation model and associated assumptions. Section 4 describes
simulation results and discussion. Finally our conclusion is
presented in Section 6.

2 Output Traffic by a Split TCP Connection
Implementation

This paper assumes that a PEP is placed in a node which
connects a wireless link to a wired network. In the following
description, we introduce the term “a wireless section” to re-
fer to the wireless part. We also call the wired network part
“a wired section”. As the PEP splits the round trip delay of an
end-to-end TCP connection, an error recovery of a lost seg-
ment over the wireless section is done quickly. This leads to
the improvement of the total TCP throughput.

Figure 1 illustrates an example of error recovery sequence
by the PEP placed between the wireless section and the wired
section. When a loss of a packet occurs on the wireless sec-
tion, an error recovery by a retransmission of associated seg-
ment is performed by TCP over the wireless section. The
figure assumes that the fast retransmit is invoked after three
duplicate ACKs. If a receiving side of TCP in the PEP ac-
cepts out-of-order segments after the lost segment, it retains
them in its receive buffer to reassemble them. When the lost
segment is retransmitted and received correctly, the reassem-
bling of data is completed; the whole data consisting of the
lost segment as well as the buffered segments is forwarded to
the next TCP connection over the wired section. In this pa-
per, we call this data “forward data”. The size of the forward
data might be up to the window size of TCP over the wireless
section, a large number of segments might be generated at the
same time. In Figure 1, a burst of packets immediately issued
by the PEP after the arrival of the retransmitted segment. The
burst of packets might be harmful, since it may cause buffer
overflows at nodes forwarding these packets on the wired sec-
tion.

With regard to this busty packets from TCP, RFC 2581
specifies that TCP should employ the slow start after a silent
period of more than one RTO (Retransmission Time Out) [5].
In the normal case, when an application program issues a send
request of a large amount of data, the transmission of seg-
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Figure 1: Data forwarding by a PEP and its output traffic

ments begins with the slow start and reaches to the self clock-
ing state after some transient period [6]. The burst of packets
occurs during the period of the slow starts only and its effect
is considered to be limited.

In Figure 1, there is a silent period over the wired section
from the loss of the packet to the reception of the retransmit-
ted packet. However the duration of this period is compara-
ble with one round-trip time of the wireless section, which is
much less than RTO period. Therefore the slow-start is proba-
bly not invoked in this case; the burst of packets derived from
the large forwarding data is likely fed into the wired section.

3 Simulation Models

This paper evaluates output traffic from the PEP by simu-
lations using ns-2 [7]. Figure 2 shows the simulation model
for the case where the PEP is employed. NewReno TCP is
employed for both the wireless and wired sections. Node nl
represents the PEP that terminates a TCP connection over the
wireless section (from node n0 to node nl) and forwards re-
ceived date to the next TCP connection over the wired section
(from node nl to node n3). Since original ns-2 does not have
the function of delivering received date to the upper applica-
tion layer, we added this function to TCP sink in ns-2. This
is indicated as “TCP Sink+” in Figure 2. We measured the
distribution of the sizes of forward data inside the PEP and
the number of packets included in a burst sent by the PEP.

Figure 3 represents the relationship between forward data
inside the PEP and bursts of packets issued by the PEP. Since
TCP provides the byte oriented streaming service, TCP seg-
ments received by the PEP are reassembled to variable length
data, which is forwarded to the next TCP connection. The
next TCP that accepts the data divides it into segments. These
generated segments are sent over the wired section as packets.
A series of packets sent back-to-back at the rate of the inter-
face to node n2 is called a burst. Since the number of packets
in a burst is affected by the size of the congestion window of
TCP and the number of outstanding segments, this number is
not necessarily consistent with the size of the forward data.

The bandwidth of the wireless section is assumed to be 5
Mbit/s, while the PEP is connected to node n2 with the inter-
face rate of 100 Mbit/s and node n2 is connected to destina-
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Figure 4: Simulation model for the case without PEP

tion node n3 with the rate of 6 Mbit/s or 10 Mbit/s, which are
assumed to be the bottleneck bandwidth over the wired sec-
tion. Since there is a difference of packet transmission rate
between input and output links in node n2, bursts of packets
might be queued in this node. We measured the number of
packets in a burst on the 100 Mbit/s interface between nodes
nl and n2.

In order to confirm the improvement of throughput by the
PEP we also simulate the case where a PEP is not employed.
Figure 4 shows the model of no PEP, where either NewReno
TCP or Westwood TCP is employed end-to-end for compari-
son. Table 1 summarizes the simulation parameters.

4 Simulation Results and Discussion

4.1 Throughput

Figure 5 shows the relation between the packet loss rate
and the throughput. In this figure NOPEP (W) represents
the no PEP case where Westwood TCP is employed end-to-
end, while NOPEP (N) represents the no PEP case where
NewReno TCP is employed end-to-end. Throughput gener-
ally decreases as the packet loss rate becomes large. However,
the decrease of throughput is suppressed significantly by the
PEP. In the cases of no PEP, where an error recovery is per-
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Table 1: Simulation parameters

Bandwidth of the wireless section B r 5 Mbit/s

Delay of the wireless section 10 ms

TCP for the wireless section NewReno, Westwood
TCP window size for the wireless section 128 KB

Generation of packet losses random

Packet loss rate Py,

0.0001, 0.0002, 0.0005, 0.001, 0.002, 0.005,
0.01,0.02, 0.05,0.1

Bandwidth of the wired section By

6 Mbit/s, 10 Mbit/s

TCP for the wired section NewReno
TCP window size for the wired section 256 KB
Delay of the wireless section 20 ms

The number of TCP connections Nr¢ p 1,5
Interface rate from the PEP to the wired section | 100 Mbit/s
The number of buffers at each node unlimited
Simulation time 1500 sec
The number of simulation runs 12
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Figure 5: Packet loss rate vs. throughput

formed end-to-end, it is clear that Westwood TCP improves
the throughput compared with NewReno TCP.

4.2 The distributions of the forward data sizes
and the number of packets in a burst

Figure 6 shows the distributions of both the forward data
sizes and the number of packets in a burst, where the num-
ber of TCP connections Ny p is 1 and the packet loss rate
Py, is changed to 0.0001, 0.001, 0.01, and 0.1. As the orig-
inal size of forward data is measured in bytes, the values of
data size indicated in the figure are divided by MSS (Maxi-
mum Segment Size: 1460 bytes) to compare the burst size.
In this figure rectangle boxes represent the distribution of the
forward data sizes, while black dots show the distribution of
the number of packets in a burst.

The maximum size of forward data is about 90, which is
consistent with the TCP window size (128 kB) of the wireless
section. We can observe the trend that the distribution of the
forward data size and the number of packets in a burst are
well consistent. This means that the PEP generates bursts of

packets corresponding to the forward data sizes. In the cases
of small packet loss rates, although the frequency of bursts
is generally small, there is a trend that large size bursts are
generated.

Figure 7 shows the same distributions as Figure 6, where
the number of TCP connections N7¢ p is changed to 5. Sim-
ilar trends are observed as the case of the single TCP con-
nection. However, when the packet loss rate is small (I’z =
0.0001.0.001), the distribution of the number of packets in
a burst is different from that of the forward data sizes. Fre-
quency of bursts of which size is larger than 1 becomes small
as compared with the distribution of the forward data sizes.
The reason is as follows: as the number of TCP connections
increases, the number of outstanding segments waiting for
ACKs on the wired section becomes large. In this case, a new
segment can be sent only after a new ACK arrives and the
window is updated and opened by the ACK. This means that
the self clocking state likely continues in the cases of small
packet loss rates.

4.3 The distribution of inter-arrival times of
forward data

Figure 8 shows the distribution of inter-arrival times of for-
ward data in the case where the number of TCP connections
Nrepis 1 and the packet loss rate Pr is 0.001. In this small
packet loss case, the inter-arrival times take the values of less
than 200ms. Since the minimum value of the RTO time is
200ms and retransmissions by the RTO timer needs more than
200ms, the distribution shows that the recovery of lost seg-
ments is done by the fast retransmit and not by a timeout.

4.4 The correlation between the inter-arrival
times and the forward data sizes

It can be expected that a strong correlation may exist be-
tween the sizes and inter-arrival times of forward data. Figure
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Figure 6: Distribution of the forward data sizes and the num-
ber of packets in a burst, where N7 p is 1.
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where Py, is 0.001 and Nz¢p is 1.

9 shows the scatter diagram of the pair of these two values,
where the number of TCP connections Nr¢p is 1 and the
packet loss rate Pr, is 0.001. We can observe the strong corre-
lation between the pair of two values; as the inter-arrival time
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of forward data becomes large, the forward data size also in-
creases. In this condition, a lost segment is mainly recovered
by the fast retransmit; the number of segments received cor-
rectly after a lost segment is approximately proportional to the
interval needed to recover the lost segment. This is considered
to be the reason why the strong correlation exists between the
sizes and inter-arrival times of forward data.

Figure 10 also shows the same scatter diagram as Figure 9,
except that the packet loss rate Py, is 0.01. When the inter-
arrival times are less than 120 ms, the strong correlation can
be observed, however the dispersion of plotted data is larger
than the case of Figure 9. The correlation cannot be observed
for the inter-arrival times larger than 220ms. This is the effect
of retransmissions by timeouts. When the packet loss rate be-
comes large, the lost segments cannot be recovered by the fast
retransmit only, the possibility of retransmissions by timeouts
increases.

Figure 11 shows the time changes of cwnd, where the packet
loss rate P’z is 0.001 and the number of TCP connections
Nrcpis 1. This figure indicates that the fast retransmit is em-
ployed for retransmissions. Figure 12 shows the same cwnd
changes, where the packet loss rate Py, is 0.01. In this figure,
retransmissions by both the fast retransmit and timeout are
observed. The observation of these figures of cwnd is consis-
tent with the scatter diagrams shown in Figures 9 and 10.

Figure 13 shows the scatter diagram of the same condi-
tion as Figure 9, except that the number of TCP connections
Nrcp is changed to 5. Since an inter-arrival time of forward
data on one TCP connection is fragmented by the arrivals of
forward data from other 4 TCP connections, the correlation
between the sizes and inter-arrival times of forward data be-
comes small. However, plotted circles tend to be distributed
around the upper side of the correlation line observed in Fig-
ure 9 because of the fragmentation of an inter-arrival time.

The queueing analysis for bursty traffic has been studied
such as M™X1/G/1 and G /G/1 [8]. Tt is expected that
we can apply such results to evaluate queueing effects of the
bursty traffic at a node forwarding the traffic. However, the
analysis generally assumes that the inter-arrival times and the
burst sizes are independent (no correlation). The strong cor-
relation observed in Figures 9 and 10 indicates that we cannot
apply the analytical approach to evaluate queueing effects at
the forwarding node.

4.5 The distribution of queue length at the
bottleneck node in the wired section

The effect of the bursts of packets is typically observed as
large queueing at a bottleneck node forwarding the bursts.
Figures 14 and 15 show the distributions of queue length at
the bottleneck node n2, where the number of TCP connec-
tions Ntcp is 1 and 5, respectively. Each figure shows the
cases where the packet loss rate P, is changed to 0.0001,
0.001, 0.01, and 0.1. In Figure 14, although the bandwidth
of the wired section By is 1.2 times larger than that of the
wireless section B, the large queue length is observed even
in the case where the packet loss rate I’ is small (0.0001 and
0.001). When the number of TCP connections becomes 5,
the maximum queue length becomes slightly larger compared
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of forward data, where Py, is 0.01 and N7 pis 1.

with the cases of the single TCP connection. However, there
is not significant difference on this value.

4.6 The average of queue length at the
bottleneck node in the wired section

Figures 16 and 17 show the average queue length and its
standard deviation, where the bandwidth of the wired section
By is 6 Mbit/s and the number of TCP connections N7¢: p is
1 and 5, respectively. These figures also indicate 95% confi-
dence interval for each plotted value.

When the number of TCP connections Nr¢:p is 1, the av-
erage queue length takes the maximum value at around the
packet loss rates of 0.001 and 0.002. The standard deviation
also becomes the largest when the packet loss rate is around
0.001, and its value is about 2 times larger than the average
value. This means that the variation of the queue length is
large. When the number of TCP connections Ny p is 5, the
same trend is observed, but the standard deviation is relatively
small compared with the average value.

Figures 18 and 19 show the same values as Figures 16 and
17, where the bandwidth of the wired section By is increased
to 10 Mbit/s. When we compare Figures 18 and Figures 16
where the number of TCP connections is 1, the average queue
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length in Figure 18 is decreased to about a quarter of the val-
ues in Figures 16, while the standard deviation is decreased to
a half. Although the average queue length becomes small, the
variation of queue length relative to the average value tends
to increase.

If the PEP is not employed and the error recoveries are per-
formed end-to-end, the queueing at the bottleneck node never
occurs. Although the results of no PEP case are not plotted in
the figures, the queue length always takes value 0. It is clear
that a split TCP implementation causes significant queueing
at a bottleneck node because of the bursts of packets issued by
the PEP. Mitigation of this problem is left for further study.
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5 Possible approaches to mitigate the
burstiness of the PEP output

As described in section 4, the output traffic by the PEP be-
comes bursty in cases where packets are lost by transmission
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errors. A further study is needed to mitigate this problem.
Our goal is not only to reduce the burst sizes on the output
link but also to suppress the large queueing at the bottleneck
node in the wired section. There are three possible approaches
considered.

The first approach is to utilize the “maxburst” parameter.
There are TCP implementation and its variant supporting the



“maxburst” parameter, which limits the maximum number of
packets sent back-to-back on the output link when a trans-
mission of a large size data is requested while the size of the
transmission window is large enough [9], [10]. The second
approach is to introduce a kind of traffic shaping between two
TCP connections. The third approach is to change the PEP ar-
chitecture, where an out-of-order segment is forwarded with-
out being reassembled by the PEP.

The first approach is simple, but its effectiveness on sup-
pressing the large queueing at the bottleneck link is question-
able. Although the second approach is straightforward, it hard
to define the suitable shaping rate. In this approach we also
have to consider the coordination of the TCP flow control be-
tween two TCP connections to avoid buffer overflows in the
PEP. Since the TCP implementation in current ns-2 does not
include the dynamical change of the available window at the
receiver, we have conducted the simulations on condition that
throughput of the wired section is always larger than the wire-
less section. Further modification of ns-2 is required to eval-
uate the coordination. The third approach is interesting since
bursts of packets never occur. However it seems that the im-
plementation becomes very complex and hard.

We are now performing studies and performance evalua-
tions concerning these approaches.

6 Conclusion

This paper has investigated the architecture of the split con-
nection TCP implementation. We have focused on the output
traffic where the PEP that forwards receive data from one TCP
connection on the wireless section to another TCP connection
on the wired section. When losses of packets are caused by
transmission errors, we have observed that the output traffic
from the PEP becomes bursty due to the reassembling func-
tion done by the receiving side of TCP covering the wire-
less section. We also have found that the burstiness becomes
significant at packet loss rates that are relatively small, and
the effects of the bursts become small as the packet loss rate
increases. We have observed the strong correlation between
the inter arrival times of bursts and burst sizes. This means
that analytical approaches cannot be applied to evaluate the
queueing effects at a node forwarding the bursty traffic. We
simulated the case where the output traffic from the PEP is
forwarded by a node that is connected to a bottleneck link in
the wired section. We have found that a large number of pack-
ets are queued when the packet loss rate is relatively small.

All these observations concerning the PEP have not been
identified yet. As the rate of wireless links is increasing,
the PEP architecture will be important to attain high TCP
throughput. Accordingly, effects of the bursty traffic by the
PEP become also significant. Further studies and evaluations
are needed to mitigate this problem.
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